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Purpose: Treatment planning system (TPS) dose calculations have previously been shown to be sen-
sitive to modeling errors, especially when treating with complex strategies like intensity-modulated
radiation therapy (IMRT). This work investigates the dosimetric impact of several dosimetric and
nondosimetric beam modeling parameters, based on their distribution in the radiotherapy community,
in two commercial TPSs in order to understand the realistic potential for dose deviations and their
clinical effects.
Methods and materials: Beam models representing standard 120-leaf Varian Clinac-type machines
were developed in Eclipse 13.5 (AAA algorithm) and RayStation 9A (v8.99, collapsed-cone algo-
rithm) based upon median values of dosimetric measurements from Imaging and Radiation Oncology
Core (IROC) Houston site visit data and community beam modeling parameter survey data in order to
represent a baseline linear accelerator. Five clinically acceptable treatment plans (three IMRT, two
VMAT) were developed for the IROC head and neck phantom. Dose distributions for each plan were
recalculated after individually modifying parameters of interest (e.g., MLC transmission, percent
depth doses [PDDs], and output factors) according to the 2.5th to 97.5th percentiles of community sur-
vey and machine performance data to encompass the realistic extent of variance in the radiotherapy
community. The resultant dose distributions were evaluated by examining relative changes in average
dose for thermoluminescent dosimeter (TLD) locations across the two target volumes and organ at risk
(OAR). Interplay was also examined for parameters generating changes in target dose greater than 1%.
Results: For Eclipse, dose calculations were sensitive to changes in the dosimetric leaf gap (DLG),
which resulted in differences from �5% to +3% to the targets relative to the baseline beam model.
Modifying the MLC transmission factor introduced differences up to � 1%. For RayStation, param-
eters determining MLC behaviors likewise contributed substantially; the MLC offset introduced
changes in dose from �4% to +7%, and the MLC transmission caused changes of �4% to +2%.
Among the dosimetric qualities examined, changes in PDD implementation resulted in the most sub-
stantial changes, but these were only up to �1%. Other dosimetric factors had <1% impact on dose
accuracy. Interplay between impactful parameters was found to be minimal.
Conclusion: Factors related to the modeling of the MLC, particularly relating to the leaf offset, can
cause clinically significant changes in the calculated dose for IMRT and VMAT plans. This should
be of concern to the radiotherapy community because the clinical effects of poor TPS commissioning
were based on reported data from clinically implemented beam models. These results further rein-
force that dose errors caused by poor TPS calculations are often involved in IROC phantom failures.
© 2020 The Authors. Medical Physics published by Wiley Periodicals LLC on behalf of American
Association of Physicists in Medicine. [https://doi.org/10.1002/mp.14396]
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1. INTRODUCTION

Radiation dose calculation accuracy is contingent upon how
well the treatment planning system (TPS) mathematically
represents the physical photon beam under the conditions

used for radiation therapy. Good commissioning and valida-
tion of the beam model is fundamental, for once established,
this model is used to calculate the dose for all treatments with
the radiation beam. However, modern technologies such as
intensity modulated radiation therapy (IMRT) and volumetric
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modulated arc therapy (VMAT) pose a particular challenge
for TPS dose calculations due to the modulation and con-
straints needed to provide highly conformal dose distribu-
tions. This challenge results in increased uncertainty in the
dose calculation.

In order to properly assess the accuracy of IMRT, external
validation tests are suggested for individual institutions, as
well as for clinical trials.1–3 The Imaging and Radiation
Oncology Core Houston Quality Assurance Center (IROC-
H) provides anthropomorphic phantom credentialing for
National Cancer Institute-sponsored multi-institutional clini-
cal trials for IMRT to ensure treatments are delivered as
intended while minimizing uncertainty. Over the years,
IROC-H has observed a broad range of IMRT performance.4

In particular, recent works from IROC-H indicate a substan-
tial number of phantom results showing systematic dose
errors,5 and poor TPS dose calculations in failing phantom
cases.6 Additionally, there exists substantial evidence that
standard quality assurance (QA) methods, including IMRT
QA, fail to detect unacceptable plans and errors related to the
TPS.7–10

Due to these challenges, interest has developed in under-
standing how beam modeling, and which specific factors
within the model, can contribute to poor plan performance.
Previous studies have investigated the relative errors that sev-
eral modeling factors related to the multileaf collimator
(MLC) can contribute to the overall accuracy, as well as the
detectability of these errors.11–13 While generally informative,
such works have been relative to single clinical systems, and
thus cannot provide wide-ranging context into other clinical
scenarios. More problematically, the magnitude of change in
each parameter (i.e., how much error is introduced into the
MLC offset) and associated effect size, have not been based
on clinically realistic values. That is, the ranges of values for
modeling parameters used in these works are, in general, arbi-
trary and may not necessarily be relevant to current practice.

Instead, this study evaluated the impact of beam modeling
errors (both dosimetric and nondosimetric) that are consistent
with the errors seen clinically, or are consistent with the range
of values used in clinical practice. TPS errors in basic dosi-
metric data, such as percent depth dose (PDD) measurement,
have been previously reported by IROC-H based on measure-
ments of over 1000 linear accelerators (linacs).14 Nondosimet-
ric data, such as MLC leaf offset and MLC transmission
factor, have been compiled in a recent IROC-H survey that
included information from over 2800 beam models from 642
institutions.15 These data, collected from January 2018 to Jan-
uary 2019, describe the most up-to-date modeling descrip-
tions for the radiotherapy community, including those of both
large academic centers and smaller community clinics. In this
study, we used these values from the community to determine
the degree of change introduced into each parameter. In this
way, this study investigated the potential dosimetric impact of
using beam modeling parameter values that are either erro-
neous or at least deviate from typical as established by the
radiation oncology community. These data can inform the
ways that errors can and do manifest for IMRT and VMAT

treatments across the community at large. Understanding the
expected error contributions of erroneous or atypical parame-
ter values can also help explain and rectify the ongoing sub-
optimal IROC-H phantom performance rates by providing
more in-depth guidance to the dose calculation variations that
may exist.

2. METHODS AND MATERIALS

2.A. TPS beam model creation and validation

Beam models representing a 6 MV beam on a Varian Cli-
nac-type machine with Millennium 120 multileaf collimator
(MLC) were developed in Eclipse v13.5 with AAA algorithm
(Varian Medical Systems, Palo Alto, CA) and RayStation 9A
v8.99 with collapsed cone algorithm (RaySearch Laborato-
ries, Stockholm, Sweden). Dosimetric characteristics were
tailored to the linac-specific reference data from IROC-H’s
site visit program, which encompasses 23 output measure-
ments (including several percent depth dose curves, output
factors, and off-axis factors).16 Nondosimetric modeling
parameters (e.g., source size, MLC leaf-tip offset, etc.) were
defined to match median beam modeling parameters as
reported by the radiation oncology community in an IROC-H
survey (Glenn, et al.15). This was specific for a Varian Base
class linac, described in detail in Kerns, et al.,16 with standard
120-leaf MLC. In this way, the most representative linac (of a
widely used model) was created.

Baseline beam models for Eclipse and RayStation were
then validated via two IROC-H head and neck (H&N) phan-
tom irradiations on a clinical Varian Trilogy linac. The two
plans, a standard nine-field IMRT and two-arc VMAT, were
assessed for agreement between thermoluminescent dosime-
ter (TLD) dose and TPS-reported dose as calculated by both
Eclipse and RayStation to ensure clinical applicability and
reasonability of the baseline models prior to further manipu-
lation and study.

2.B. Phantom plan development

The IROC-H H&N phantom was scanned on a CT simula-
tor following standard clinical workflow, and five IMRT
plans (three IMRT, two VMAT) were developed in Eclipse
13.5 and imported to RayStation for consistency across plat-
forms. A grid size of 0.25 cm was used for all plans in both
TPS. Following IROC protocol, the plans were designed to
deliver 660 cGy to 95% of the primary target and 540 cGy
to 95% of the secondary target while maintaining organ-at-
risk (OAR) dose below 450 cGy. Within the targets and OAR
are eight volumes defining TLD locations: four locations dis-
tributed anterior/posterior and superior/inferior in the primary
target, two locations distributed superior/inferior in the sec-
ondary target, and two locations distributed superior/inferior
in the OAR. These plans were designed for dynamic IMRT
delivery in a single fraction and follow dose prescription
guidelines provided by IROC-H (Fig. 1). Monitor units (MU)
and general plan setup for each of the five plans are detailed
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in Table I. All IMRT fields were planned about the center of
the H&N phantom and spaced equidistantly, as is common in
clinical practice. Likewise, the VMAT plans were developed
for isocentric delivery with full 360° arcs. These plans were
developed with a variety of complexities and beam angles to
encompass a range of treatment strategies and plans as previ-
ously observed by IROC-H.17

2.C. Parameter manipulation (simulated beam
model deviations) and evaluation

The baseline models, in Eclipse and RayStation, had all
parameters at the 50th percentile community value. In order
to simulate the impact on dose agreement from variations that
have been shown to exist in the radiotherapy community,
alternative versions of the baseline beam models were created
by individually manipulating parameters of interest within
each TPS environment. The parameters of interest considered
in this study, including both basic dosimetric characteristics
and TPS-specific modeling parameters, are outlined in
Table II. When manipulations of a parameter were intro-
duced, all other parameters were maintained at the baseline
(50th percentile) value in order that effects may be isolated.
Variations in beam modeling parameters were introduced as
the 2.5th, 25th, 50th, 75th, and 97.5th percentiles of beam
modeling parameter survey responses.15 In order to character-
ize variance in dosimetric characteristics, the baseline beam
model was modified in RayStation by changing the photon
spectrum, square-field output factor correction factors (jaw-
defined fields), and off-axis factors. Changes in dosimetric
parameters were made for the same percentiles (2.5th to

97.5th), based on reported measurement accuracy versus TPS
calculation from IROC-H’s site visit program.14

Following beam model modifications, each of the five
H&N phantom treatment plans was recalculated (plans were
not re-optimized in this process) and compared to the calcu-
lated dose from the baseline model. These recalculations
were evaluated for average change in dose across the six TLD
locations distributed throughout the primary (four TLD loca-
tions) and secondary targets (two TLD locations) in the phan-
tom and average change in dose of the two TLD locations in
the organ-at-risk (OAR).

2.D. Parameter interplay

To understand potential interdependencies in beam model-
ing parameters, we investigated the effect of changing two
parameters simultaneously. We could then evaluate if, for
example, two different parameters, both set simultaneously to
the 97.5th percentile, had a different impact on the dose dis-
tribution than simply the sum of the two effects when each
parameter was set sequentially to the 97.5th percentile.
Parameters that were investigated were only those that, by
themselves, had a sizeable impact on the dose distribution; in
particular, those parameters that introduced changes in aver-
age dose for the TLD locations greater than 1% across the
five treatment plans were selected. These impactful parame-
ters were then varied pairwise against other impactful param-
eters in the same TPS. For this analysis, the most extreme
values (2.5th and 97.5th percentiles) were adopted for one

FIG. 1. Axial slice of the nine-field intensity modulated radiation therapy
plan developed for the IROC-H H&N phantom. The phantom contains pri-
mary and secondary targets planned to be treated at 660 and 540 cGy, respec-
tively. [Color figure can be viewed at wileyonlinelibrary.com]

TABLE I. Summary of H&N phantom plans developed for testing.

Plan name Delivery type Number of beams Total MU

IMRT5 IMRT 5 3741

IMRT7 IMRT 7 2470

IMRT9 IMRT 9 2729

VMAT1 VMAT 1 arc (360°) 1990

VMAT2 VMAT 2 arcs (each 360°) 2130

Note::Phantoms were prescribed 660 cGy to the primary target, delivered in a
single fraction. All plans were developed for dynamic delivery.

TABLE II. Beam modeling parameters investigated for sensitivity.

Eclipse RayStation Dosimetric characteristics

Effective target spot size Primary source
size

Percent depth dose
(PDD)

MLC transmission factor MLC transmission Small-field output
factorsa

Dosimetric leaf gap
(DLG)

Leaf tip width Off-axis factors

Tongue and groove

MLC leaf tip offset

MLC gain

MLC curvature

aJaw-defined small field output factors.
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parameter while the other was varied across the distribution
to assess the greatest extent to which interplay can occur.
Interplay between parameters was assessed through linear
regression analysis including terms for potential interaction
effects. Additionally, the dosimetric effect of the combined
scenario was visually compared to simply summing the aver-
age effects together (thus representing complete indepen-
dence).

3. RESULTS

The baseline TPS models, used to irradiate the phantom
for validation, showed agreement between measurement and
calculation of within 5% across all locations for both plan-
ning systems and both plans. This level of agreement exceeds
IROC-H’s acceptability criterion (7%/4 mm) and indicated
that the baseline beam models are a good representation of a
standard linac.

3.A. Eclipse

Table III describes the numeric parameter modifications
implemented in Eclipse, based on the values from Glenn,
et al.15 Figure 2 shows the average percent difference in cal-
culated dose for the TLD locations (over the six TLD loca-
tions within the two targets, averaged across all five plans)
between the baseline and modified beam models as a func-
tion of the percentile score for the parameters of interest as
reported by the radiation oncology community. Based on the
range of values from the community, the variations in DLG
have the greatest impact on dosimetric accuracy. This was
true for all endpoints examined: changes up to 6% were
observed for target TLD locations, and changes up to 10%
were observed in the OAR TLD locations.

The dosimetric impact is plotted against actual DLG value
in Fig. 3. From this figure it can be seen that the average dose
to the targets changes approximately linearly with DLG value
for all plans examined (Fig. 3), suggesting systematic effects
on dose. Moreover, for all plans except IMRT5, the relative
change in dose caused by DLG variations was consistent
despite differences in treatment complexity. IMRT5, the plan
that was very highly modulated, had a notably different slope
than the others, and was more sensitive to changes in DLG.
The other beam modeling parameters produced much smaller

dose deviations; changes in dose caused by manipulation of
the effective target spot size and MLC transmission factor
were generally less than 1% in the target volume doses and
<5% change in OAR dose.

To further investigate these results, we assessed the inter-
dependence of the DLG and MLC transmission factor, given
that both produced differences in average dose for the target
TLD locations >1%. Figure 4 depicts a comparison between
the cases for which only the DLG was varied and the MLC
transmission factor was left at the 50th percentile value (i.e.,
MLCT 50th) and when the DLG and MLC were varied
together (with the MLC transmission factor defined at the
2.5th and 97.5th percentiles). Regression modeling of the cal-
culated dose values determined that the two parameters have
statistically significant linear effects on dose (P < 0.001),
while their interaction was not significant (P = 0.233). That
is, there is no evidence to suggest that the effect of DLG on
dose is different for different values of MLC transmission
factor. Additionally, these were compared with the cases
where average change in dose caused by variation in MLC
transmission factor (here, �1.14% for the 2.5th percentile and
+0.92% for the 97.5th percentile) was simply summed with
the DLG-only case, thereby assuming the DLG and MLC
transmission factor behaved independently (the “expected”
cases). The calculated and expected dose difference curves
are consistent, further emphasizing the linearity and pre-
dictability of dose response with respect to these parameters.

3.B. RayStation

Table IV describes the numeric parameter modifications
implemented in RayStation, based on the values from Glenn,
et al.15 Figure 5 shows the changes in average dose for the
TLD locations in the target relative to the baseline (50th per-
centile values) as a function of percentile score. Analogous to
the DLG in Eclipse, dose calculation accuracy had the stron-
gest dependence on the MLC position offset: changes in
MLC position offset produced as much as a 13% change in
the target TLD locations and 25% in the OAR TLD locations.

The dosimetric impact across the target TLD locations is
plotted against MLC offset value in Fig. 6. From this figure,
it can be seen that the average dose to the target changes lin-
early with MLC offset for all plans examined (Fig. 6), sug-
gesting systematic effects on dose. As with DLG, the MLC
offset was most sensitive to the IMRT5 plan, which was very
highly modulated, and was uniformly sensitive to all of the
other plans.

Other parameters related to the MLC, including the MLC
transmission factor, tongue and groove, and leaf tip width,
also greatly impacted the resultant dose recalculations. For
MLC transmission, average dose changes in the target TLD
locations ranged from �4% to +2% with singular points up
to 10% off in the OAR. Changing the leaf tip width generated
more moderate changes in the target TLD locations (up to
3%) but produced changes as high as 15% in the OAR. Inter-
estingly, the tongue and groove produced negligible changes
in any of the IMRT plans, but introduced uniform and

TABLE III. Parameter changes implemented for the 6 MV Varian Clinac-type
machine simulated in Eclipse.

Percentile

Effective target
spot size X

(mm)

Effective target
spot size Y

(mm)

Dosimetric
leaf gap
(cm)

MLC
transmission

factor

2.5th 0.000 0.000 0.1000 0.0118

25th 0.000 0.000 0.1550 0.0145

50th 0.000 0.000 0.1700 0.0158

75th 0.000 0.000 0.1900 0.0165

97.5th 1.250 1.000 0.2300 0.0200
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consistent changes in the target TLD locations up to 3% in
both VMAT plans.

In general, the differences in dose as a result of model
manipulation were relatively consistent across the five plans
examined, with exception to the tongue and groove, which
had the greatest effect on VMAT plans. The other parameters
examined, based on the distributions of community data, pro-
duced minimal changes in plan dose.

Interplay was examined for the MLC position offset, MLC
transmission factor, leaf tip width, and tongue and groove
using the IMRT9 plan. Figure 7 shows several tested relation-
ships where the actual effect of combining parameter changes
were compared against cases for which the average change in
dose was simply summed based on the impact of each indi-
vidual parameter (assuming they were independent). The
results, shown in Figure 7, illustrate consistently that the two
approaches (calculating interplay and simply adding effects

assuming they are independent) yielded similar results. This
is corroborated through linear regression and interaction
modeling. Among the interaction terms considered, only the
interaction between MLC transmission factor and leaf tip
width [Fig. 7(c)] was found to be significant (P < 0.001);
however, the adjusted coefficients of determination for the
models with and without the interaction term included were
very similar (R2 equal to 0.998 vs 0.994, respectively), indi-
cating that the magnitude of the contribution of this interac-
tion effect to the overall change in dose is not large. All other
examined parameter combinations demonstrate linear effects
on dose (P < 0.001) with no significant interaction among
the parameter pairs considered. That is, there was little if any
additional compounding or suppressing of changes in average
dose relative to the expected cases, demonstrating that these
parameters had minimal interdependence over the range used
clinically.
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3.C. Dosimetric parameters

Table V describes the numeric dosimetric modifications
implemented in the beam modeling to achieve the variance

observed in the community between modeled and true val-
ues.16 Figure 8 shows the relative changes in average dose to
TLD locations introduced by modifying the underlying beam
model according to the percentile value for each parameter.

FIG. 4. Interplay between dosimetric leaf gap (DLG) and multileaf collimator transmission factor (MLCT). “DLG only” varies DLG while the MLCT remains at
the 50th percentile value. MLCT 2.5th and MLCT97.5th illustrate varying DLG while the MLC transmission is set to those percentile values. “Expected” cases
describe the change in dose if individual, average parameter effects were simply summed together. Note that this comparison is for the IMRT9 treatment plan
[Color figure can be viewed at wileyonlinelibrary.com]

TABLE IV. Parameter changes implemented for the 6 MV Varian Clinac-type machine simulated in RayStation.

Percentile
Primary source
size X [mm]

Primary source
size Y [mm]

Tongue and
groove [cm]

Leaf Tip
width [cm]

MLC
transmission

MLC position
offset [cm]

MLC
position
gain

MLC position
curvature [1/cm]

2.5th 0.04000 0.05000 0.01 0.177 0.007 0 0 0

25th 0.05350 0.05200 0.03 0.200 0.016 0.022 0 0

50th 0.05700 0.07000 0.04 0.320 0.018 0.040 0.0015 0

75th 0.10300 0.07250 0.05 0.360 0.022 0.040 0.0015 0.0008

97.5th 0.12345 0.10075 0.05 0.500 0.025 0.116 0.0150 0.0010
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FIG. 5. Average changes in dose calculated to target thermoluminescent dosimeter locations for IROC-H head and neck phantom plans when parameters of inter-
est are manipulated in RayStation. Percentile score corresponds to community reported values.15 [Color figure can be viewed at wileyonlinelibrary.com]
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The only parameter to introduce dose changes in the target
TLD locations in excess of 1% was the PDD, which on aver-
age ranged from �1.1% to +1.2% with a maximum change of
2.5% in the OAR TLD locations. Unsurprisingly, changes in
target TLD locations were less than the PDD errors intro-
duced because the depths of the targets were <10 cm. The
small field output factors had a wide range of errors as mea-
sured by IROC;14 however, these errors did not manifest as a
variation in TLD location dose in this study. This is because
the output factors defined in Table V are defined by the jaw.
The span across the primary and secondary targets is approxi-
mately 6–8 cm across, so no small jaw-defined fields are

typically used in treating the phantom. Similarly, the off-axis
factors have known errors as shown in Table V, but these did
not materialize in the phantom cases. This is because the tar-
gets are relatively small and close to central axis.

Because PDD was the only factor to contribute plan
changes greater than 1%, interplay effects among dosimetric
characteristics were not assessed.

4. DISCUSSION

This study explored the dosimetric effects of changing
common beam modeling parameters on clinically acceptable
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FIG. 6. Changes in average dose for the target thermoluminescent dosimeter locations calculated for each of the five IROC-H head and neck phantom plans fol-
lowing manipulation of the multileaf collimator (MLC) offset in RayStation. Points on the curve correspond to percentile scores from the radiation oncology
community for a Varian Base Class machine with a Millennium 120 leaf MLC. [Color figure can be viewed at wileyonlinelibrary.com]

FIG. 7. Select cases demonstrating the extent of interplay between (a) multileaf collimator (MLC) offset (MLCO) and MLC transmission factor (MLCT), (b)
MLC offset and leaf tip width (LTW), (c) MLC transmission factor and leaf tip width, and (d) tongue and groove (T&G) and leaf tip width in RayStation using
the IMRT9 plan. Each value was evaluated at the 2.5th and 97.5th percentile and compared to the “expected” cases, which described the change in dose if indi-
vidual parameter effects were simply added together. [Color figure can be viewed at wileyonlinelibrary.com]
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H&N phantom treatment plans to understand how these
changes may contribute to dose calculation accuracy or inac-
curacies in the context of IMRT and VMAT planning. Small
variations in MLC offset, as described by either the DLG in
Eclipse or MLC leaf-tip offset in RayStation, can have sub-
stantial impacts on the resultant plan performance, affecting
both the targets and OAR doses substantially. Other parame-
ters modeling the MLC and radiation source characteristics,
based on community-reported data, were impactful to a lesser
degree.

The magnitudes of dose differences caused by variations
in beam modeling are consistent with previous studies in
Eclipse and RayStation. Like that reported here, McVicker,
et al.12 demonstrated changes in IROC-H H&N phantom tar-
get TLD dose on the order of 5% or more for changes in
DLG greater than 1 mm while the MLC transmission factor
more greatly affected OAR TLDs than those in the target
structures. Additionally, Kielar, et al.18 demonstrated the lin-
ear proportionality between error in defining the DLG and
dose error, much like that shown in Fig. 2. For RayStation,
Koger, et al.11 also demonstrated the linear response of MLC
position offset and observed, despite using a different
machine setup, that additional offsets of 1 mm can produce
changes in TLD dose in excess of 10%, much like Fig. 1.
Likewise the leaf tip width was found to be a parameter of
importance in accurate MLC modeling, generating TLD dose
differences of up to 2% in the targets for the range of values
examined.

At first glance, the results from this work may seem unsur-
prising; multiple previous studies have likewise noted a strong
dependence of the dose calculation for modern treatments
(IMRTand VMAT) with the MLC leaf position.7,13,18-22 How-
ever, the current work is unique in that the dose differences cal-
culated herein are based upon the actual variations in beam
modeling adopted by the radiotherapy community, making the
magnitude of the dose deviations particularly relevant to clini-
cal practice. Moreover, these differences were evaluated in a
reference geometry (the IROC-H H&N phantom) where the
radiation oncology community is known to struggle in the
clinical trial credentialing process. To maximize the breadth of
impact, these evaluations were conducted using several com-
mon IMRT delivery methods. Additionally, this work exami-
nes interplay among parameters as a factor of IMRT

performance, which has not been extensively investigated to
date.

In a previous study, we reported that the beam modeling
parameters that had the greatest spread among the community
are those representing the MLC characteristics.15 Interest-
ingly, these very same parameters, namely the MLC transmis-
sion factor, DLG in Eclipse, and the MLC offset in
RayStation, generated the most considerable dose changes
among the treatment plans studied herein. But more impor-
tantly, these very same factors were also ones that could be
theoretically measured, thus underscoring the need for physi-
cists to be extremely cautious when assigning these values in
their clinical TPS. In fact, current guidance for TPS commis-
sioning is limited to several tests to validate the overall TPS
performance; recommendations for individual parameter
assignment are limited to the TPS vendor. It is solely up to
the physicist to understand the intended effects of parameter
assignment and consequently understand what values will
generate the most robust model. For example, both Kim
et al.13 and Kielar et al.18 determined that it was necessary to
adjust the measured physical DLG values to reduce dose cal-
culation errors for their system. To compound this, measured
DLG values can be different based on the measurement set-
tings (e.g., field size, depth, and ion chamber).23 This work
can help physicists to better understand how each of these
parameters generally contributes to IMRT plan accuracy and
the interplay among major parameters in order to make
informed decisions in beam model commissioning.

What is important to keep in context is that deviations in
dose calculation accuracy are generally very difficult to detect
using conventional QA methods. Studies in detectability,
such as that of Koger et al.,11 McVicker et al.,12 Nelms et al.,7

and Kry et al.10 point to the gross lack of sensitivity for tradi-
tional IMRT QA methods in identifying beam modeling inac-
curacies. Only external validation through an independent
phantom, such as that from the IROC-H phantom program,
can sufficiently capture the extent of delivery errors caused
by poor dose calculations. However, more work is needed to
determine whether discrepancies in phantom dose distribu-
tions are connected with atypical beam modeling parameter
selection.

This work is limited that it only focuses on one of the most
common clinical systems: a Varian Clinic-type accelerator. It
is possible that these results may differ from other clinical
units with different physical configurations and geometries.
Additionally, dose calculations were performed for the
IROC-H H&N phantom, which is a simplified representation
of human anatomy with little heterogeneity. Inherently, some
dose effects may not have manifested through this choice of
experimental setup. For instance, off-axis factor errors were
likely not fully evident because the phantom is smaller than
the dimension for which the greatest change in modeling was
implemented (10 cm from central axis). Likewise, changes in
dose due to PDD variations were less impactful, as the targets
are located within 10 cm depth in the phantom. The use of a
larger or more inhomogeneous phantom habitus (e.g., pelvis)
may further reveal the greatest extent of changes caused by

TABLE V. Dosimetric parameter changes implemented for the 6 MV Varian
Clinac-type machine simulated in RayStation.

Percentile

PDD
(20 cm
depth)

Small-field output
factors (at 2x2 cm)

Off-axis factor (10 cm
from central axis)

2.5th �2.3% �5.8% �2.0%

25th �0.7% �0.5% �0.4%

50th 0% 0% 0%

75th +0.6% +0.4% +0.5%

97.5th +2.5% +2.3% +1.6%

Medical Physics, 47 (10), October 2020

5257 Glenn et al.: Sensitivity of beam model parameters 5257



these parameter variations. Finally, this work’s focus on aver-
age dose calculation outcome does not evaluate all aspects of
dose calculation perturbation; changes in dose were not eval-
uated beyond the phantom target and OAR TLD locations.
However, the linearity of such perturbations (Figs. 3 and 6)
suggest that changes in dose occur throughout the phantom.
It may be of value to investigate the potential effects of dose
modeling variance on other phantom setups or geometries,
where a variety treatment strategies may further highlight or
unmask the true effects of modeling on clinical care.

It also is important to note that while this work intends to
describe the range of dose calculation variations among the
radiotherapy community, the results of this study do not
imply that the use of atypical beam modeling parameters is
totally inappropriate. This work is based upon average survey
data and can only provide so much information regarding
appropriateness for use. In fact, machine models that are
intended for specific purposes (e.g., VMAT-dedicated units,
radiosurgery units, etc.) may require use of parameter values
that deviate from the norm.

5. CONCLUSIONS

In this study, several beam modeling parameters encom-
passing both basic dosimetry data (i.e., PDDs, output fac-
tors, and off-axis factors) and other nondosimetric modeling
elements were assessed for their potential effects on IROC-
H H&N phantom performance, based on the radiotherapy
community’s range of measured and reported values. Of
interest, the parameters related to the modeling of the MLC,
specifically the DLG for Eclipse and the MLC Offset for
RayStation, demonstrated substantial impact with regards to
dose to the target, corroborating well with previous works.
By applying the most extreme parameter values used clini-
cally by the radiotherapy community, differences from the

baseline, average performance beam model produced clini-
cally compromising dose calculation errors. This result
implies that these parameters can have a substantial clinical
impact on the overall development and accuracy of IMRT
plans and are of the utmost importance to commission cor-
rectly.

The quality and accuracy of the TPS radiation beam model
is essential to providing high quality treatments. It is clear
that, despite fundamental differences in TPS modeling for-
malisms, that parameters defining the MLC provide the great-
est challenge to commission correctly. Understanding the
ways in which these parameters influence the resultant dose
calculation, both individually and collectively, can assist both
IROC-H and the radiotherapy community at large to adopt
the most appropriate values for modeling and improve IMRT
performance.
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