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Abstract
Artificial intelligence is steadily permeating various sectors, including healthcare. This research specifically addresses lung
cancer, the world’s deadliest disease with the highest mortality rate. Two primary factors contribute to its onset: genetic
predisposition and environmental factors, such as smoking and exposure to pollutants. Recognizing the need for more
effective diagnosis techniques, our study embarked on devising a machine learning strategy tailored to boost precision
in lung cancer detection. Our aim was to devise a diagnostic method that is both less invasive and cost-effective. To this
end, we proposed four methods, benchmarking them against prevalent techniques using a universally recognized dataset
from Kaggle. Among our methods, one emerged as particularly promising, outperforming the competition in accuracy, pre-
cision and sensitivity. This method utilized hyperparameter tuning, focusing on the Gamma and C parameters, which were
set at a value of 10. These parameters influence kernel width and regularization strength, respectively. As a result, we
achieved an accuracy of 99.16%, a precision of 98% and a sensitivity rate of 100%. In conclusion, our enhanced prediction
mechanism has proven to surpass traditional and contemporary strategies in lung cancer detection.
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Introduction
The human body is made up of trillions of cells, which typ-
ically grow and transform themselves into new cells through
cell division over time. During this process, cells become old
and damaged, with damaged cells replaced by new ones.
However, this process can become ineffective, leading to
the unchecked growth of damaged or abnormal cells,
which can be either cancerous or non-cancerous (benign).1

Damaged cells may affect nearby body tissues and have
the potential to spread to other parts of the body, forming
additional tumors through a process called metastasis.2

As previously explained, lung cancer is primarily a
genetic disease.3 However, external factors such as
smoking tobacco, exposure to passive smoking and toxic
gases, as well as polluted air, can also contribute to its
development.4,5 These factors disrupt the cell division
process and promote the exponential growth of damaged
cells that would typically die or stop growing, ultimately
leading to the formation of cancerous tumors.

Lung cancer is among the most prevalent and deadly
malignancies globally. According to statistics from the
World Health Organization, out of the 10 million cancer
cases registered in 2020, almost 2.21 million were lung
cancer cases.6 Approximately 1.8 million people die from
lung cancer annually, making it the leading cause of cancer-
related deaths. Lung cancer has four stages; while detection
at stages 1 and 2 is curable, these stages typically show no
symptoms. Symptoms usually manifest in stages 3 and 4,
which are extremely dangerous. Malignant cancer in these
stages spreads rapidly and damages nearby tissues and
organs, while benign tumors grow slowly and can be
removed through surgery, therapy or other techniques.

The challenge lies in the early detection of lung cancer, as it
often goes undetected during its initial stages, resulting in low
survival rates. Currently, paramedics and doctors employ
various diagnostic methods, including mammography, CT
scans and MRI images. Anti-cancer treatments utilize a
range of techniques, including laser surgery, radiation, chem-
ical alterations and transplantation. However, these methods
are costly, time-consuming and cumbersome.7

Early identification is crucial for improving the chances
of survival among lung cancer patients. Machine learning
(ML) techniques hold the key to maximizing survival
rates in this and other medical research areas. Various
ML algorithms are applied in this study for the early diag-
nosis of lung cancer.8 Furthermore, this study improves the
performance of ML algorithms over previous studies by
incorporating additional characteristics and parameters
into the dataset. The four ML algorithms used in this
study are extreme gradient boosting (XGB), support
vector machine (SVM), decision tree (DT) and linear
regression (LR). These models were selected based on a
comprehensive literature review, demonstrating strong per-
formance in terms of accuracy and precision.

The subsequent section of this paper examines several
studies aimed at early stage lung cancer detection using dif-
ferent ML models on diverse datasets collected and
uploaded to public repositories. The remaining blank area
represents the prediction rate, which can be true positive
(TP), true negative (TN), false positive (FP) or false nega-
tive (FN). The accuracy of a model’s predictions, distin-
guishing between true and false positives and negatives,
largely depends on the prediction rate.

The focus of this study is to detect lung cancer using ML
techniques, employing SVM, XGB, DT and LR models.
While relevant literature was reviewed for this research,
the primary focus was on improving precision, accuracy
and the F1-score. The results of this study show greater
promise compared to previous studies discussed in the sub-
sequent section.

The following sections of this article cover a variety of
topics. The second section 2 provides a comprehensive lit-
erature review. The third section briefly introduces the
dataset, preprocessing methods, techniques used and evalu-
ation metrics. The fourth section analyzes the results and
compares them with current publications. Finally, the fifth
section concludes the article and outlines potential future
directions.

Related works
The existing literature on lung cancer detection and classi-
fication offers a range of methodologies and findings.
Several factors contribute to tumor development, including
genetic inheritance, smoking, and alcohol consumption.
Various techniques, such as narrow-band imaging (NBI)
and broncho-over-white light (WL), have been utilized for
the analysis of lung cancer, with NBI being recognized
for its higher accuracy in early-stage detection.9

Mamun et al.10 explored ensemble learning methods,
including XGB and light gradient boosting machines
(LightGBM), for lung cancer classification, employing an
oversampling technique, SMOTE, for enhanced results.
This study introduces new ensemble learning models devel-
oped based on a survey dataset of 309 individuals with or
without lung cancer. The results indicate that the
XGBoost (XGB) ensemble learning technique outper-
formed other methods, achieving an accuracy of 94.42%,
precision of 95.66%, recall of 94.46%, F1-score of
94.74% and an area under the curve (AUC) of 98.14%.

Similarly, Aljabar et al.11 used the eXtreme Gradient
Boost machine learning model to process a compiled
dataset of diverse lung cancer types, showing improved per-
formance in comparison to other models. This study utilizes
gene expression and transcriptome data, specifically from
real new generation RNA_seq (NGS) and microarray data-
sets. The results of the study demonstrate the effectiveness
of the XGB model in improving the prediction of lung
cancer diagnosis, detection, and relapse.
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Multiple studies have utilized various ML models, such
as SVM, K-nearest neighbors (KNN) and convolutional
neural networks (CNN), for analyzing CT scans and other
datasets for efficient and accurate lung cancer classification,
each offering unique insights into model accuracy and per-
formance.12–19

Significant efforts have been invested in enhancing lung
cancer detection through innovative methods. A study
employing a device named e-nose used exhaled breath
samples for classifying lung cancer, asthma andCOPD, offer-
ing promising yet improvable results.16Deep learning applied
to chest X-ray films, as conducted byAusawalaithong et al.,17

demonstrated the potential of ML algorithms in cancer detec-
tion. Various ML models, including gradient boosting
machines (GBM) and custom ensembles, were analyzed for
their efficacy in lung cancer detection based on diverse fea-
tures, underscoring the supremacy of GBM.18

Studies have also focused on early-stage lung tumor
detection, using models such as SVM and CNN to
achieve high accuracy.19 El Guabassi et al. have explored
and discussed the employment of artificial intelligence in
lung cancer detection, showcasing a comparative analysis
of various ML models for enhanced cancer detection.20

This study integrates AI techniques, specifically artificial
neural networks (ANN), Naive Bayes (NB), KNN, SVM,
DT and LR, for the early diagnosis and prediction of lung
cancer. This result indicated that SVM achieves a high pre-
diction accuracy of 94.6% and has the potential to automat-
ically predict lung cancer with a high degree of accuracy,
highlighting its robustness in this particular medical
application.

Early detection of lung cancer has been addressed by
Abdullah et al.,21 who investigate and identify the most
effective classifier among SVM, KNN and CNN for early
detection, ultimately aiming to contribute to the improve-
ment of prognosis and outcomes for patients with lung
cancer. The proposed solution involves applying SVM,
KNN and CNN to datasets obtained from the UCI ML
repository, which contain information about patients
affected by lung cancer. The use of these classifiers is facili-
tated by the WEKA tool. The experimental results indicate
that SVM outperforms the other classifiers with an accuracy
of 95.56%. CNN follows with an accuracy of 92.11%,
while KNN achieves an accuracy of 88.40%.

Pradhan et al.’s goal is to improve lung cancer classifica-
tion accuracy using an ensemble learning model, ultimately
aiding in early diagnosis and treatment.22 The author of this
study combined ensemble learning with recurrent neural
networks (RNN) and the best fitness-based squirrel search
algorithm (BF-SSA) feature extraction method to address
time and memory complexities and a commitment to
achieving higher accuracy in practical applications. The
datasets used were gathered from Kaggle and the UCI
repository with 7 attributes and 56 attributes, respectively.
The accuracy, precision, F1-score and recall of the proposed

model are above 92% for both datasets, which shows better than
CNN, neural network (NN), RNN, 5LEVEL-RNN and Self-
Adaptive-Sea Lion Optimization-Recurrent Neural Networks
(SA-SLnO-RNN) algorithms on lung disease diagnosis.

Yamini et al. investigate and test ML approaches for
early detection and intervention, potentially saving lives
in the face of the lung cancer epidemic.23 This study pro-
posed the LR, DT, RF, SVM, XGB classifier, gradient
boosting and KNN to analyze lung cancer data. It offers
insights into the performance of different ML models in
the context of lung cancer prediction. The dataset contains
a total of 16 variables, 15 of which are input variables and
one of which is a class label. The results of the research
indicate that the XGB classifier outperforms other ML
models such as LR, DT, RF, SVM, gradient boosting and
KNN in terms of accuracy when predicting lung cancer.
In addition, the accuracy, precision, F1-score and recall of
the proposed XGB classifier are 99.1%, 100.0%, 99.0%
and 98.0%, respectively.

Singh et al. enhance the diagnosis and early detection of
lung cancer, a highly fatal disease with challenging charac-
teristics, through the application of ML techniques such as
RF, XGB, DT, AdaB, SVM, GBM, LightGBM and Cat
Boost.24 This study focuses on improving and evaluating
the classifier learning systems’ accuracy using specific
models, with AdaBoost and XGB identified as top perfor-
mers. Two datasets were used and gathered from Kaggle:
the first dataset contains 309 records and 16 attributes and
the second dataset contains 1000 records and 24 attributes.
The results highlight the superior performance of the AdaB
and XGB models, with accuracy rates of 96.77% and
96.75%, respectively.

Addressing the critical issue of early lung cancer diagno-
sis, the literature reveals extensive use of ML models opti-
mized with diverse hyperparameters and datasets for
enhanced prediction and classification results.25–31

Despite achieving commendable accuracy in lung cancer
detection, continuous efforts are being made to improve
these figures to reduce the chances of false negative or
false positive detections, as highlighted in various
studies.32,33 The exploration and application of numerous
ML models, from ensemble learning methods to deep learn-
ing, underscore the ongoing pursuit of enhancing lung
cancer detection and classification.

To enhance the effectiveness of lung cancer diagnosis,
this study, inspired by prior research, employed similar
ML models, including SVM, XGB, LR and DT, with a
focus on optimizing the accuracy of each model individu-
ally. The goal of convergence toward 100% accuracy
aims to minimize the possibility of erroneous lung cancer
detection in patients. This endeavor has resulted in achiev-
ing more accurate and reliable results based on essential
metrics such as precision, accuracy and F1-score.

Recent studies further expand on this pursuit. Alsinglai
et al. introduced a framework for managing lung cancer
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patients with imbalanced datasets, employing models like
XGB, LR and random forest (RF) and achieving an impres-
sive accuracy of 98% with RF.34 Other studies have
explored the usage of AdaBoost and CNN on CT scan
images, reporting significant improvements in accuracy,35

and diverse ML models with Chi-square for feature selec-
tion, also reporting enhanced results.36 The evaluation
and comparison of various ML models on extensive data-
sets have consistently highlighted the potential of
AdaBoost to outperform other models with high accuracy
and AUC.37

In the quest for optimizing lung cancer prognosis,
studies like that of Wu et al. have adopted cost-effective
and efficient methods, such as blood tests, to employ ML
models like RF for accurate lung cancer detection, achiev-
ing remarkable results in terms of accuracy, recall and
AUC.38

The extensive datasets used in the research mentioned
above, ranging from the Kaggle dataset to the Lanzhou
University dataset, highlight the diverse sources for obtain-
ing reliable and comprehensive data for enhancing lung
cancer prediction and classification.10,12,19,20,31,34,36–38

In conclusion, the comprehensive literature review
underscores the extensive and varied research conducted
in the field of lung cancer detection and classification.
Despite the impressive results achieved by numerous
studies, the perpetual quest for enhancing accuracy and
reducing errors remains paramount. This study aims to sig-
nificantly contribute to this ongoing pursuit, providing
valuable insights and findings that potentially augment
the body of knowledge in this critical healthcare domain.
A concise overview of the datasets, models, and results
from selected related research studies is shown in Table 1.

Methods

Dataset

The dataset used for this research was taken from a public
repository named Kaggle.39 The data available in the
dataset contained 309 entries and had a total of 16 attri-
butes: 15 independent and 1 dependent, which are
described in Table 2.

Preprocessing

Appropriately preprocessing the data before feeding it into
the proposed methods can significantly improve their per-
formance. Figure 1 illustrates the distribution of cancerous
and non-cancerous cases across different age groups. The
total number of cases is represented in blue, with cancerous
cases in orange and non-cancerous cases in gray. It is
notable that the majority of lung cancer cases occur
within the age bracket of 50–70 years, with significantly
fewer cases below 50 and above 70.

In this research, we proposed four methods: SVM, DT,
LR and XGB. Our proposed SVM and LR methods
require normalization (converting categorical to numeric
data) or scaling of input data. SVM, in particular, is sensitive
to the scale of the input features as it seeks to maximize the
margin between classes, leading to biased models with
upscaled data. Similarly, LR is sensitive to input feature
scaling as it aims to fit a linear decision boundary between
classes. Conversely, our proposed DT and XGB methods
are not sensitive to input feature scaling and do not require
normalization or scaling. Consequently, several preproces-
sing operations were carried out, including converting
strings to numeric values, removing duplicates, implement-
ing random oversampling for data balancing and scaling
values between 0 and 1 before model training, to ensure com-
patibility with our proposed methods.

Following the preprocessing step, the dataset was
divided into two sets: a training dataset and a testing
dataset. The split was determined using the “train_test_s-
plit” method, with a parameter for “random_state” to
ensure reproducibility, resulting in a 75% and 25% split.

Proposed methods

Figure 2 illustrates the block diagram of our proposed meth-
odology. Drawing from thorough research, we designed
and tested four proposed methods using a standard lung
cancer dataset. The methods we selected include SVM,
DT, XGB, and logistic regression (LR). Each of these
models was improvised and trained using both default
and tuned parameters.

ML models serve as invaluable assets in addressing
complex challenges across various domains. Each model
is characterized by a unique suite of hyperparameters, and
these parameters play a pivotal role in shaping the
model’s performance and accuracy. To optimize these para-
meters, we employed the ParameterGrid method, allowing
us to explore a range of parameter values beyond the
defaults. Initially, we trialed single values to discern the
optimal range, establishing these ranges by considering
the extreme values for each parameter. From this analysis,
the ParameterGrid was crafted—a grid designed to method-
ically assess each model autonomously, ensuring superior
results. This fine-tuning phase was integral to our research,
as it markedly enhanced the outcomes of our models. After
this optimization process, we identified the fine-tuned para-
meters for each method, which are detailed as follows:

The proposed SVM method. Figure 3 illustrates the structure
of the proposed SVM method. Our method comprises 16
variables, with 15 independent attributes as input data and
1 dependent attribute as classified output (see
Figure 2(b)). These variables connect to a hidden layer,
either from the input or output side. Notably, the method
self-determines the number of hidden layers based on the
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Table 1. Synthesis and summary of the selected related work.

Research Works Dataset Method(s) Used
Result for Proposed
Method

El Guabassi
et al.20

Kaggle dataset (309) SVM (Proposed by authors), NN, Naive Bayes, k-NN,
DT, and LR

Accuracy: 94.6%

Mamun et al.10 Kaggle dataset (309) XGB (Proposed by authors), LightGBM, Bagging, and
AdaBoost

Accuracy: 94.42%
Recall: 94.46%
Precision: 95.6%
AUC: 98.1%

Alsinglawi
et al.34

MIMIC-III data (53,423) RF(Proposed by authors), XGB, and LR. AUC: 98%
Recall: 98%

Anil Kumar
et al.12

University of California,
Irvine.

SVM 98.80%

Venkatesh
et al.35

SEER dataset (1000) Ada-boost (Proposed by authors), Bagging,
K-NN, DT, NN

Accuracy 98.2%

Prabhpreet
et al.14

Data World dataset (1000),
25 attributes

SVM (Proposed by authors), and RF Accuracy: 97.9%
Precision: 99.9%
F1-score: 99.9%
Recall: 99.9%

Puneet et al.30 Lanzhou University (277) XGB (Proposed by authors), GridSearchCV, LR, SVM,
Gaussian NB, DT, and K-NN

Accuracy: 92.2%
Recall: 96.7%
AUC: 95%

Sim et al.37 HRQOL data (809) AdaBoost (Proposed by authors), LR, DT, RF, and Bagging Accuracy: 94.8%
AUC: 94.9%

Patra31 UCI repository (32) RBFN (Proposed by authors), K-NN, J48, SVM, LR,
A-NN, NB, and RF

Accuracy: 81.3%
Precision: 81.29%
Recall: 81.29%
F1-score: 81.29%
AUC: 75%

Benusiglio
et al.3

Data World dataset (1000) SVM (Proposed by authors), Naïve Bayes, DT, and LR Accuracy: 99%

Wu et al.38 Lanzhou University (277) Random Forest (Proposed by authors) Accuracy: 96%
Recall: 96.29%
AUC: 99%

Faisal et al.19 UCI repository (32) Gradient BT(Proposed by authors), MLP, NN, NB, SVM,
Majority Voting, and RF

Accuracy: 90.1%,
Precision: 88%
F1-score: 85.7%
Recall: 83.7%

Dritsas et al.32 UCI repository (15750) RF (proposed by authors), DT, SVM, NB, K-NN, SG, and
multilayer perceptron.

Accuracy: 97.1%
Precision: 97.1%
F1-score: 97.1%

Vieira et al.33 SVM (Proposed by authors), K-NN, NB, DT, and ANN Accuracy: 88.5%

(continued)
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input, with hyperparameters provided as function argu-
ments. To achieve the objective of classifying a tumor as
malignant (cancerous) or benign (non-cancerous), we
adjust the values of the hyperparameters gamma and
C. Figure 2(b) illustrates the bidirectional relationship
between the inputs and outputs of each layer. Every layer
communicates with both its preceding and succeeding
layers, ensuring the accuracy of predictions. If inaccuracies
are detected in the predictions of subsequent layers, para-
meters are adjusted iteratively to achieve a finely-tuned
and precise result. This iterative process involves generat-
ing an output, applying hyperparameters, storing the modi-
fied output, and comparing the two. The superior output, in
terms of accuracy, is recognized as the “tuned” output.

The proposed SVMmethod in this case involves a minor
change in terms of optimization: hyperparameter tuning.
The parameters were selected from a pre-defined range of
values, and the mathematics behind the hyperparameter
tuning and optimization are as follows:

Kernel selection:

K (xi, yj) = exp(− γ ||xi, yj||2) (1)

where γ is the hyperparameter controlling the influence and
the objective function is:

minimize
1
2
||W ||2 + C

∑m

i=1

max (0, 1

− yi (w.xi + b) (2)

where minimize 1
2 ||W ||2 is the regularization term that bal-

ances the maximization margin and minimization of train-
ing error and C is the trade-off between allowing training
errors and forcing rigid margins. In optimization, the
results were checked between [10−3, 10−2, . . . 103].
Existing parameters may vary depending on the required
methodology; however, gamma and C are the most
common among them. The difference lies in the selection
of parameter values in a pre-defined grid.

Our proposed SVM method employs the Gamma and C
parameters to dictate the kernel width and regularization
strength, respectively. Initially, both parameters are set at
a default value of 1 and are of the float data type. While
the C parameter can take any value, gamma is restricted
to non-negative numbers. Our fine-tuned SVM parameters

Table 1. Continued.

Research Works Dataset Method(s) Used
Result for Proposed
Method

Precision: 91.3%
F1-score: 95.8%

Pradhan et al.22 Kaggle dataset (59) BF-SSA-HR-DEL (Proposed by authors),
CNN, NN, RNN, 5LEVEL-RNN, and SA-SLnO-RNN

Accuracy: 93.0%
Precision: 93.4%
F1-score: 93.1%
Recall: 92.9%

Pradhan et al.22 UCI repository BF-SSA-HR-DEL (Proposed by authors),
CNN, NN, RNN, 5LEVEL-RNN, and SA-SLnO-RNN

Accuracy: 93.2%
Precision: 93.4%
F1-score: 93.3%
Recall: 93.1%

Yamini et al.23 XGB (Proposed by authors), LR, DT, RF, SVM, Gradient
Boosting, and KNN

Accuracy: 99.1%
Precision: 100.0%
F1-score: 99.0%
Recall: 98.0%

Singh et al.24 Kaggle (309)+ Kaggle (1000) AdaBoost and XGB (Proposed by authors), RF, DT, SVM,
GBM, LightGBM, and Cat Boost

AdaBoost
Accuracy: 96.77%
Precision: 96.62%
F1-score: 98.28%
Recall: 100.00%
XGB
Accuracy: 96.77%
Precision: 97.70%
F1-score: 98.26%
Recall: 98.83%

6 DIGITAL HEALTH



Figure 1. Number of lung cancers versus different age groups.

Table 2. Dataset attributes and their possible outputs.

Sr. # Attribute Value 1 Value 2 Description

1 Gender M(male) F(female) Defines that patient was either male or female40

2 Age Patient age Defines the age of the patient

3 Wheezing Y= 2 N= 1 Defines whether the patient has suffered wheezing14

4 Swallowing difficulty Y= 2 N= 1 Defines whether the patient has suffered difficulty swallowing41

5 Yellow fingers Y= 2 N= 1 Defines whether the patient has the symptom of a yellow finger42

6 Chronic Disease Y= 2 N= 1 Defines whether the patient has a chronic disease symptom4

7 Anxiety Y= 2 N= 1 Defines whether the patient has anxiety14

8 Coughing Y= 2 N= 1 Defines whether the patient has a coughing issue14

9 Alcohol Y= 2 N= 1 Defines whether the patient is an alcoholic9

10 Chest pain Y= 2 N= 1 Defines whether the patient has a chest pain symptom43

11 Lung cancer Y= 2 N= 1 Defines whether the patient has lung cancer44

12 Allergy Y= 2 N= 1 Defines whether the patient has any allergies45

13 Smoking Y= 2 N= 1 Defines whether the patient is a smoker46

14 Peer pressure Y= 2 N= 1 Defines whether the patient has peer pressure symptom47

15 Shortness of breath Y= 2 N= 1 Defines whether the patient feels short of breath48

16 Fatigue Y= 2 N= 1 Defines whether the patient feels fatigue49

Nabeel et al. 7



allow for improved adaptability to the dataset and problem
at hand. In some cases, default SVM parameters may not
yield optimal results, and our approach ensures better gen-
eralization and performance.

The proposed XGB method. The proposed XGB method
employed the “n_estimators” and “learning_rate” parameters
to regulate the number of DT and the optimization step
size.50 Additionally, default parameter values were set to
100 and 0.1, with data types of integer and float, respectively.

“N_estimators” can range between 1 and positive infinity;
however, “learning_rate” may vary between 0.0 and positive
infinity. As XGB operates on multiple trees, depicted in
Figure 2(c), the depth of these trees, denoted as levels such
as “l1” and “l2,” is solely determined by the model’s com-
plexity required toattainmaximumaccuracy.Thepredictedout-
comes from each tree are then aggregated with the associated
detection error Y (see Figure 2(c), where Y is a small error gen-
erated by each tree and X is a variable to identify the error pro-
duced by each tree while predicting). Collectively, these results

Figure 2. Block diagram of our proposed methodology (a) overview; (b) SVM; (c) XGB; (d) Logistic regression; (e) DT.
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are utilized to classify whether the provided data pertains to a
cancerous or non-cancerous nature. Consequently, the afore-
mentioned parameters were adjusted to seek the optimal solu-
tion for detection. Tuning these parameters involves striking
the right balance between model complexity (controlled by
the n_estimator) and regularization (controlled by the learning
rate). The parameters were selected from a pre-defined range
of values, and the mathematics running behind the hyperpara-
meter tuning and optimization are as follows:

L(θ) =
∑n

i=1

ℓ(yi, ŷi)+
∑K

k=1

Ω( fk) (3)

where θ represents the model parameter, n is the number of
training samples, ℓ is the loss function, fk is the individual tree
and Ω is the regularization function. For optimization, grid
search is used to find the best combination in the grid.

Best Hyperparameter = argmin
θ

{
1
k

∑k

i=1

Matric (θ |datatraini, datavali )}

(4)

where argminθ denotes the combination of hyperparameters
that minimizes the objective function. The optimization is
performed over all combinations of hyperparameter
values in the specific grid. Existing parameters may vary
depending on the required methodology; however, “n_esti-
mators” and “learning_rate” are the most common among
them. The difference lies in the selection of parameter
values in a pre-defined grid. By fine-tuning the “n_estima-
tors” and “learning_rate” parameters, our XGB model can
achieve better convergence and potentially avoid overfit-
ting or underfitting issues that may occur with default set-
tings compared to existing techniques.

The proposed dt method. The proposed DT method utilized
“random_state,” “min_weight_fraction_leaf” and “class_-
weight” parameters for controlling reproducibility, the
minimum fraction of input samples required at a leaf node,

and the weight of classes. In addition to this, the default par-
ameter values are “None,” 0.0, and 1 with the data types of
integer, float and float, respectively. It operates based on
the number of input parameters needed to make decisions
under given conditions. Beginning with the decision node
(refer to Figure 2(e)), which lacks a definitive output clas-
sifiable as positive or negative, the process continues to
delve deeper into subsequent decision nodes until a deci-
sion is reached at the leaf node. Parameters were tuned to
ensure consistent and reproducible results; the splits are
determined by impurity or entropy, along with class
weights for dataset balancing.

“Min_weight_fraction_leaf” can be any float number;
however, “class_weight” can be any fractional number,
for example, [{0: 1, 1: 1}, {0: 1, 1: 5}, {0: 1, 1: 1}, {0:
1, 1: 1}]. The parameters were selected from a pre-defined
range of values, and the mathematics running behind the
hyperparameter tuning and optimization are as follows:

The objective is to find the optimal parameters θ that
minimize the impurity or mean square error.

Minimize = L(θ) (5)

whereℒ is the Gini impurity, and for regression, it could be
the mean square error. For the best hyperparameter:

argminθ (L(θ)) (6)

For minimizing the cross-validated loss, the following
equation is used:

CV(θ) = 1
k

∑k

i=1

(θ |datatraini, datavali ) (7)

Existing parameters may vary depending on the required
methodology; however, “random_state,” “min_weight_
fraction_leaf” and “class_weight” are the most common
among them. The difference lies in the selection of parameter
values in a pre-defined grid. Our fine-tuned DT parameters
enhance themodel’s stability (“random_state”) and control
its growth (“min_weight_fraction_leaf”), leading to improved

Figure 3. The proposed SVM method.
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decision boundaries and potentially better accuracy compared
to using default settings with existing techniques.

The proposed LR method. The proposed LR method uti-
lized “C” and “max_iter” parameters for controlling
regularization strength and the maximum number of
iterations for the solver to converge. In addition to this,
the default parameter values are 1 and 50 with the data
types of float and integer, respectively. “C” must be
any positive float number, and “max_iter” can be any
positive number. By adjusting the “C” and “max_iter”
parameters, our LR model can better handle the trade-off
between regularization and fitting the data, potentially
enhancing its predictive performance compared to
using default parameter values and existing techniques.
Figure 2(d) illustrates the input and assigns probabilities
to each input. Subsequently, all inputs undergo a sigmoid
function, yielding values ranging from 0.1 to 0.9 as prob-
abilities. The process then assesses whether the probabil-
ity surpasses the threshold value of 0.5; if so, it is
classified into one class, whereas if it falls below 0.5, it
is assigned to another class.

Evaluation

In this study, five metrics were used to evaluate our pro-
posed methods: accuracy, precision, sensitivity, F1-score
and area under the curve (AUC). Each metric was computed
using the elements in a confusion matrix: TP, TN, FP and
FN.

Accuracy measures the performance of the classification
activity and the number of correctly predicted cases. It is
calculated as follows:

Accuracy = TN + TP

TN + TP+ FN + FP
(8)

Precision, also known as positive predictive value, mea-
sures the quality of the result that an algorithm returns. It
is calculated as follows:

Precision = TP

TP+ FP
(9)

Sensitivity, also known as recall or true positive rate, mea-
sures the accuracy of a test that reports the presence or
absence of a condition. It is calculated as follows:

Sensitivity = TP

TP+ FN
(10)

The F1-score is the harmonic mean of precision and recall,
used to measure a test’s accuracy. It is calculated as follows:

F1− score = (2 × TP)
(2 × TP)+ FP+ FN

(11)

AUC is used to measure separability, clarifying the
model’s position in terms of performance measures and

aiding in the classification of different classes. This
curve compares the true positive and true negative rates,
ranging between 0 and 1. A value closer to 1 indicates
more accurate performance. A value of 0.5 shows no dis-
crimination, while values between 0.7 and 0.8 are consid-
ered acceptable, those between 0.8 and 0.9 as good and
those beyond 0.9 as outstanding for distinguishing
between two class distributions.33

Experiments
To evaluate the effectiveness of the proposed methods, a
simulation was conducted to predict lung cancer cases
using 309 entries from the Kaggle dataset. The evaluation
of the proposed models was based on four performance
metrics: accuracy, precision, sensitivity and F1-score (as
discussed in the Evaluation section). The simulation
process also compared the performance before and after
fine-tuning the hyperparameters for each method, utilizing
15 dependent attributes and 1 independent attribute (see
Table 2) for training. The parameters were set for each pro-
posed method as follows:

• The proposed SVM method: A range of values was pro-
vided to the “ParameterGrid” method, with the optimal
values for Gamma and C found to be 1.

• The proposed XGB method: An array of different values
was passed as arguments to the “ParameterGrid”
method, and the most feasible parameter values for
“n_estimator” and “learning_rate” were determined to
be 250 and 0.001, respectively.

• The proposed DT method: An array of different values
was passed as arguments to the “ParameterGrid”
method, and the most feasible parameter values for “ran-
dom_state,” “min_weight_fraction_leaf” and “class_-
weight” were determined to be 90, 0.002 and “None,”
respectively.

• The proposed LR method: An array of different values
was passed as arguments to the “ParameterGrid”
method, and the most feasible parameter values for
“C” and “max_iter” were determined to be 100 and
50, respectively.

Results and discussion
Results were gathered in two phases: first, after training
with default parameters, and second, after hyperparameter
tuning. Both sets of results were compared, and the best
outcomes were considered to conclude this research at
this stage. Figure 4 displays the results for both pre- and
post-hyperparameter optimization, showcasing the accur-
acy, precision, sensitivity and F1-score for the proposed
methods.

The accuracy, precision, sensitivity and F1-score for
each of the proposed models improved after fine-tuning

10 DIGITAL HEALTH



the hyperparameters, with the exception of the precision of
the proposed DT method, which decreased by 4%, and the
sensitivity and F1-score of the proposed XGB method,
which remained unchanged. Additionally, the F1-score of
the proposed DT and LR decreased by 1%. Among these
models, the proposed SVM method demonstrated the
most significant improvement after hyperparameter fine-
tuning, while the proposed XGB, DT and LR methods
showed lesser improvement. Specifically, the accuracy, pre-
cision, sensitivity and F1-score results of the proposed
SVM method improved by 13.45%, 13.0%, 10.0% and
7.0%, respectively. These results indicate that the proposed
SVM method exhibits greater capability in detecting lung
cancer cases after fine-tuning the hyperparameters.

Table 3 presents the results of accuracy, precision, sen-
sitivity, and area under the curve (AUC) for the four pro-
posed methods for detecting lung cancer. The proposed
SVM method achieved the highest accuracy of 99.16%,

precision of 98%, sensitivity of 100%, F1-score of 99%
and AUC of 0.992. For XGB, DT and LR, the accuracy
results are 94.16%, 94.12% and 91.06%, respectively.
The precision results for XGB, DT and LR are 91%, 88%
and 88%, respectively. The sensitivity results for XGB,
DT and LR are 100%, 100% and 97%, respectively. The
F1-score results for XGB, DT and LR are 95%, 94% and
92%, respectively. Additionally, the AUC results for
XGB, DT and LR are 0.949, 0.941 and 0.916, respectively.
These findings suggest that the proposed SVM method out-
performs the other methods in detecting lung cancer.

Table 4 displays the confusion matrix results for the pro-
posed methods. The proposed SVM method exhibits the
highest numbers of TP and TN, with the lowest counts of
FN and FP compared to the other three methods.
Conversely, the proposed LR method has the lowest TP
and TN numbers, with the highest FN and FP counts
among the proposed methods. This indicates that SVM

Figure 4. Pre- and post-hyperparameter optimization results comparison.

Table 3. Results for proposed methods for detecting lung cancer.

Proposed Method Accuracy Precisions Sensitivity F1-Score Area Under the Curve

SVM 99.16 98.00 100.00 99.00 99.20

XGB 94.96 91.00 100.00 95.00 94.90

DT 94.12 88.00 100.00 94.00 94.10

LR 91.06 88.00 97.00 92.00 91.60

Nabeel et al. 11



demonstrates a higher number of correct predictions and a
lower number of erroneous predictions compared to the
other methods.

The results of the AUC for the proposed methods are
depicted in Figure 5. Generally, all the proposed methods
exhibit AUC values exceeding 0.9. Specifically, our pro-
posed SVM method achieved the highest AUC value

(0.992), followed by our proposed XGB method (0.949),
our proposed DT method (0.941) and our proposed LR
method (0.916), respectively. These findings indicate that
the higher the AUC value, the better the performance of
our proposed method in distinguishing between the positive
and negative classes.

Comparison with previous work

Mamun et al.,10 Dritsas et al.32 and Vieira et al.33 were
selected as the related works for comparison with our pro-
posed methods. We chose them to ensure a fair comparison,
as they employ similar ML models and the same dataset as
ours. Table 5 presents the comparison results among our
proposed methods and the selected related works. From
the table, it is evident that the accuracy of our proposed
SVM, XGB and DT methods has improved by 3.76%,
0.54% and 0.82%, respectively, compared to the other
related works. The sensitivity/recall results of our proposed
SVM, XGB and DT methods all achieved 100%, indicating
improvements of 4.6%, 5.54% and 5.0%, respectively.
Regarding precision, our proposed SVM method achieved
98%, outperforming the other selected related works. As
for our proposed LR method, it achieved accuracy, sensitiv-
ity and precision results of 91.6%, 97% and 88%, respect-
ively. Based on these results, we can conclude that our
proposed SVM method demonstrates superior performance
in detecting lung cancer compared to the other selected
related works.

Table 4. Confusion matrix results for the proposed methods.

Proposed
Method

Actual value

Positive (1) Negative (0)

SVM Predicted
value

Positive (1) 58 1

Negative (0) 0 60

XGB Positive (1) 53 6

Negative (0) 0 60

DT Positive (1) 52 7

Negative (0) 0 60

LR Positive (1) 51 8

Negative (0) 2 58

Figure 5. AUC results for the proposed methods.
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Conclusion and future work
Lung cancer, recognized by the World Health
Organization (WHO) as the leading cause of cancer-
related deaths, remains a significant global health chal-
lenge.41–50 Early detection can critically enhance survival
rates and improve patient outcomes. To address this, our
study investigated the potential of ML for the early diag-
nosis of lung cancer.

Drawing from extensive research, we crafted and evalu-
ated four proposed methods using a dedicated lung cancer
dataset. Given the dataset’s unbalanced nature, we applied
random oversampling to ensure appropriate weighting.

Among our approaches, one stood out, showcasing an
impressive accuracy of 99.16%, precision of 98%, recall

of 100%, an F1-Score of 99% and an AUC of 99.2%.
One of the main reasons our proposed method outper-
formed others is that we utilized hyperparameter tuning,
focusing on the Gamma and C parameters, which were
set at a value of 10. These parameters influence kernel
width and regularization strength, respectively.

While these results are promising, one must note the lim-
itations of our dataset’s size. Exploring larger datasets in the
future might provide more comprehensive and generaliz-
able insights. Our next steps involve either delving into
more extensive datasets or redirecting our focus toward har-
nessing ML for detecting other diseases, all in a bid to make
significant contributions to global health.
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Table 5. Comparison table of the proposed methods with the
selected related works.

Parameters Research SVM XGB DT LR

Accuracy in
%

Proposed
method

99.16 94.96 94.12 91.6

202232 95.40 — 93.73 —

202133 88.50 — 86.00 —

202210 — 94.42 — —

202323 60.18 99.07 98.14 85.18

202324 90.32 96.77 93.54 94.62

Sensitivity/
recall in %

Proposed
method

100.00 100.00 100.00 97.00

202232 95.40 — 93.70 —

202133 95.80 — 93.70 —

202210 — 94.46 — —

202323 48.00 98.00 96.00 94.00

202324 91.22 98.26 96.47 97.14
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%
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202324 91.22 97.70 97.61 95.50
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