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Abstract
Past research suggests that older adults expend more cognitive resources when processing visual speech than younger adults.

If so, given resource limitations, older adults may not get as large a visual speech benefit as younger ones on a resource-

demanding speech processing task. We tested this using a speech comprehension task that required attention across two

talkers and a simple response (i.e., the question-and-answer task) and measured response time and accuracy. Specifically,

we compared the size of visual speech benefit for older and younger adults. We also examined whether the presence of a

visual distractor would reduce the visual speech benefit more for older than younger adults. Twenty-five older adults (12

females, MAge= 72) and 25 younger adults (17 females, MAge= 22) completed the question-and-answer task under time

pressure. The task included the following conditions: auditory and visual (AV) speech; AV speech plus visual distractor;

and auditory speech with static face images. Both age groups showed a visual speech benefit regardless of whether a visual

distractor was also presented. Likewise, the size of the visual speech benefit did not significantly interact with age group

for accuracy or the potentially more sensitive response time measure.
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Successfully participating in a conversation involves identi-
fying what is said (i.e., speech recognition), extracting
meaning from this analysis (i.e., speech comprehension),
and acting on this meaning by producing a response in a
socially acceptable amount of time (Carlile & Keidser,
2020). In day-to-day social situations, these processes often
need to occur in the presence of auditory and visual (AV)
background noise (e.g., in a busy café). Communication
with noise can be challenging, particularly for older adults
experiencing age-related changes in auditory and cognitive
functioning (Pichora-Fuller et al., 2017). Since social
engagement fosters wellbeing in old age, it is important
to understand the barriers and facilitators of effective
communication for older adults (WHO, 2015).

Visual speech, i.e., seeing a talker’s face, has been shown
to have a large facilitatory effect on speech recognition in
noise for older and younger adults (Beadle et al., 2021;
Sommers et al., 2005; Tye-Murray et al., 2016). That is,
when listeners are presented with words or sentences in

noise and asked to recall what was said, recognition perfor-
mance is better for an auditory-visual (AV) speech condition
in comparison to auditory-only (AO) one (i.e., the visual
speech benefit). This benefit is typically measured in terms
of speech recognition accuracy, however, using phoneme
or syllable detection tasks, several studies have shown that
it can also facilitate response time for both younger (Jesse
& Janse, 2012; Kim & Davis, 2014; Paris et al., 2016) and
older adults (Jesse & Janse, 2012). Response time offers a
potentially more sensitive measure of the visual speech
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benefit, since accuracy measures are bounded by chance per-
formance at the lower end of the range and by perfect perfor-
mance at the top end of the range (see James et al., 1994).

Although the faciliatory effect of visual speech on speech
recognition is well accepted, it has not been established
whether seeing a talker’s face will help older adults commu-
nicate in situations that require prompt comprehension of
(and action on) the meaning of speech. This is an important
issue to address, since extracting meaning and acting on it,
not just accurately but also promptly, are primary elements
of speech communication. To help fill this gap in the litera-
ture, the current study investigated whether visual speech
facilitates the speed as well as the accuracy of older and
younger adults’ speech comprehension in noise, compared
with an AO condition. Furthermore, in keeping with the
idea of increasing ecological validity, the current study also
included a visual distractor and tested whether it would
reduce any comprehension benefits provided by congruent
AV speech. Given that real-world AV situations often
include not only the face of the talker of interest but also
other irrelevant talking face(s), we chose an irrelevant
talking face as a visual distractor.

Why might a visual speech benefit be different for speech
comprehension, and why might this show up when compar-
ing young and older adults under more real-world demands?
In short, we propose that speech comprehension in real-life
circumstance requires more extensive cognitive processing
than speech recognition, and that this may reduce the
visual speech benefit obtained by older versus younger
adults. This proposal may seem counter-intuitive, since
visual speech facilitates speech recognition and so would
be especially useful for older adults when carrying out a
more cognitively demanding speech processing task.
However, it makes sense if it is the case that being able to
use visual speech requires cognitive resources and is effort-
ful, particularly for older adults. This is precisely what
Gosselin and Gagné (2011) have claimed based on the
results of a dual-task paradigm. In their study, young and
old participants’ performance on a primary word recognition
in noise task and a secondary tactile pattern recognition task
(either concurrently or separately) was measured. It was
found that older adults had higher dual-task costs on perfor-
mance when visual speech was presented, and this was inter-
preted as indicating that for older adults the processing of the
additional visual cues placed an extra demand on processing
resources.

Other evidence consistent with the idea that being able to
utilize visual speech requires cognitive resources, and thus
can disproportionately affect older adults, comes from
studies that have increased the need for participants to pay
attention to the task. For example, studies using sentence rec-
ognition tasks have shown that the size of older adults’ visual
speech benefit declines when the location of a target talker is
visually uncertain (e.g., when there is more than one possible
target talker in a visual scene, Beadle et al., 2021), and when

there is a visual distraction (i.e., an additional visual stimulus
not relevant to the target visual speech, Cohen &
Gordon-Salant, 2017).

If there is a cost in utilizing visual speech, then a visual
speech benefit might be reduced when older adults need to
comprehend and act on speech presented in noise, especially
when real-life factors such as talker uncertainty and visual
distractors are involved. Indeed, results from AV comprehen-
sion studies with populations that have relatively fewer pro-
cessing resources than younger adults, (e.g., young children),
have shown that a robust visual speech benefit is not always
found. For example, in three speech comprehension experi-
ments conducted by Rudner et al., (2018), 8-year-old chil-
dren did not show a significant benefit from AV compared
to AO speech in noise. For the few studies that have shown
a statistically significant benefit of AV presentation in
speech comprehension tasks, the effect sizes were small
(Nirme et al., 2019; Nirme et al., 2020; Rudner et al.,
2018) compared to that shown in word recognition studies
(Halverson & Lalonde, 2020).

As mentioned above, research on whether visual speech
will benefit speech comprehension is rare. That is, studies
on aging and speech comprehension in noise have been con-
ducted using tests mostly in the auditory modality (e.g., Best
et al., 2018; Schneider et al., 2000; Sommers et al., 2011).
One study, i.e., Tye-Murray et al. (2008) compared
younger and older adults’ performance in two AV speech
conditions using a comprehension task. However, the two
conditions differed not only in visual (clearly visible vs
blurry) but also in auditory signal clarity (+5 vs −5 dB), so
it is difficult to interpret the results with respect to the
current interests, i.e., the extent that a visual speech benefit
occurred.

In response to the limitations of previous studies, the current
study aimed to determine the size of the visual speech benefit in
older and younger adults’ speech comprehension by imple-
menting features of real-life listening, i.e., when prompt com-
prehension and action are required; use of an AV condition
that includes not only the face of the talker of interest but
also another irrelevant talking face. For this, the current study
adopted the question-and-answer task (Best et al., 2016). In
the original task, listeners were presented with the basic com-
ponents of a conversation, i.e., a question and then an answer
using only the auditory modality (e.g., Q: What colour is a
lime A: Green), and asked to indicate, via a button press, if
the answer was true or false; then another question and
answer was presented, and so on. This simple true-false
response format captures speech understanding and action
that occurs in a rapid manner, such as during an on-going con-
versation for which a listener needs to maintain attention.

The current study involved several modifications to the
question-and-answer task. The first related to the current
interest in creating AV conditions that are potentially visually
demanding and distracting. Here, the spoken items were pre-
sented in three visual presentation conditions: static image

2 Trends in Hearing



(i.e., a static image of three faces), AV (i.e., two target talking
faces were shown; one uttering the question and one uttering
the answer), and AV with visual distraction (i.e., question
face, answer face, and one distractor face). It is important
to note that to create visual uncertainty, the question and
answering face locations were randomly swapped across
trials (see Method for details). A second modification was
made to the task instructions and was related to the current
interest in measuring visual speech benefit in comprehension
and action in real time. Since a visual speech benefit can man-
ifest in accuracy as well as response time, we instructed par-
ticipants to respond as quickly and accurately as they could
via a simple button press and both response time and accu-
racy were measured. As Best et al. (2016) only measured
accuracy, the current study is the first to include response
time as a performance measure for the question-and-answer
task. Given this interest in response time, and because only
correct response times are analyzed, it is important that
task difficulty is not too high since this would result in
many errors that would potentially produce uneven sample
sizes across conditions.

One property of the original (auditory-only) question-
and-answer task is that accuracy is generally close to ceiling
unless quite adverse SNRs are employed. For example, in
Best et al.’s initial study, younger adults’ performance was
near chance (i.e., 65%) only when the stimuli were presented
at −14 dB. This high level of accuracy is likely due to the
task being derived from the “Helen Test,”which was originally
developed to test the speech reading abilities of individuals
with profound hearing loss (low lexical complexity). In select-
ing SNRs for the current study, we aimed to avoid presenting
SNRs that would be highly unlikely in real life, such as −14
dB, but we also wanted to prevent ceiling performance on
the auditory-only condition, so that it would be possible for
some improvement to occur for the AV conditions.
Additionally, to minimize the effect of age-related hearing
loss on task difficulty, each age group was presented with a dif-
ferent SNR. That is, for older adults, the signal-to-noise ratio
(SNR; −8 dB) was less adverse than that used for the
younger adults (−10 dB). These SNRs were determined from
a pilot study that showed that both age groups performed at
approximately 80% correct for these respective SNRs when
no visual cues were provided.

In summary, the current study tested older and younger
adults to determine the visual speech benefit for speech com-
prehension using the question-and-answer task, in AO (with
a static face) and AV with/without visual distraction condi-
tions, and both response time and accuracy were measured.
As older adults were presented with a less adverse SNR
than younger adults, it was predicted that there would not
be a significant difference in accuracy scores between age
groups. It was also predicted that younger and older adults
would be less accurate for the static condition in comparison
to the auditory–visual condition and the auditory-visual with
visual distraction condition, and that the two auditory–visual

conditions would be near ceiling performance, and not signif-
icantly different from each other. That is, as the lexical com-
plexity of the question-answer stimuli is low, visual
distraction was not expected to affect younger or older
adults’ ability to accurately respond.

Based on cognitive ageing and speech recognition in noise
literature, it was predicted that older adults would respond
slower than younger adults overall and that both age
groups would gain a visual speech benefit (i.e., response
times would be faster for the auditory–visual condition
than the static condition). Furthermore, it was expected that
the response time measure would be sensitive to effects of
distraction. That is, we expected that response time would
be a more sensitive measure for detecting older adults’ dis-
tractibility, and that the visual speech benefit should reduce
(i.e., response times should increase) for older adults, but
not for younger adults, when visual distraction is presented.

To evaluate how strongly age-related changes in sensory
and cognitive processing are related to participants’ AV
speech comprehension and action abilities, the current
study also tested participants’ visual acuity, hearing sensitiv-
ity, and working memory capacity. Based on previous
research on AO comprehension in noise (Dryden et al.,
2017; Humes, 2013), it was expected that older adults
would perform worse than younger adults on the sensory
and cognitive tests, and that working memory capacity and
hearing sensitivity would be related to performance on the
question-and-answer task, particularly for the condition
with additional visual distraction due to the additional cogni-
tive demand of this condition.

Method

Participants
Twenty-five younger adults (17 Females, MAge= 22) and 25
older adults (12 Females, MAge= 72) participated in this
study. Younger adults were students at Western Sydney
University and participated for course credit or monetary
reimbursement. Older adults were recruited from the commu-
nity and participated for monetary reimbursement. All partic-
ipants reported English as their first language and passed a
screening test for mild cognitive impairment (The Clock
Test; Nishiwaki et al., 2004). Based on the R pwr package
(Version 1.3-0; Champely et al., 2018), a sample size of 24
participants per group will reliably detect a medium-sized
effect (i.e., δ≥ 0.56; J. Cohen, 1988), with a probability
greater than 0.8, assuming a one-sided criterion for detection
that allows for a maximum Type I error rate of α= .05.

Participants’ hearing sensitivity is summarized
in Figure 1. All younger participants had normal hearing
(i.e.,≤ 25 dB HL at .25, .5, 1, 2, 4 kHz). Older adults’
hearing levels were more diverse, ranging from normal to
moderately-severe hearing loss (i.e., 40 dB HL<HTL≤ 70
dB HL at .25, .5, 1, 2, or 4 kHz in the better ear), with the
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majority of older participants having mild hearing loss (12
participants; 25 dB HL<HTL≤ 40 dB HL at .25, .5, 1, 2,
or 4 kHz in the better ear) or normal hearing (six partici-
pants). None of the participants were hearing aid users.

All younger participants had normal or corrected to normal
vision (i.e.,≥ 1.0 on the FrACT visual acuity measure; Bach,
2007). Younger adults’ visual acuity scores ranged from
1.11 to the maximum score of 2.0 (M= 1.63, SD= .25). Six
older adults had worse than normal vision (i.e., < 1.0 on the
FrACT visual acuity measure) with visual acuity scores
ranging from 0.76 to the maximum score of 2.0 (M= 1.18,
SD= .32). All participants provided informed consent.

Question-and-Answer Task Stimuli
An AV, Australian-English version of Best et al.’s (2016)
question-and-answer Task was created. Each trial of the
question-and-answer task consists of a simple, unambiguous
question, and a one-word answer. The questions cover six
broad categories (i.e., days, months, colours, opposites,

sizes, and numbers). See Table 1 for examples of questions
and answers from each category.

Recording. A native Australian-English female talker, with
previous experience recording AV speech for research, was
recorded uttering 226 questions and 113 answers in a
sound attenuated booth. The talker was seated in front of a
monitor that displayed each question and each answer one
at a time. The talker said aloud each question or answer
after first reading it silently. The talker was directed to
speak clearly and at a natural pace, and to look into the
camera lens as they spoke.

The video camera (Sony NCCAM HXR-NX30p) was sit-
uated directly above the monitor and captured video at 1920
× 1080 full HD resolution at 50 frames per second. The
microphone (AT 4033a Transformerless Capacitor Studio
Microphone) was placed approximately 20 cm away from
the talkers’ mouth out of the camera’s view and captured
auditory speech at 48 kHz. All audio recordings were sent
through a Motu Ultralite mk3 audio interface with FireWire
connection to a PC running CueMix FX digital mixer and
then to Audacity (Version 2.1.1).

One of the questions used in Best et al. (2016) was
adapted for use in an Australian context, i.e., “What colour
is a dime?” was changed to “What colour is a ten-cent
coin?”. Two additional Australian questions and their respec-
tive answers were recorded and used (e.g., “Which is bigger,
a kangaroo or a koala?”).

Editing. Two versions of the auditory recordings were
created: one with an SNR of −8 dB and one with an SNR
of −10 dB. Speech-shaped noise was created based on the
long-term average spectrum of the original unmasked
speech stimuli and then mixed with a copy of the unmasked
stimuli at −8 and −10 dB, respectively. Both versions were
normalized to 70 dB SPL with Praat software.

Using FFmpeg, questions from each version of the audi-
tory recordings were concatenated twice, once with the true
answer and once with the preselected false (but valid)
answer. A 0.5 s silent audio file was always included
between the offset of each question and onset of each answer.

Table 1. Description of the Six Question Categories from the Question-and-Answer Task.

Category Number of questions Example question True answer False answer*

Days 14 What day comes after Tuesday? Wednesday Monday

Months 24 What month comes before June? May July

Colours 19 What colour is a lime? Green Silver

Opposites 18 What is the opposite of on? Off Closed

Sizes 21 Which is bigger, a moose or a bee? Moose Bee

Numbers 129 What is half of 10? Five Eight

Note. False answers were selected by the first author from valid answer options (i.e., answers from the same category). There was some repetition of each

answer; however, the frequency of repetition varied between categories. For example, for the days category, “Wednesday” was the true answer for two

questions and the assigned false answer for two questions. For the Numbers category, “two”was the true answer for 14 questions and the assigned false answer

for six questions.

Figure 1. Audiogram results for the left and right ears.
Note. The bold black line represents the mean threshold for older

adults as a function of frequency. The fine black lines represent

individual audiograms for older adults as a function of frequency.

The shaded area represents the audiometric threshold range for

younger adults.
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The concatenated audio recordings from each SNR were
added to two different video types: AV and AV with visual
distraction. See Figure 2 and the section below for a
summary of the stimuli presented for each presentation con-
dition. A condition without visual speech (i.e., the static con-
dition) was also included by presenting the AV videos
simultaneously with a grey scale still image of the three
faces (two female targets and one male distractor). The
image covered each video so that any visual speech utter-
ances were not visible. For each SNR (i.e., −8 dB, −10
dB), six versions of the experiment were created so that
each item could appear in all conditions without being
repeated to a participant.

As this study was a first attempt at incorporating visual
speech for the question-and-answer task, we had the same
female talker present both the questions and the answers.
This was done to control for differences in AV speech
output that might occur by using different talkers as such
differences could affect response time and/or accuracy.
This procedure also required attention to be directed to
the “conversation” initiator (since, as in a real conversa-
tion, participants did not know for each trial if the question
will come from the left or right talker) and a switch of that
attention to a new spatial location to apprehend the
response.

Video Development. Prior to adding the audio signal, the indi-
vidual question and answer video recordings were scaled and
cropped to measure 450px (height) × 340px (width).
Question videos were then paired with their preassigned
true and false answer videos and one additional video of a
male talker. For the AV with visual distraction videos, the
middle section of the video always displayed a silent video
of the male talker participating in a conversation about trav-
elling (from Miles et al., 2020). A male talker was used in
order to make the distractor distinctive. One out of eighteen
possible distractor videos (all with the same male) were ran-
domly assigned to each question-answer pair. The silent dis-
tractor video played for the full duration of each

question-answer pair. For the AV videos, the middle
section of each video displayed a static image of the same
male (i.e., there was no visual speech or movement of any
kind). FFmpeg was used for all video editing.

The time-course of stimulus presentation for the audi-
tory visual with visual distraction conditions are shown
in Table 2. As can be seen, when a question was uttered,
a static image of the female talker was displayed in the
location of the answer video. Likewise, when the answer
was uttered, a static image of the female talker was dis-
played in the location of the question video. Videos were
presented as 12 cm (height) × 21 cm (width). The horizon-
tal visual angle was 17° 3′ and the vertical visual angle was
9° 47′. Answer location (right vs left) and answer type (true
vs false) were evenly distributed across trials (and
pseudo-randomly presented).

Hearing Sensitivity, Visual Acuity, and Working
Memory Capacity
Pure-tone thresholds for both ears (Diagnostic Audiometer,
AD229e) were measured at seven different frequencies
(0.25,0.5, 1, 2, 4, 6, and 8 kHz). Hearing sensitivity to
lower and higher frequencies were analyzed separately,
since although research suggests that the most important
information about speech is transmitted by energy in the
low to mid-frequency region (Hazan et al., 2018); studies
have also found that hearing acuity at higher frequencies
(6 kHz and above) predicts performance in some listening
in noise tasks (Besser et al., 2015). Lower frequency better
ear average (LFBEA) scores were calculated by averaging
hearing thresholds across 0.25, 0.5, 1, 2 and 4 kHz for each
ear and the lower average threshold was selected. Higher fre-
quency better ear average (HFBEA) scores were calculated
using the same procedure but with average hearing thresh-
olds from 6 and 8 kHz.

Visual acuity thresholds were measured using a four alter-
native forced choice version of the FrACT Landlot C task
(Bach, 2007). For this task, participants identify the

Figure 2. Stimuli summary.
Note. The video camera symbol indicates that a visual speech video (in colour) was presented. For the static condition, a grey scale photo

was presented. Videos were presented as 12 cm (height) by 21 cm (width). The horizontal visual angle was 17° 3′ and the vertical visual

angle was 9° 47′. For the auditory-visual and auditory-visual with visual distraction conditions, answer location (right vs. left) and answer

type (true vs. false) were evenly distributed across trials (and pseudo-randomly presented) for each version of the experiment.
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orientation (up, down, left, and right) of the letter “C” for 18
trials. The size of each “C” is determined by the best param-
eter estimation by sequential testing procedure (Bach, 2007).
The listening span was used to measure working memory
capacity (Conway et al., 2005). For this task, participants lis-
tened to letter sequences ranging from three to seven letters.
Each letter in a sequence was preceded by an auditory seman-
tic categorization task in which a sentence was presented
(e.g., the train sang a song) and the participant judged
whether the sentence made sense or not. At the end of
each sequence, participants were instructed to recall each
letter from that sequence using a letter matrix. The
researcher performed all the mouse clicking during the
task while the participant provided oral responses (i.e.,
true, false, and letter sequences). Participants were instructed
to adjust the volume to a comfortable level during a practice
session. The LSPAN was calculated as the sum of all
perfectly recalled sequences (i.e., the absolute scoring
method). For example, if an individual recalled 2 letters in
a set of 2, 3 letters in a set of 3, and 4 in a set of 5, their abso-
lute score would be 5 (i.e., 2+ 3+ 0). The maximum score
was 75.

Apparatus
Question-and-answer task stimuli were presented using
DMDX software (Forster & Forster, 2003) on a Dell
T7810 computer with Windows 7. Stimuli were presented
on a 30 cm × 53 cm monitor and binaurally through
Sennheiser HD280pro headphones. A response button-
box interfaced with the DMDX program via a parallel
input/output card (Measurement Computing PCI-DIO24)
to provide millisecond accurate response timing. A
laptop PC (Windows 7) was used to administer the
FrACT and LSPAN. For the LSPAN, sound was delivered
binaurally through Sennheiser HD280pro headphones.

Procedure
The experiment was approved by the Western Sydney
University Research Ethics Board. After providing informed
consent, participants completed a questionnaire about their
age, sex, and native language. Next, the question-and-answer
task with noise was presented to older and younger
participants.

For the question-and-answer task, participants were seated
in a sound attenuating booth approximately 70 cm from the
computer monitor. Participants were told that they would
hear a question followed by a one-word answer and that
their task was to respond (as quickly and as accurately as pos-
sible) by indicating whether each answer was true or false on
the button box provided. Participants were familiarized with
the button box; the left button was always labelled “FALSE”
and the right button “TRUE.”

Participants were also told that they would see a fixation
cross and then static or talking faces for each trial.
Participants were instructed to attend to each fixation cross
and to the faces, and to avoid closing their eyes during the
experiment. To ensure attention to the faces, catch trials
were included. Catch trials appeared as a trial from the AV
condition with a red border surrounding the videos.
Participants were instructed not to press either button (i.e.,
true or false) when catch trials were presented.

Each participant completed a practice session that con-
sisted of two items from the Static Condition presented
with noise at −1 dB, two items from the AV condition pre-
sented with noise at −8 dB (older) and −10 dB (younger),
and two practice catch trials. After the practice session, par-
ticipants completed 234 trials (216 test trials and 18 catch
trials) presented in a pseudo-randomised order with an
enforced break after 117 trials (i.e., halfway). Five questions
were presented twice as catch trials (once with a true answer
and once with a false answer). Four questions that were pre-
sented during the practice session were also used as catch

Table 2. Time Course of Auditory-Visual and Auditory-Visual with Visual Distraction Trials.

Segment

Time

course

Video portion

Left

Middle

Right

Auditory-visual
condition Visual distraction condition

Question

utterance

0s–2s “What is two times

seven?”

Static image of a

male

Silent video of male talker

speaking

Static image of the female

talker

Pause 2s–2.5s Static image of the female

talker

Static image of a

male

Silent video of male talker

speaking

Static image of the female

talker

Answer

utterance

2.5s–3.5s Static image of the female

talker

Static image of a

male

Silent video of male talker

speaking

“Fourteen”

Note.Other trials follow the same format (i.e., question utterance, pause, answer utterance), however, the precise time course varied depending on the content

of the question and answer. The location (right vs. left) and accuracy (true vs. false) of the answers were evenly distributed across trials (and pseudo-randomly

presented) for each version of the experiment.
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trials. Questions presented as practice or catch trials were not
used as test trials. For each trial, participants had 10 s from
the onset of each question to respond. The following trial
always started after the 10 s had passed, regardless of when
the participant responded. Accuracy and response time
(from the onset of the answer) were measured.

Trials from each presentation condition were intermixed
and presented pseudo-randomly (i.e., conditions were not
blocked). As mentioned earlier, for trials from the AV and
AV with visual distraction conditions, the face uttering the
question appeared on the right side (and the face uttering
the answer on the left) 50% of the time. The location (right
vs left) and the type (true vs false) of the answers were
evenly distributed across trials (and pseudo-randomly pre-
sented) for both AV conditions, for each version of the
experiment.

After completing the question-and-answer task, partici-
pants completed the FrACT visual acuity test, pure-tone
audiometry and the LSPAN test. The testing session took
approximately one and a half hours.

Results

Speech Comprehension Task
The response time and accuracy data from the
question-and-answer task were analyzed to answer two ques-
tions: first, whether presenting AV targets helped older and
younger adults’ performance (i.e., response time and/or accu-
racy) on the speech comprehension test, and second, whether
the visual distractor reduced performance (in response time
and/or accuracy) compared to the AV target condition.

Response Time
Participants’ response times were measured from the onset of
the answer of each item. Answer onset was selected as a
timing point rather than answer offset since participants
were instructed to respond as quickly as possible, and for
many trials participants responded after the answer onset,
yet before the answer offset. Note that all participants identi-
fied at least 14 of the 18 catch trials, suggesting that partici-
pants were attending to the video stimuli throughout the
experiment.

We fitted a linear mixed model (estimated using ML and
nloptwrap optimizer, and used the afex r package, Singmann
et al., 2016, to provide p values), to predict response time as a
function of age group (younger vs older), presentation condi-
tion (Static vs AV vs AV+ visual distraction) and answer
type (formula: RT ∼ presentation condition × age group ×
answer type). The model included participants and items as
random effects (formula: list (∼1 | participants, ∼1 |
items)); including random slopes, however, resulted in singu-
lar models and so reduced models were used (see Bates et al.,
2015; Matuschek et al., 2017, on fitting overparameterized

models). The model’s total explanatory power was reason-
able (conditional R2= 0.41); the part related to the fixed
effects (marginal R2) was 0.06.

Figure 3 shows the mean correct response times (ms) for
younger and older adults as a function of answer type and
presentation condition.

The results for the analysis of the response time data are
summarized in Table 3.

As shown in Table 3, there was a significant main effect
of presentation condition; this main effect was examined in
a set of planned comparisons that were conducted using the
emmeans package (1.5.1, Lenth et al., 2019) and adjusted
for multiple comparisons using a multivariate t distribution
approach. Response times for the Static Condition (M=
1061, SE= 13.7) were significantly slower than partici-
pants response times for the AV Condition (M= 849, SE
= 10.2, t(1,9284)= 15.784, p < .0001) and the AV with
distraction condition (M= 877, SE= 11.6, t(1, 9284)=
13.634, p < .0001). These two latter conditions were not
significantly different from each other (t(1,9279)=
−2.209, p= 0.698). A significant main effect of answer
type was also found. Participants responded faster when
the answer type was true (M= 800, SE= 9.2) in compari-
son to when the answer type was false (M= 1042, SE=
9.9), t(1,9267)=−22.313, p < .0001. No significant inter-
action effects were found.

Post-hoc Analyses
A factor that likely contributed to variability in responses is
the type of question and answers that were presented. In
their study with younger adults, Best et al. (2016) found
that the different types of question and answers attracted dif-
ferent error rates. They found that colors had the most, then
opposites and sizes; with numbers, months and days attract-
ing fewer errors (see Table 1 for examples of the different
types). This difference in error rates suggests that some ques-
tions and answers were easier than others.

In the Static condition, we found the same error pattern as
Best et al. (2016) did), see below. What is new, is that we also
found that the ordering of older adults’ response times (in the
static condition) was consistent with the Best et al. results.
That is, days, numbers, and months had fastest response
times, with responses to colours, opposites, and sizes being
slower. Given that questions and answers with slower
response times (and more errors) are more difficult, the
issue of whether question/answer difficulty differentially
affected the older and younger adults is worth exploring.
This is because any effects of visual distraction in older
adults may only be apparent under conditions of high cogni-
tive load (e.g., when performing a difficult task) as such may
reduce cognitive resources needed to help overcome distrac-
tion. To do this, we divided the questions into “easy” (days,
months, and numbers) and “hard” (colors, opposites, and
sizes) conditions; and a linear mixed model was used to
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predict response time as a function of age (younger vs older),
presentation condition (static vs AV vs AV+ distraction) and
easy vs. hard question/answers (formula: RT ∼ presentation

condition × age group × easy-hard). The model included par-
ticipants and items as random effects (formula: list (∼1 | par-
ticipants, ∼1 | items)); including random slopes, however,
resulted in singular models and so were not included.
Estimated mean correct response times (ms) for the easy
and hard questions and answers as a function of age group
and presentation condition are shown in Figure 4.

The results for the analysis of the response time data as a
function of presentation condition, age group, and easy vs
hard question/answers are shown in Table 4.

As can be seen, there was a significant effect of presentation
condition, however, the effect of age group was not secure, nor
was the interaction between presentation condition, age group,
and easy-hard questions. Given the exploratory nature of this
analysis, we examined the effect of age group on presentation
condition further by conducting pairwise contrasts between the
younger and older adults’ response times for the static, AV
and AV+distractor conditions (multiple comparison corrected
using emmeans). None of the pairwise age group comparisons

Table 3. Summary of the Linear Mixed Model Analysis of the

Correct Response Times (ms) for all Participants as a Function of

Presentation Condition (Static, Auditory-Visual, Auditory-Visual+
Distractor); Age Group (Younger, Older); Answer Type (True,

False) and Interaction Effects.

Effect df F-ratio p value

Presentation condition 2, 9267.80 143.79 <.001
Age group 1, 49.96 1.83 .182

Answer type 1, 9252.42 498.42 <.001
Presentation x age group 2, 9243.00 1.22 .296

Presentation x answer 2, 9263.35 1.11 .329

Age × answer 1, 9238.76 2.44 .118

Presentation × age × answer 2, 9247.57 0.34 .771

Note. Significant p-Values are in Bold.

Figure 3. Mean correct response times (ms) for younger (left panels) and older adults for true and false answers (top and bottom panels,

respectively) as a function of presentation condition, age group, and answer type.

Note: Standard boxplots are shown representing the median and interquartile range (Q3-Q1); the additional black dots show the mean; the

grey dots show participant data.
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for the easy questions and answers were significant (static, esti-

mated effect=113 ms; SE=99.4, Z-ratio=1.14, p= .87; AV,
estimated effect=70 ms, SE=99.1, Z-ration= .71, p= .98;
AV+distractor, estimated effect=48 ms, SE=99.13, Z-ratio
= .49, p=1.0). For the hard questions and answers, the effect
of age group for the static and AV presentation conditions was
not significant (static, estimated effect=271 ms, SE=105.0,
Z-ratio=2.58, p= .10; AV, estimated effect=272 ms, SE=
103.82, Z-ratio=2.62, p= .09). There was a significant effect
of age group for the AV+distractor condition (estimated
effect=331 ms, SE=103.73, Z-ratio=3.19, p=0.018).

In summary, the effect of age on correct response times
was not significant. Both age groups responded faster to
items presented with visual speech (in comparison to static
faces) and to items that had a true answer (in comparison
to a false one); further, there was no effect of visual

distraction on response time (AV vs. AV+ distractor) for
either age group. An analysis based on a hard/easy
question-answer split, indicated that correct response times
for older adults for the hard question-answers were signifi-
cantly slower than younger adults in the AV+ distractor con-
dition. It should be emphasized that this last result came from
an exploratory, post-hoc analysis.

Accuracy
Figure 5 shows the mean proportion of errors for the
question-and-answer task as a function of age group, presen-
tation condition, and answer type. As can be seen, almost all
older and younger adults performed at above chance levels
for all presentation conditions and answer types.

Errors were analyzed by fitting a logistic mixed model
(i.e., a generalized linear mixed model, family= binomial)
to predict error as a function of presentation condition, age
group, and answer type (formula: error ∼ presentation con-
dition × age group × answer type). The model included
participants as and items as random effects (formula:
list(∼1 | participants, ∼1 | items)). The model’s total
explanatory power was reasonable (conditional R2= 0.32)
with the part related to the fixed effects, marginal R2=
0.07. The results from the analysis of the error data are
shown in Table 5.

As can be seen in Table 5, there was a significant main
effect of presentation condition; pairwise comparisons of
this main effect were conducted using the emmeans
package (multiple comparison adjusted). The results
showed that participants were significantly less accurate for
the static condition (proportion error, M= 0.18, SE= .01)

Figure 4. Mean correct response times (ms) for the easy and hard questions and answers as a function of age group and presentation

condition. Note: The whiskers represent 95% confidence intervals.

Table 4. Summary of the Linear Mixed Model Analysis of all

Participants’ Correct Response Times (ms) as a Function of

Presentation Condition (Static, Auditory-Visual, Auditory-Visual+
Distractor); Age Group (Younger, Older); Easy-Hard Question/

Answers and Interaction Effects.

Effect df F-ratio p value

Presentation condition 2, 9287.25 124.08 <.001
Age group 1, 50.41 3.56 .065

Easy-hard 1, 216.73 90.88 <.001
Presentation × Age group 2, 9253.62 0.26 . 770

Presentation × easy-hard 2, 9287.26 2.16 .115

Age × easy-hard 1, 9249.97 69.86 <.001
Presentation × age × easy-hard 2, 9253.57 2.01 .134

Note. Significant p-Values are in Bold.
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compared to the AV condition (M= 0.08, SE= .01, Z-ratio=
13.098, p < .0001) and the AV with visual distraction condi-
tion (M= 0.08, SE= .01, Z-ratio= 12.522, p < .0001), which
were not significantly different from each other (Z-ratio=
−0.679, p= .775).

A significant main effect of answer type was also
found. Participants were less accurate when the answer
type was true (proportion error, M= 0.14, SE= .005) in

comparison to when the answer type was false (M=
0.10, SE= .004), Z-ratio= 6.35, p < .0001. The main
effect of age was not significant, i.e., the mean
proportion of errors made by older adults (M= 0.12,
SE= .004) was not significantly different from that of
the younger adults (M= 0.11, SE= .004, Z-ratio= 1.31,
p= .19).

There was a statistically significant interaction between
presentation condition and answer type. Interaction compar-
isons using the emmeans package (multiple comparison
adjusted) showed that this was driven by a significant differ-
ence in the proportion of errors between the static and AV
conditions for answer type true compared to answer type
false (Z-ratio= 3.987, p< .0001) and a significant difference
in errors between the static and AV+ distraction conditions
for true and false answers (Z-ratio= 3.380, p < .001). There
were no significant interactions between age group and the
other variables.

In summary, there was no significant age effect on speech
comprehension accuracy. Both age groups responded more
accurately to items that were presented with visual speech
(in comparison to static faces) and both age groups were
more accurate when the answer type was negative (false) in
comparison to positive (true). There was no effect of visual

Figure 5. Mean percent error rates as a function of age group (younger, older adult), presentation condition (static, AV, AV+ distractor)

and answer type (true, false).

Note: Standard boxplots are shown representing the median and interquartile range (Q3-Q1); the additional black dots show the mean; the

grey dots show participant data.

Table 5. Summary of the Linear Mixed Model Analysis of Errors

Made by all Participants as a Function of Presentation Condition

(Static, Auditory-Visual, Auditory-Visual+Distractor); Age Group

(Younger, Older); Answer Type (True, False) and Interaction Effects.

Effect df χ2 p value

Presentation condition 2 228.04 <.001
Age group 1 1.69 .193

Answer type 1 38.88 <.001
Presentation × age group 2 2.89 .236

Presentation × answer 2 19.55 <.001
Age × answer 1 3.60 .058

Presentation × age × answer 2 2.97 .226

Note. Significant p-Values are in Bold.
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distraction on accuracy for either age group. The magnitude
of the difference between the static and the two dynamic face
conditions varied: the difference was greater for true than
false responses.

We conducted post-hoc analyses on the error data using the
hard and easy stimuli (as per the response time analyses). The
results of the general linear mixed model are shown in Table 6.
As can be seen, the outcomes are similar to the response time
analysis (Table 4) except that the interaction between age and
hard-easy question/answers was not significant.

Discrimination (d’) and Bias
As participants’ responses for the question-and-answer task
consisted of true/false judgements, the accuracy data were
also analyzed based on the signal detection theory (Green
& Swets, 1966). Signal detection theory provides a way of
understanding accuracy and error in terms of sensitivity
and response factors, and generates separate bias and sensi-
tivity estimates. The results for this additional analysis are
presented in the supplementary materials (Supplementary
Figure S1). This analysis showed that both older and
younger adults had poorer discrimination (lower d’) and
were more biased to respond false for the static condition
in comparison to both AV conditions. Visual distraction
did not affect younger or older adults’ sensitivity or bias.

Hearing Sensitivity, Listening Span, and
Question-and-Answer Task Performance
To examine how performance on the question-and-answer
task varied as a function of the participant’s hearing level
and working memory capacity (as indexed by listening
span), we conducted two linear mixed models, one using
the response time and one using the error data (note, mixed
model analysis for the separate effects of hearing level and
listening span on question-and-answer task performance are
detailed in Supplementary materials B and C). For this

model, we only analyzed older adults scores as the younger
adult group had normal hearing levels with a restricted
range. In the following analysis, only the higher frequency
BEA data are used, as separate analyses of both the Lower
frequency and High frequency BEA scores (see
Supplemental materials) showed that there was an interaction
between BEA and presentation condition (for both response
time and errors) only for the HFBEA scores.

For the response time data, we fitted a linear mixed model
(estimated using REML and nloptwrap optimizer) to predict
response time as a function of presentation condition, HFBEA
and LSPAN scores (formula: Presentation condition * HFBEA
* LSPAN). The model included participants and items as
random effects (formula: list(∼1 | Participants, ∼1 | Items)).
The model’s total explanatory power was substantial (condi-
tional R2=0.40) and the part related to the fixed effects alone
(marginal R2) was 0.14. Estimated mean correct response
times (ms) as a function of presentation condition, HFBEA
hearing levels and LSPAN scores are shown in Figure 6.

The figure shows three plots, one for each presentation
condition; correct response time is plotted on the vertical
axis against HFBEA hearing level on the horizontal axis
for three illustrative levels of LSPAN (maximum score
obtained= 33; mean score= 11 and minimum score= 0).
A higher BEA hearing level score indicates worse hearing;
so, the general expectation would be that response times
should increase as BEA score increased. As the figure
shows, this pattern was the case for participants who had
the minimum LSPAN score, and it occurred for each of the
presentation conditions. However, participants who obtained
the maximum LSPAN score showed no evidence of this
trend; the curve for participants that had a mean LSPAN
score was in between the other two. A summary of the anal-
ysis of the results is shown in Table 7.

The analysis, as can be seen in the table, confirms the above
description of the data presented in Figure 6. Overall, HFBEA
had a significant effect on response times; it also had a signifi-
cant interaction with presentation condition (clearest in the
static condition) and a significant interaction with LSPAN
score (i.e., the greater the LSPAN score, the less the influence
HFBEA). The three-way interaction between HFBEA, presen-
tation condition, and LSPAN was not significant.

To analyze the error data, we fitted a logistic mixed model
(estimated using ML and BOBYQA optimizer) to predict
errors as a function of presentation condition, HFBEA and
LSPAN scores (formula: error ∼ presentation condition *
HFBEA). The model included participants and items as
random effects (formula: list(∼1 | participants, ∼1 | items)).
The model’s total explanatory power was reasonable (condi-
tional R2= 0.37) and the part related to the fixed effects alone
(marginal R2) was 0.11. Estimated mean percent errors as a
function of presentation condition, HFBEA hearing levels
and LSPAN scores are shown in Figure 7.

Figure 7 has the same layout as for the response time data
in Figure 6, above. Like the response time data, there appears

Table 6. Summary of the General Linear Mixed Model Analysis of

Errors Made by all Participants as a Function of Presentation

Condition (Static, Auditory-Visual, Auditory-Visual+Distractor);

Age Group (Younger, Older); Hard-Easy Question/Answers and

Interaction Effects.

Effect df χ2 p value

Presentation condition 2, 12 251.85 <.0001

Age group 1, 13 2.38 .123

Easy-Hard 1, 13 12.18 <.001
Presentation × Age group 2, 12 2.54 .281

Presentation × Easy-Hard 2, 12 6.20 .0450
Age × Easy-Hard 1, 13 0.32 .569

Presentation × Age × Easy-Hard 2, 12 1.21 .545

Note. Significant p-Values are in Bold.
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to be a relationship between HFBEA hearing level and the
response measure, here, more errors for higher hearing
levels. A summary of the analysis is shown in Table 8.

The analysis indicated that the only significant effect was
for HFBEA on error rates.

Discussion
Standard tests of listening have most often used auditory only
speech, and tasks that primarily probe sound detection and

speech recognition abilities. Such tests overlook important
aspects of “real world” listening, e.g., that listeners typically
can also see the talker (and other talkers) and that the listen-
er’s primary focus is to understand and act on the meaning of
what has been said. The current study aimed to gauge the lis-
tening performance of older and younger adults using a
speech comprehension task with speech presented auditorily
or audio-visually with/without additional non-relevant visual
speech (visual distraction). The primary aims of the study
were to test, using a speech comprehension in noise task,
whether seeing visual speech that matches the auditory
signal improves older and younger adults’ performance
(i.e., accuracy and response time) in comparison to an AO
condition, and whether this benefit would be reduced, for
the RT measure, when a visual distractor was additionally
presented.

Due to the simple nature of the language used in the
question-and-answer task, visual distraction was not
expected to affect younger or older adults’ ability to accu-
rately respond. The accuracy results were consistent with
this expectation, that is, although both age groups were
more accurate for the visual speech conditions in comparison
to the static conditions, there was not a significant age effect
or visual distraction effect for speech comprehension accu-
racy. The finding that both younger and older adults

Figure 6. Mean correct response times for each Presentation condition (Static, AV, AV + Distractor) as a function of HFBEA hearing level for

three illustrative levels of LSPAN (maximum score obtained= 33; mean score= 11 and minimum score= 0).

Table 7. Summary of the General Linear Mixed Model Analysis of

Correct Response Times Made by Older Adults as a Function of

Presentation Condition (Static, Auditory-Visual, Auditory-Visual+
Distractor); HFBEA; LSPAN and Their Interaction.

Effect df F-value p value

Presentation condition 2, 4594 0.5869 0.556

HFBEA 1, 21 19.393 0.0002
LSPAN 1, 20.9 1.521 0.231

Presentation × HFBEA 2, 4601 12.152 0.00001
Presentation × LSPAN 2, 4609 0.231 0.794

HFBEA × LSPAN 1, 21 4.737 0.041
Presentation × HFBEA × LSPAN 2, 4613 2.772 0.062

Note. Significant p-Values are in Bold.
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performed more accurately for both AV conditions in com-
parison to the AO one is compatible with studies that have
used speech recognition tasks (Beadle et al., 2021;
Cienkowski & Carney, 2002; Jesse & Janse, 2012;
Tye-Murray et al., 2016).

Although the accuracy data were consistent with our expec-
tations, the lack of a distraction effect for older adults in the
response time measure was not. That is, in contrast with the
cognitive ageing literature, older adults did not respond
slower than younger adults overall and the visual speech

benefit was not reduced for older adults when visual distraction
was presented. One possible explanation for this pattern of
results is that performing the question-and-answer test did
not tax the processing resources of the older adults – so that
even the potentially more sensitive response time measure
did not pick up a difference between the older and younger
adults. That is, due to the simple structure of the
question-and-answer stimuli, the task may not have been so
resource-demanding that older adults struggled and were there-
fore able to expend resources on processing visual speech and
using it to facilitate their performance. This general idea that
task difficulty has a role to play, is consistent with the
outcome of the post-hoc “easy” versus “hard” question/
answer analysis for the response time data (where the only sig-
nificant difference between older and younger adults was for
the hard items in the AV+ distractor condition). Given this,
developing an AV speech comprehension task that includes
full conversation stimuli between multiple talkers may be
more appropriate for identifying performance differences due
to visual distraction in cognitively healthy older adults.

Another factor that may have led to the lack of age effect
for the response time measure is that older adults received a
less adverse SNR than younger adults. We used a more
favourable SNR for older adults in an attempt to minimize
the effect of age-related hearing loss and it likely had an influ-
ence on older adults’ response times. That is, studies have

Figure 7. Mean percent error for each Presentation condition (Static, AV, AV+Distractor) as a function of HFBEA hearing level for three

illustrative levels of LSPAN (maximum score obtained= 33; mean score= 11 and minimum score= 0).

Table 8. Summary of the General Linear Mixed Model Analysis of

Errors Made by Older Adults as a Function of Presentation

Condition (Static, Auditory-Visual, Auditory-Visual+Distractor);

HFBEA; LSPAN and Their Interaction.

Effect df χ2 p value

Presentation condition 2, 12 0.8243 0.6622

HFBEA 1, 13 17.5309 0.00003
LSPAN 1, 13 0.8354 0.3607

Presentation × HFBEA 2, 12 4.6744 0.0966

Presentation × LSPAN 2, 12 1.2609 0.5324

HFBEA × LSPAN 1, 13 0.7314 0.3924

Presentation × HFBEA × LSPAN 2, 12 1.0545 0.5902

Note. Significant p-Values are in Bold.
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demonstrated (at least for within-participant contrasts) that
better SNRs are associated with faster word recognition
response times (e.g., Houben et al., 2013). It would be inter-
esting for a follow up study to test younger and older adults,
with minimal hearing loss, using the same SNRs (e.g., pre-
senting both age groups with stimuli at −10 dB).

Although we predicted that the response time measure
would be more sensitive to visual distraction, at least for
older adults, the finding that both age groups were able to
successfully ignore the visual distractor is consistent with
the results of Cohen and Gordon-Salant (2017), who found
that the visual speech benefit gained by older and younger
adults on a traditional speech recognition task was not
reduced when an additional irrelevant talking face was pre-
sented. Together, the results from the current study and
Cohen and Gordon-Salant (2017) could therefore be inter-
preted to indicate that visual distractors have a very limited
impact, if any, on the visual speech benefit, particularly
when the distractors do not spatially overlap with the target
visual speech.

However, some caution needs to be exercised concern-
ing the above interpretation. This is because there are prop-
erties of the visual distractors used in the current study and
in the Cohen and Gordon–Salant one that may have helped
older and younger adults to ignore the visual distractor (the
irrelevant talker), while attending to the visual speech of
the relevant talker. First, the visual speech from the distrac-
tor talker presented in both studies never needed to be
attended as it was never relevant to the task, which could
have made the distractor easier to ignore. Second, the dis-
tractor talker presented in both the current study and
Cohen and Gordon-Salant (2017) was visually distinct
from the target talker(s). That is, in both studies, there
was a gender difference between target and distractor
talkers (male vs. female) and the distractor video always
appeared in the same location on the screen. If one or
more visual properties of the visual distractor were consis-
tent with the visual targets, particularly if the speech of the
distractor could have potentially been a target (Lien et al.,
2010), then older adults’ ability to ignore the distractor may
have been impaired. Further studies are warranted to test
the effect of visual distractors with the above-mentioned
properties manipulated.

The effect of visual speech on response times in a speech
comprehension in noise task has been rarely studied (c.f.,
Janse & Adank, 2012 that examined foreign accent adapta-
tion). Thus, this study is one of the first to show a new
type of visual speech benefit, i.e., for both older and
younger adults, seeing a talker’s face can significantly
reduce response time for speech comprehension in noise in
a task that requires the integration of a “call” and “response.”
Response time has been used as a proxy measure for how dif-
ferent SNRs and hearing aid settings affect listening effort
(the level of fatigue experienced by a listener due to the allo-
cation of cognitive resources to a listening task, e.g., Meister

et al., 2018; van den Tillaart-Haverkate et al., 2017). In this
view, the current visual benefit in response time can be inter-
preted to indicate that the provision of visual speech helped
make listening to speech in noise less effortful.

The analyses of hearing level and question-and-answer
task performance (see Supplemental materials) indicated
that higher frequency hearing sensitivity (in addition to low
frequency sensitivity) has a role to play in older adults’
speech comprehension in noise, especially for AO environ-
ments. This finding is consistent with results from speech rec-
ognition tasks measuring accuracy and response time
performance (e.g., Jesse & Janse, 2012) and suggests that
the use of hearing aids or assistive listening devices to
manage older adults’ higher frequency hearing loss has the
potential to support speech comprehension in noise in real
life (Brody et al., 2018; Cox et al., 2014). The regression
analysis that jointly examined high frequency hearing level
and LSPAN found that for correct response times, HFBEA
hearing level interacted with LSPAN scores. That is, the
correct response times of older adults who had high
LSPAN scores were not influenced by their BEA hearing
levels; whereas those of the older adults with lower
LSPAN scores were (i.e., those with higher BEA scores
took longer to respond). This result supports the idea that
individuals with more cognitive capacity (higher LSPAN
scores) are better able to cope with barriers that affect
speech comprehension in noise (such as poor hearing sensi-
tivity). This finding is consistent with the ease of language
understanding model and framework for understanding
effortful listening, both of which suggest that when speech
perception is challenging due to noise and/or hearing loss,
listeners engage additional cognitive processing resources
(e.g., working memory) to successfully perceive speech
(Pichora-Fuller et al., 2016; Rönnberg et al., 2019). Given
the question-and-answer task’s sensitivity to participant
factors such as working memory capacity, future studies
(with more power), could examine how task difficulty (e.g.,
hard question-answers) and participants’ level of working
memory may potentiate the effect of visual distraction on
AV processing.

The current study was an attempt at incorporating some
basic visual features of real-life communication (i.e., visual
speech and a visual distractor) into a speech understanding
task. Using an AV version of the question-and-answer
Task, the results showed that older and younger adults
were able to gain a visual speech benefit in the form of
improved accuracy and reduced response time, and that this
benefit persisted when a visual distractor was presented.
Although the visual scene presented is arguably more ecolog-
ically valid than previous studies, it had some limitations in
terms of capturing real-life listening scenes, e.g., where
visual distractors can typically be heard (i.e., competing
talkers) and potentially less easy to ignore. Furthermore, spa-
tialized competing speech would be more typical of a realistic
noise environment than the auditory noise used in the current
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study (speech-shaped noise) and may also be more distract-
ing. Developing speech understanding tasks that include nat-
uralistic auditory scenes and naturalistic visual scenes will be
useful for expanding our understanding of older adults’
day-to-day communication difficulties and for predicting
the real-world outcomes of hearing aids in realistic AV listen-
ing conditions. The challenge will be in incorporating the key
aspects of real-world listening that affect speech related pro-
cessing while maintaining experimental control.

Acknowledgments
The first author acknowledges support from the HEARingCRC, the
second and the corresponding authors support from the Australian
Research Council (DP 200102188).

Author Note
The authors have obtained informed consent for publication of the
images and/or recordings included in this research. Data are avail-
able on reasonable request.

Declaration of Conflicting Interests
The author(s) declared no potential conflicts of interest with respect
to the research, authorship, and/or publication of this article.

Funding
The author(s) disclosed receipt of the following financial support for
the research, authorship, and/or publication of this article: This
study was funded by the MARCS Institute for Brain Behaviour,
and Development and the HEARing CRC.

ORCID iD
Chris Davis https://orcid.org/0000-0002-6387-4181

Supplemental Material
Supplemental material for this article is available online.

References
Bach, M. (2007). The Freiburg visual acuity test-variability

unchanged by post-hoc re-analysis. Graefe’s Archive for
Clinical and Experimental Ophthalmology, 245(7), 965–971.
https://doi.org/10.1007/s00417-006-0474-4

Bates, D., Kliegl, R., Vasishth, S., & Baayen, H. (2015).
Parsimonious mixed models. Retrieved from arXiv: https://
arxiv.org/abs/1506.04967

Beadle, J., Kim, J., & Davis, C. (2021). Effects of age and uncer-
tainty on the visual speech benefit in noise. Journal of Speech,
Language, and Hearing Research, 64(12), 5041–5060. https://
doi.org/10.1044/2021_JSLHR-20-00495

Besser, J., Festen, J. M., Goverts, S. T., Kramer, S. E., &
Pichora-Fuller, M. K. (2015). Speech-in-speech listening on
the LiSN-S test by older adults with good audiograms depends
on cognition and hearing acuity at high frequencies. Ear and
Hearing, 36(1), 24–41. 10.1097/AUD.0000000000000096

Best, V., Keidser, G., Freeston, K., & Buchholz, J. M. (2018).
Evaluation of the NAL dynamic conversations test in older

listeners with hearing loss. International Journal of Audiology,
57(3), 221–229. https://doi.org/10.1080/14992027.2017.1365275

Best, V., Streeter, T., Roverud, E., Mason, C. R., & Kidd Jr, G.
(2016). A flexible question-and-answer task for measuring
speech understanding. Trends in Hearing, 20, 1–8. https://doi.
org/10.1177/2331216516678706

Brody, L., Wu, Y. H., & Stangl, E. (2018). A comparison of personal
sound amplification products and hearing aids in ecologically rel-
evant test environments. American Journal of Audiology, 27(4),
581–593. https://doi.org/10.1044/2018_AJA-18-0027

Carlile, S., & Keidser, G. (2020). Conversational interaction is the
brain in action: Implications for the evaluation of hearing and
hearing interventions. Ear and Hearing, 41(Suppl 1), 56S–
67S. https://doi.org/10.1097/AUD.0000000000000939

Champely, S., Ekstrom, C., Dalgaard, P., Gill, J., Weibelzahl, S.,
Anandkumar, A., Ford, C., Volcic, R., & De Rosario, M. H.
(2018). Package “pwr” (R package, Version 1.3-0). https://
cran.r-project.org/web/packages/pwr/pwr.pdf

Cienkowski, K. M., & Carney, A. E. (2002). Auditory-visual speech
perception and aging. Ear and Hearing, 23(5), 439–449. https://
doi.org/10.1097/00003446-200210000-00006

Cohen, J. (1988). Statistical power analysis for the behavioral sci-
ences (2nd ed.). Erlbaum.

Cohen, J. I., & Gordon-Salant, S. (2017). The effect of visual dis-
traction on auditory- visual speech perception by older and
younger listeners. The Journal of the Acoustical Society of
America, 141(5), 470–476. https://doi.org/10.1121/1.4983399

Conway, A. R., Kane, M. J., Bunting, M. F., Hambrick, D. Z.,
Wilhelm, O., & Engle, R. W. (2005). Working memory span
tasks: A methodological review and user’s guide. Psychonomic
Bulletin & Review, 12(5), 769–786. https://doi.org/10.3758/
BF03196772

Cox, R. M., Johnson, J. A., & Xu, J. (2014). Impact of advanced
hearing aid technology on speech understanding for older listen-
ers with mild to moderate, adult-onset, sensorineural hearing
loss. Gerontology, 60(6), 557–568. https://doi.org/10.1159/
000362547

Dryden, A., Allen, H. A., Henshaw, H., & Heinrich, A. (2017). The
association between cognitive performance and speech-in-noise
perception for adult listeners: A systematic literature review and
meta-analysis. Trends in Hearing, 21, 1–21. https://doi.org/10.
1177/2331216517744675

Forster, K. I., & Forster, J. C. (2003). DMDX: A windows display
program with millisecond accuracy. Behavior Research
Methods, Instruments, & Computers, 35(1), 116–124. https://
doi.org/10.3758/bf03195503

Gosselin, P. A., & Gagné, J. P. (2011). Older adults expend more
listening effort than young adults recognizing audiovisual
speech in noise. International Journal of Audiology, 50(11),
786–792. https://doi.org/10.3109/14992027.2011.599870

Green, D. M., & Swets, J. A. (1966). Signal detection theory and
psychophysics (Vol. 1). Wiley. https://www.journals.uchicago.
edu/doi/10.1086/405615

Halverson, D. M., & Lalonde, K. (2020). Does visual speech
provide release from perceptual masking in children? The
Journal of the Acoustical Society of America, 148(3), EL221–
EL226. https://doi.org/10.1121/10.0001867

Hazan, V., Tuomainen, O., Tu, L., Kim, J., Davis, C., Brungart, D.,
& Sheffield, B. (2018). How do aging and age-related hearing
loss affect the ability to communicate effectively in challenging

Beadle et al. 15

https://orcid.org/0000-0002-6387-4181
https://orcid.org/0000-0002-6387-4181
https://doi.org/10.1007/s00417-006-0474-4
https://doi.org/10.1007/s00417-006-0474-4
https://arxiv.org/abs/1506.04967
https://arxiv.org/abs/1506.04967
https://arxiv.org/abs/1506.04967
https://doi.org/10.1044/2021_JSLHR-20-00495
https://doi.org/10.1044/2021_JSLHR-20-00495
https://doi.org/10.1044/2021_JSLHR-20-00495
http://dx.doi.org/10.1097/AUD.0000000000000096
https://doi.org/10.1080/14992027.2017.1365275
https://doi.org/10.1080/14992027.2017.1365275
https://doi.org/10.1177/2331216516678706
https://doi.org/10.1177/2331216516678706
https://doi.org/10.1177/2331216516678706
https://doi.org/10.1044/2018_AJA-18-0027
https://doi.org/10.1044/2018_AJA-18-0027
https://doi.org/10.1097/AUD.0000000000000939
https://doi.org/10.1097/AUD.0000000000000939
https://cran.r-project.org/web/packages/pwr/pwr.pdf
https://cran.r-project.org/web/packages/pwr/pwr.pdf
https://cran.r-project.org/web/packages/pwr/pwr.pdf
https://doi.org/10.1097/00003446-200210000-00006
https://doi.org/10.1097/00003446-200210000-00006
https://doi.org/10.1097/00003446-200210000-00006
https://doi.org/10.1121/1.4983399
https://doi.org/10.1121/1.4983399
https://doi.org/10.3758/BF03196772
https://doi.org/10.3758/BF03196772
https://doi.org/10.3758/BF03196772
https://doi.org/10.1159/000362547
https://doi.org/10.1159/000362547
https://doi.org/10.1159/000362547
https://doi.org/10.1177/2331216517744675
https://doi.org/10.1177/2331216517744675
https://doi.org/10.1177/2331216517744675
https://doi.org/10.3758/bf03195503
https://doi.org/10.3758/bf03195503
https://doi.org/10.3758/bf03195503
https://doi.org/10.3109/14992027.2011.599870
https://doi.org/10.3109/14992027.2011.599870
https://www.journals.uchicago.edu/doi/10.1086/405615
https://www.journals.uchicago.edu/doi/10.1086/405615
https://www.journals.uchicago.edu/doi/10.1086/405615
https://doi.org/10.1121/10.0001867
https://doi.org/10.1121/10.0001867


communicative conditions? Hearing Research, 369(3), 33–41.
https://doi.org/10.1016/j.heares.2018.06.009

Houben, R., van Doorn-Bierman, M., & Dreschler, W. A. (2013).
Using response time to speech as a measure for listening
effort. International Journal of Audiology, 52(11), 753–761.
https://doi.org/10.3109/14992027.2013.832415

Humes, L. E. (2013). Understanding the speech-understanding prob-
lems of older adults. American Journal of Audiology, 22(2),
303–305. https://doi.org/10.1044/1059-0889(2013/12-0066)

James, C. J., Cheesman, M. F., Cornelisse, L. E., & Miller, L. T.
(1994 September). Response Times to Sentence Verification
Tasks (SVTs) as a Measure of Effort in Speech Perception.
Proceedings of the Fifth Australian Conference on Speech
Science and Technology. Australia: 600-605. https://assta.
devapp.com.au/proceedings/sst/SST-94-Vol-ll/cache/SST-94-
VOL2-Chapter8-p2.pdf

Janse, E., & Adank, P. (2012). Predicting foreign-accent adaptation in
older adults. Quarterly Journal of Experimental Psychology,
65(8), 1563–1585. https://doi.org/10.1080/17470218.2012.658822

Jesse, A., & Janse, E. (2012). Audiovisual benefit for recognition of
speech presented with single-talker noise in older listeners.
Language and Cognitive Processes, 27(7–8), 1167–1191.
https://doi.org/10.1080/01690965.2011.620335

Kim, J., & Davis, C. (2014). How visual timing and form informa-
tion affect speech and non-speech processing. Brain and
Language, 137, 86–90. https://doi.org/10.1016/j.bandl.2014.07.
012

Lenth, R. V., Buerkner, P., Herve, M., Love, J., Riebl, H., &
Singmann, H. (2019). Estimated marginal means, aka
least-squares means. R package version 1.5.1. Retrieved from
https://cran.r-project.org/package=emmeans

Lien, M. C., Ruthruff, E., & Cornett, L. (2010). Attentional capture by
singletons is contingent on top-down control settings: Evidence
from electrophysiological measures. Visual Cognition, 18(5),
682–727. https://doi.org/10.1080/13506280903000040

Matuschek, H., Kliegl, R., Vasishth, S., Baayen, H., & Bates, D.
(2017). Balancing type I error and power in linear mixed
models. Journal of Memory and Language, 94, 305–315.
https://doi.org/10.1016/j.jml.2017.01.001

Meister, H., Rählmann, S., Lemke, U., & Besser, J. (2018). Verbal
response times as a potential indicator of cognitive load during
conventional speech audiometry with matrix sentences. Trends
in Hearing, 22, 1–11. https://doi.org/10.1177/2331216518793255

Miles, K. M., Keidser, G., Freeston, K., Beechey, T., Best, V., &
Buchholz, J. M. (2020). Development of the everyday conversa-
tional sentences in noise test. The Journal of the Acoustical
Society of America, 147(3), 1562–1576. https://doi.org/10.
1121/10.0000780

Nirme, J., Haake, M., Lyberg Åhlander, V., Brännström, J., &
Sahlén, B. (2019). A virtual speaker in noisy classroom condi-
tions: Supporting or disrupting children’s listening comprehen-
sion? Logopedics Phoniatrics Vocology, 44(2), 79–86. https://
doi.org/10.1080/14015439.2018.1455894

Nirme, J., Sahlén, B., Åhlander, V. L., Brännström, J., & Haake, M.
(2020). Audio-visual speech comprehension in noise with real
and virtual speakers. Speech Communication, 116, 44–55.
https://doi.org/10.1016/j.specom.2019.11.005

Nishiwaki, Y., Breeze, E., Smeeth, L., Bulpitt, C. J., Peters, R., &
Fletcher, A. E. (2004). Validity of the Clock-Drawing Test as

a screening tool for cognitive impairment in the elderly.
American Journal of Epidemiology, 160(8), 797–807. https://
doi.org/10.1093/aje/kwh288

Paris, T., Kim, J., & Davis, C. (2016). Using EEG and stimulus
context to probe the modelling of auditory-visual speech.
Cortex, 75, 220–230. https://doi.org/10.1016/j.cortex.2015.03.010

Pichora-Fuller, M. K., Alain, C., & Schneider, B. A. (2017). Older
adults at the cocktail party. In The auditory system at the cocktail
party (pp. 227–259). Springer. https://doi.org/10.1007/978-3-
319-51662-2

Pichora-Fuller, M. K., Kramer, S. E., Eckert, M. A., Edwards, B.,
Hornsby, B. W., Humes, L., Lemke, U., Lunner, T., Matthen,
M., Mackersie, C. L., & Naylor, G. (2016). Hearing impairment
and cognitive energy: The framework for understanding effortful
listening (FUEL). Ear and Hearing, 37(Suppl 1), 5S–27S.
https://doi.org/10.1097/AUD.0000000000000312

Rönnberg, J., Holmer, E., & Rudner, M. (2019). Cognitive hearing
science and ease of language understanding. International
Journal of Audiology, 58(5), 247–261. https://doi.org/10.1080/
14992027.2018.1551631

Rudner, M., Lyberg-Åhlander, V., Brännström, J., Nirme, J.,
Pichora-Fuller, M. K., & Sahlén, B. (2018). Listening compre-
hension and listening effort in the primary school classroom.
Frontiers in Psychology, 9, 1193. https://doi.org/10.3389/
fpsyg.2018.01193

Schneider, B. A., Daneman, M., Murphy, D. R., & See, S. K.
(2000). Listening to discourse in distracting settings: The
effects of aging. Psychology and Aging, 15(1), 110. https://doi.
org/10.1037/0882-7974.15.1.110

Singmann, H., Bolker, B., Westfall, J., Aust, F., Ben-Shachar, M. S.,
& Højsgaard, S., … R. H. B. Christensen (2016). afex: Analysis
of factorial experiments. R package version 0.16-1. Retrieved
from https://cran.r-project.org/package=afex

Sommers, M. S., Hale, S., Myerson, J., Rose, N., Tye-Murray, N., &
Spehar, B. (2011). Listening comprehension across the adult
lifespan. Ear and Hearing, 32(6), 775–781. https://doi.org/10.
1097/AUD.0b013e3182234cf6

Sommers, M. S., Tye-Murray, N., & Spehar, B. (2005).
Auditory-visual speech perception and auditory-visual enhance-
ment in Normal-hearing older and younger adults. Ear and
Hearing, 26(3), 263–275. https://doi.org/10.1097/00003446-
200506000-00003

Tye-Murray, N., Sommers, M., Spehar, B., Myerson, J., Hale, S., &
Rose, N. S. (2008). Auditory-visual discourse comprehension by
older and young adults in favorable and unfavorable conditions.
International Journal of Audiology, 47(sup2), S31–S37. https://
doi.org/10.1080/14992020802301662

Tye-Murray, N., Spehar, B., Myerson, J., Hale, S., & Sommers, M.
(2016). Lipreading and audiovisual speech recognition across
the adult lifespan: Implications for audiovisual integration.
Psychology and Aging, 31(4), 380–389. https://doi.org/10.
1037/pag0000094

van den Tillaart-Haverkate, M., de Ronde-Brons, I., Dreschler,
W. A., & Houben, R. (2017). The influence of noise reduction
on speech intelligibility, response times to speech, and perceived
listening effort in Normal-hearing listeners. Trends in Hearing,
21, 1–13. https://doi.org/10.1177/2331216517716844

World Health Organization (2015). World report on ageing and
health. World Health Organization Press.

16 Trends in Hearing

https://doi.org/10.1016/j.heares.2018.06.009
https://doi.org/10.1016/j.heares.2018.06.009
https://doi.org/10.3109/14992027.2013.832415
https://doi.org/10.3109/14992027.2013.832415
https://doi.org/10.1044/1059-0889(2013/12-0066)
https://doi.org/10.1044/1059-0889(2013/12-0066)
https://assta.devapp.com.au/proceedings/sst/SST-94-Vol-ll/cache/SST-94-VOL2-Chapter8-p2.pdf
https://assta.devapp.com.au/proceedings/sst/SST-94-Vol-ll/cache/SST-94-VOL2-Chapter8-p2.pdf
https://assta.devapp.com.au/proceedings/sst/SST-94-Vol-ll/cache/SST-94-VOL2-Chapter8-p2.pdf
https://assta.devapp.com.au/proceedings/sst/SST-94-Vol-ll/cache/SST-94-VOL2-Chapter8-p2.pdf
https://doi.org/10.1080/17470218.2012.658822
https://doi.org/10.1080/17470218.2012.658822
https://doi.org/10.1080/01690965.2011.620335
https://doi.org/10.1080/01690965.2011.620335
https://doi.org/10.1016/j.bandl.2014.07.012
https://doi.org/10.1016/j.bandl.2014.07.012
https://doi.org/10.1016/j.bandl.2014.07.012
https://cran.r-project.org/package=emmeans
https://cran.r-project.org/package=emmeans
https://doi.org/10.1080/13506280903000040
https://doi.org/10.1080/13506280903000040
https://doi.org/10.1016/j.jml.2017.01.001
https://doi.org/10.1016/j.jml.2017.01.001
https://doi.org/10.1177/2331216518793255
https://doi.org/10.1177/2331216518793255
https://doi.org/10.1121/10.0000780
https://doi.org/10.1121/10.0000780
https://doi.org/10.1121/10.0000780
https://doi.org/10.1080/14015439.2018.1455894
https://doi.org/10.1080/14015439.2018.1455894
https://doi.org/10.1080/14015439.2018.1455894
https://doi.org/10.1016/j.specom.2019.11.005
https://doi.org/10.1016/j.specom.2019.11.005
https://doi.org/10.1093/aje/kwh288
https://doi.org/10.1093/aje/kwh288
https://doi.org/10.1093/aje/kwh288
https://doi.org/10.1016/j.cortex.2015.03.010
https://doi.org/10.1016/j.cortex.2015.03.010
https://doi.org/10.1007/978-3-319-51662-2
https://doi.org/10.1007/978-3-319-51662-2
https://doi.org/10.1007/978-3-319-51662-2
https://doi.org/10.1097/AUD.0000000000000312
https://doi.org/10.1097/AUD.0000000000000312
https://doi.org/10.1080/14992027.2018.1551631
https://doi.org/10.1080/14992027.2018.1551631
https://doi.org/10.1080/14992027.2018.1551631
https://doi.org/10.3389/fpsyg.2018.01193
https://doi.org/10.3389/fpsyg.2018.01193
https://doi.org/10.3389/fpsyg.2018.01193
https://doi.org/10.1037/0882-7974.15.1.110
https://doi.org/10.1037/0882-7974.15.1.110
https://doi.org/10.1037/0882-7974.15.1.110
https://cran.r-project.org/package=afex
https://cran.r-project.org/package=afex
https://doi.org/10.1097/AUD.0b013e3182234cf6
https://doi.org/10.1097/AUD.0b013e3182234cf6
https://doi.org/10.1097/AUD.0b013e3182234cf6
https://doi.org/10.1097/00003446-200506000-00003
https://doi.org/10.1097/00003446-200506000-00003
https://doi.org/10.1097/00003446-200506000-00003
https://doi.org/10.1080/14992020802301662
https://doi.org/10.1080/14992020802301662
https://doi.org/10.1080/14992020802301662
https://doi.org/10.1037/pag0000094
https://doi.org/10.1037/pag0000094
https://doi.org/10.1037/pag0000094
https://doi.org/10.1177/2331216517716844
https://doi.org/10.1177/2331216517716844

	 
	 Method
	 Participants
	 Question-and-Answer Task Stimuli
	 Recording
	 Editing
	 Video Development

	 Hearing Sensitivity, Visual Acuity, and Working Memory Capacity
	 Apparatus
	 Procedure

	 Results
	 Speech Comprehension Task
	 Response Time
	 Post-hoc Analyses
	 Accuracy
	 Discrimination (d’) and Bias
	 Hearing Sensitivity, Listening Span, and Question-and-Answer Task Performance

	 Discussion
	 Acknowledgments
	 References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile ()
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 5
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX1a:2003
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    33.84000
    33.84000
    33.84000
    33.84000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    9.00000
    9.00000
    9.00000
    9.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A0648062706410642062900200644064406370628062706390629002006300627062A002006270644062C0648062F0629002006270644063906270644064A06290020064506460020062E06440627064400200627064406370627062806390627062A00200627064406450643062A0628064A062900200623064800200623062C06470632062900200625062C06310627062100200627064406280631064806410627062A061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0020064506390020005000440046002F0041060C0020062706440631062C062706210020064506310627062C063906290020062F0644064A0644002006450633062A062E062F06450020004100630072006F006200610074061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d044204380020043704300020043a0430044704350441044204320435043d0020043f04350447043004420020043d04300020043d043004410442043e043b043d04380020043f04400438043d04420435044004380020043800200443044104420440043e043904410442043204300020043704300020043f04350447043004420020043d04300020043f0440043e0431043d04380020044004300437043f0435044704300442043a0438002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b0020006e0061002000730074006f006c006e00ed006300680020007400690073006b00e10072006e00e100630068002000610020006e00e1007400690073006b006f007600fd006300680020007a0061015900ed007a0065006e00ed00630068002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006c006100750061002d0020006a00610020006b006f006e00740072006f006c006c007400f5006d006d006900730065007000720069006e0074006500720069007400650020006a0061006f006b00730020006b00760061006c006900740065006500740073006500740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003b303b903b1002003b503ba03c403cd03c003c903c303b7002003c003bf03b903cc03c403b703c403b103c2002003c303b5002003b503ba03c403c503c003c903c403ad03c2002003b303c103b103c603b503af03bf03c5002003ba03b103b9002003b403bf03ba03b903bc03b103c303c403ad03c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f006200650020005200650061006400650072002000200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005E205D105D505E8002005D405D305E405E105D4002005D005D905DB05D505EA05D905EA002005D105DE05D305E405E105D505EA002005E905D505DC05D705E005D905D505EA002005D505DB05DC05D9002005D405D205D405D4002E002005DE05E105DE05DB05D9002005D4002D005000440046002005E905E005D505E605E805D905DD002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV <FEFF005a00610020007300740076006100720061006e006a0065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0061007400610020007a00610020006b00760061006c00690074006500740061006e0020006900730070006900730020006e006100200070006900730061010d0069006d006100200069006c0069002000700072006f006f006600650072002000750072006501110061006a0069006d0061002e00200020005300740076006f00720065006e0069002000500044004600200064006f006b0075006d0065006e007400690020006d006f006700750020007300650020006f00740076006f00720069007400690020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006b00610073006e0069006a0069006d0020007600650072007a0069006a0061006d0061002e>
    /HUN <FEFF004d0069006e0151007300e9006700690020006e0079006f006d00610074006f006b0020006b00e90073007a00ed007400e9007300e900680065007a002000610073007a00740061006c00690020006e0079006f006d00740061007400f3006b006f006e002000e9007300200070007200f300620061006e0079006f006d00f3006b006f006e00200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002c00200068006f007a007a006f006e0020006c00e9007400720065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00610074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002c00200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002000e9007300200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c00200020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b007500720069006500200073006b00690072007400690020006b006f006b0079006200690161006b0061006900200073007000610075007300640069006e007400690020007300740061006c0069006e0069006100690073002000690072002000620061006e00640079006d006f00200073007000610075007300640069006e007400750076006100690073002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200069007a0076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0074007500730020006b00760061006c0069007400610074012b0076006100690020006400720075006b010101610061006e00610069002000610072002000670061006c006400610020007000720069006e00740065007200690065006d00200075006e0020007000610072006100750067006e006f00760069006c006b0075006d0075002000690065007300700069006500640113006a00690065006d002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f3007700200050004400460020007a002000770079017c0073007a010500200072006f007a0064007a00690065006c0063007a006f015b0063006901050020006f006200720061007a006b00f30077002c0020007a0061007000650077006e00690061006a0105006301050020006c006500700073007a01050020006a0061006b006f015b0107002000770079006400720075006b00f30077002e00200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000700065006e007400720075002000740069007001030072006900720065002000640065002000630061006c006900740061007400650020006c006100200069006d007000720069006d0061006e007400650020006400650073006b0074006f00700020015f0069002000700065006e0074007200750020007600650072006900660069006300610074006f00720069002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043f044004350434043d04300437043d043004470435043d043d044b044500200434043b044f0020043a0430044704350441044204320435043d043d043e04390020043f043504470430044204380020043d04300020043d043004410442043e043b044c043d044b04450020043f04400438043d044204350440043004450020043800200443044104420440043e04390441044204320430044500200434043b044f0020043f043e043b044304470435043d0438044f0020043f0440043e0431043d044b04450020043e0442044204380441043a043e0432002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e00200020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f00620065002000500044004600200070007200650020006b00760061006c00690074006e00fa00200074006c0061010d0020006e0061002000730074006f006c006e00fd0063006800200074006c0061010d00690061007201480061006300680020006100200074006c0061010d006f007600fd006300680020007a006100720069006100640065006e0069006100630068002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e000d000a>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f0062006500200050004400460020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020006e00610020006e0061006d0069007a006e006900680020007400690073006b0061006c006e0069006b0069006800200069006e0020007000720065007600650072006a0061006c006e0069006b00690068002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF004d00610073006100fc0073007400fc002000790061007a013100630131006c006100720020007600650020006200610073006b01310020006d0061006b0069006e0065006c006500720069006e006400650020006b0061006c006900740065006c00690020006200610073006b013100200061006d0061006301310079006c0061002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043404400443043a04430020043d04300020043d0430044104420456043b044c043d043804450020043f04400438043d044204350440043004450020044204300020043f04400438044104420440043e044f044500200434043b044f0020043e044204400438043c0430043d043d044f0020043f0440043e0431043d0438044500200437043e04310440043004360435043d044c002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames false
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks true
      /AddColorBars false
      /AddCropMarks true
      /AddPageInfo true
      /AddRegMarks false
      /BleedOffset [
        9
        9
        9
        9
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks true
      /IncludeHyperlinks true
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


