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Abstract

External degradations in incoming speech reduce understanding, and hearing impairment further compounds the problem.
While cognitive mechanisms alleviate some of the difficulties, their effectiveness may change with age. In our research,
reviewed here, we investigated cognitive compensation with hearing impairment, cochlear implants, and aging, via (a) phon-
emic restoration as a measure of top-down filling of missing speech, (b) listening effort and response times as a measure of
increased cognitive processing, and (c) visual world paradigm and eye gazing as a measure of the use of context and its time
course. Our results indicate that between speech degradations and their cognitive compensation, there is a fine balance that
seems to vary greatly across individuals. Hearing impairment or inadequate hearing device settings may limit compensation
benefits. Cochlear implants seem to allow the effective use of sentential context, but likely at the cost of delayed processing.
Linguistic and lexical knowledge, which play an important role in compensation, may be successfully employed in advanced
age, as some compensatory mechanisms seem to be preserved. These findings indicate that cognitive compensation in
hearing impairment can be highly complicated—not always absent, but also not easily predicted by speech intelligibility
tests only.
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Introduction

Understanding speech under ideal conditions is
seemingly straightforward. There is little ambiguity in
the speech signal, and lexical activation is automatic,
requiring minimal cognitive processing for decoding the
message (e.g., Marslen-Wilson & Welsh, 1978). In
real life, listening conditions are not ideal. The acous-
tic-phonetic cues of the speech signal are usually reduced
or distorted by environmental factors, such as poor room
acoustics, reverberation, and interference from back-
ground sounds and talkers (Assmann & Summerfield,
2004; Beutelmann & Brand, 2006; Bronkhorst, 2000),
as well as due to speaking styles, such as casual speech
and regional or foreign accents (Gordon-Salant, Yeni-
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Komshian, & Fitzgibbons, 2010; Janse & Ernestues,
2011; Tamati & Pisoni, 2014). Resolving the increased
ambiguity due to these factors calls for cognitive mech-
anisms to be engaged (e.g., attention, use of grammatical
and syntactical constraints, and semantic integration
from context). This disambiguation must be accom-
plished at a rapid pace so that the conversation can
continue. As a result, these cognitive mechanisms play
an important role in compensating for factors complicat-
ing, and at times reducing, daily life speech communica-
tion (Davis & Johnsrude, 2007; Evans, McGettigan,
Agnew, Rosen, & Scott, 2016; Kjellberg, 2004; Mattys,
Davis, Bradlow, & Scott, 2012; Stenfelt & Ronnberg,
2009; Van Engen & Peelle, 2014; Zekveld, Kramer, &
Festen, 2011).

Similar to the environmental or articulation-related
factors listed earlier, hearing impairment is another
factor that can negatively affect speech intelligibility.
This may be the consequence of missing speech
cues due to reduced audibility or of distortions due to
suprathreshold factors related to hearing impairment
(Baskent, 2006; Ching, Dillon, & Byrne, 1997; Glasberg
& Moore, 1986; Plomp, 1978). Hearing devices can also
change the speech signals, for example, due to front-end
processing or due to the limitations of the speech trans-
mission to the auditory nerve, as is the case for cochlear
implants (CIs; Baskent, Gaudrain, Tamati, & Wagner,
2016; Hohmann & Kollmeier, 1995; Souza, 2002; Stone
& Moore, 2004). Hearing impairment is closely asso-
ciated with advanced age. A further compromise may
occur due to age-related changes in cognitive processes
(Bishop, Lu, & Yankner, 2010; Grady, 2012; Salthouse,
1996), additionally affecting perception of speech in
adverse listening conditions in hearing-impaired (HI)
individuals (Divenyi & Haupt, 1997; Dubno, Dirks, &
Morgan, 1984; Jerger, Jerger, & Pirozzolo, 1991).

Cognitive processes of speech perception have been of
special interest to our group. The speech intelligibility
tests commonly used for speech audiometry in clinical
settings provide only a partial picture of an individual’s
speech communication skills. The intelligibility score
provides a numeric value for speech perception, tested
under ideal conditions of one (clearly articulated) word
or sentence presented at a time, without revealing the
underlying processes of the comprehension. In our
research, we have employed new approaches to deter-
mine whether cognitive processes of speech comprehen-
sion for HI individuals differ from that of normal
hearing (NH) individuals. For instance, we have studied
whether HI listeners can benefit from top-down compen-
sation mechanisms that facilitate speech perception by
NH listeners in particular in adverse conditions—mech-
anisms through which listeners can fill in unheard or
masked parts of the signal by relying on the context
and their knowledge of the language and situation.

If these mechanisms greatly differed in HI than NH,
and if a cognitive compensation is less likely to take
place, this difference could be one of the factors contri-
buting to difficulties HI listeners experience in perceiving
speech in noise.

To answer these questions, new methods, in addition
to the traditional intelligibility tests, are needed. A
number of possibilities have been considered in the
past for such tests (Gatehouse & Gordon, 1990;
Gilbert, Tamati, & Pisoni, 2013; Sarampalis, Kalluri,
Edwards, & Hafter, 2009; Zekveld, George, Kramer,
Goverts, & Houtgast, 2007; Zekveld, Kramer, &
Festen, 2010). Here, we specifically focus on three
mechanisms that can potentially be used for cognitive
compensation in hearing impairment. Together, they
present a comprehensive picture of the differences in cog-
nitive processes of speech perception between HI and
NH (varying from use of context for resolving lexical
ambiguity to time course of comprehension).
Specifically, these three mechanisms are as follows: (a)
top-down restoration of speech, a cognitive mechanism
that helps fill in missing speech segments and hence
enhance speech perception; (b) increase in cognitive pro-
cessing, listening effort, to maintain or enhance speech
perception performance; and (c) use of context informa-
tion and its time course, to resolve ambiguity at a high
pace for real-time communication. The methods to
quantify these cognitive compensation mechanisms
include measurements of (a) speech intelligibility via
phonemic restoration paradigm, (b) response times in
verbal responses or via dual-task paradigm, and (c) eye
tracking via the visual world paradigm.

Top-Down Restoration of Degraded Speech

The brain receives a continuous stream of perceptual
information from which it has to build a coherent
representation of the real world. To achieve this, the
perceived pieces of information that belong to a
common object need to be segregated (from others)
and grouped together (Darwin & Carlyon, 1995;
Wagemans et al., 2012). Identification of perceptual
objects in this manner makes perception easier and
more efficient (Bregman, 1990). The tendency to form
perceptual objects from perceived pieces can also
enhance perception of degraded speech. As early as in
the 1950s, Miller and Licklider (1950) observed that
interrupted speech remains highly intelligible for a wide
range of interruption rates (from very slow interruptions
of 0.1 Hz to as fast as 10kHz), despite missing a large
amount of speech information. This is partially due to
the acoustic and linguistic redundancy in speech signals,
where speech cues are coded in multiple ways, and the
rich sentential context, which provides additional infor-
mation for resolving lexical ambiguity (Assmann &
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Summerfield, 2004; Lippman, 1996; Wingfield, 1975).
Hence, speech with missing segments can be perceptually
restored using the acoustic and linguistic content of the
audible speech segments, either locally or globally, using
context (Bashford, Riener, & Warren, 1992; Benard,
Mensink, & Baskent, 2014; Sivonen, Maess, Lattner, &
Friederici, 2006; Verschuure & Brocaar, 1983). The top-
down restoration can be so strong that, under specific cir-
cumstances, listeners may not even be aware of the missing
part of a speech signal. Warren (1970), for the first time,
demonstrated this using speech with a silent gap filled with a
coughing sound. While such nonspeech filler might not con-
tribute to speech information, it nonetheless serves to create
the illusion that the speech signal continues behind the
coughing sound (or noise), throughout the interruption.

Adding a filler (usually a broadband noise) in the gaps
of interrupted speech can also lead to an increase in intel-
ligibility (Figure 1). In this case, the filler noise hides the
spurious cues generated by the silent gaps that can erro-
neously lead to exclude the correct word as potential
candidate. The noise filler thus maintains a higher level
of ambiguity, making it possible to select the correct
word, perhaps by relying more on context cues. Hence,
interrupting speech signal with silent intervals and filling
these gaps with noise engage compensatory cognitive
mechanisms that result in enhanced intelligibility. This
intelligibility improvement, called phonemic restoration
benefit, has been frequently used in our research to quan-
tify the top-down compensation, in both presence and
absence of hearing impairment.

Top-Down Restoration and Hearing Impairment

In one of our earliest studies, we measured the phonemic
restoration effect with NH, mildly HI, and moderately
HI individuals. Our results (Figure 2, left panel) showed

Figure |. The waveforms are shown for the speech stimuli used
in phonemic restoration experiments. The waveform in the upper
part shows a sentence recording that is interrupted with periodic
silent intervals. The waveform in the lower part shows the same
sentence after the silent intervals are filled with filler noise bursts.
The lower version is the one that induces phonemic restoration,
and the difference in intelligibility as a result gives the measure of
the phonemic restoration benefit.

that while mildly HI individuals could benefit from
phonemic restoration, moderately HI individuals could
not (Baskent, 2010; Baskent, Eiler, & Edwards, 2010).
This observation implies that in mild hearing impairment
(and with adequate amplification), top-down mechan-
isms can still be effectively used. However, as the
degree of hearing impairment increases, these mechan-
isms seem to lose their effect. Perhaps both the loss of
audibility and the distortions due to suprathreshold fac-
tors that typically accompany moderate to severe hearing
loss reduce the efficacy of amplification (Baskent, 2006;
Moore, 1996; Plomp, 1978). As a result, the speech cues
that are necessary to trigger the compensatory cognitive
mechanisms are not adequately transmitted.

Top-Down Restoration With Cls

In CIs, the speech signal is directly delivered to the audi-
tory nerve via electric stimulation. This signal, mainly
limited by the electrode—nerve interface, retains gross
spectral information and the temporal envelope, while
all spectrotemporal fine structure is lost (Baskent et al.,
2016; Loizou, 1998; Shannon, Zeng, Kamath, Wygonski,
& Ekelid, 1995). The relearning of the spectrotemporally
degraded CI speech requires substantial adaptation fol-
lowing the surgery (Lazard, Innes-Brown, & Barone,
2014). While many CI users reach an acceptable level
of speech perception in quiet, this is not universal, and
there is a large variation in outcome measures across
individual CI users (Blamey et al., 2013). Speech percep-
tion in complex environments with interfering back-
ground sounds remains a challenge (Cullington &
Zeng, 2010; Eskridge, Galvin, Aronoff, Li, & Fu, 2012;
Friesen, Shannon, Baskent, & Wang, 2001; Stickney,
Zeng, Litovsky, & Assmann, 2004).

As CI users have to cope with degraded speech on a
daily basis, top-down restoration mechanisms are
especially important for this population. However, it
had not been clear whether implant users could benefit
from top-down restoration, given the impoverished CI-
transmitted speech. A number of studies from our lab, as
well as by other groups, have shown that CI users have
difficulties with perception of interrupted speech
(Bhargava, Gaudrain, & Baskent, 2016; Chatterjee,
Peredo, Nelson, & Baskent, 2010; Nelson & Jin, 2004).
Our interest was, however, in phonemic restoration, that
is, if there would be an increase in intelligibility once filler
noise bursts were added to the gaps of the interrupted
speech. To answer this question, we first conducted a
number of studies with acoustic simulations of ClIs.
Adding spectrotemporal degradation to speech using
vocoder simulations of Cls reduced phonemic restor-
ation benefit (Baskent, 2012). A targeted training
improved the overall performance of perception of inter-
rupted speech combined with spectrotemporal
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Figure 2. Phonemic restoration benefit and how it changes with hearing impairment (left panel) and aging (right panel). The left panel
shows the restoration benefit for varying levels of hearing impairment, as a function of the filler noise level. The right panel shows the
restoration benefit for varying ages, with no hearing impairment, as a function of interruption rate. Note. Source: Baskent et al. (2010) and

Saija et al. (2014), respectively..

degradation, yet the phonemic restoration benefit did not
show (Benard & Baskent, 2014). Adding visual lipread-
ing cues had the same effect (Benard & Baskent, 2015).
Hence, overall results with simulated CI degradations
indicated that CI users would not benefit from top-
down restoration.

Our data from actual CI users, however, presented a
more elaborate picture than the simulation studies had
suggested. In the study by Bhargava, Gaudrain, and
Baskent (2014), we measured phonemic restoration by
CI users for a range of parameters that varied the duty
cycle of speech and the presentation level of the filler
noise. When the data were averaged across the CI
users, there was no phonemic restoration benefit in
conditions where such benefit was observed for NH lis-
teners. This was in line with what was expected from the
previous simulation studies. However, when the data
were analyzed for individual CI users, the ones with
the highest baseline intelligibility scores with uninter-
rupted speech in quiet (i.e., good performers) showed a
restoration benefit (Figure 3, left panel). Note that the
causality in these data is not clear—are better CI users
able to benefit more from top-down restoration mechan-
isms or are they good CI users because they use their top-
down mechanisms better in general? Or, alternatively,
are there other factors that make their devices work
better in general, which then also leads to better restor-
ation benefit in particular? Regardless, data combined
from all of our studies on phonemic restoration hint at
large variation in the use of cognitive mechanisms for
top-down restoration within HI individuals and users
of ClIs, and hence at the importance of investigating indi-
vidual differences, in addition to trends in group data.
The individual variation likely is dominated by both the

underlying physiological limitations of hearing impair-
ment and the cognitive resources needed for compensa-
tion (Akeroyd, 2008; Faulkner & Pisoni, 2013; Rudner &
Lunner, 2014). The results, especially when compared
between simulations and actual CI users, have also indi-
cated that the use of cognitive mechanisms is very much
dependent on the nature and amount of speech cues that
remain in the degraded speech.

Interactive Effects of Voice Pitch and Spectral
Resolution on Top-Down Restoration

In a separate study, we have focused on the importance
of voice pitch, that is, fundamental frequency (FO0), for
phonemic restoration. This was motivated by the fact
that cues related to voice pitch are severely degraded in
the speech transmitted by the CI (Baskent et al., 2016;
Moore & Carlyon, 2005; Zeng, Tang, & Lu, 2014), and
as a result, CI users have difficulties in tasks that rely on
the perception of voice (Chatterjee et al., 2015; Fuller
et al., 2014; Fu, Chinchilla, Nogaki, & Galvin, 2005;
Gaudrain & Baskent, 2015; Kovaci¢c & Balaban, 2009).
In general, FO is an important cue for perceptual organ-
ization in auditory perception (Bregman, 1990; Darwin
& Carlyon, 1995; Wagemans et al., 2012). For speech,
also, voice cues were considered important for fusing
speech segments, for example, in perception of inter-
rupted speech (Chatterjee et al.,, 2010; Gnansia,
Pressnitzer, Péan, Meyer, & Lorenzi, 2010; Nelson &
Jin, 2004). On the other hand, in such processes, prior
knowledge of language and use of context also play a
role (Bashford et al., 1992; Oh, Donaldson, & Kong,
2016; Sivonen et al., 2006), which may be resources
also available to CI users. Indirect support for this idea
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Figure 3. Phonemic restoration benefit shown for Cl users (left panel) and in Cl simulations with or without the voice pitch (right panel).
The left panel shows the restoration benefit for individual Cl users (in RAU scores), as a function of baseline sentence identification score.
The right panel shows the restoration benefit averaged across NH listeners (in RAU scores) who were tested with an acoustic Cl
simulation, with or without the FO cues, as a function of the number of spectral bands. Note. Source: Bhargava et al. (2014) and Clarke et al.
(2016). Cl =cochlear implant; RAU = rationalized arcsine unit; NH = normal hearing.

also came from Freyman, Griffin, and Oxenham (2012)
who showed that whispered speech does not suffer from
interruptions by a gated masker. Hence, while the data
from CI users, as explained earlier, hinted at deficiencies
in perception of interrupted speech, as well as deriving a
benefit from phonemic restoration, it had not been clear
how much the poorly transmitted voice cues per se may
have contributed to this deficit.

Poor pitch perception with Cls likely contributes to
the reduced ability to separate speech from background
sounds (Cullington & Zeng, 2010; Stickney et al., 2004).
The limited spectral resolution available through the
implant prevents proper transmission of the harmonic
structure that supports pitch perception. However, the
exploration of these effects is complicated by the fact
that limited spectral resolution also directly affects the
representation of other speech cues, contained in the
spectral envelope. To tease apart the contributions of
these two components on restoration benefit, we have
developed a new approach to acoustic CI simulation
using TANDEM-STRAIGHT (Kawahara & Morise,
2011). This allowed us to produce speech where we
could vary independently the resolution of the spectral
envelope and the presence/absence of FO (Clarke,
Baskent, & Gaudrain, 2016). Removing the FO cues by
noise-exciting the spectral envelope produces speech
comparable to whispered speech. When the resolution
of the spectral envelope is reduced, this can be viewed as
an extreme case of CI simulation where FO cues are
entirely eliminated, rather than severely degraded, as it
happens in traditional methods (such as with noise-band
vocoders). In contrast, preserving the original FO cues
produces natural speech when the full spectral

resolution is preserved, or, when the resolution of the
spectral envelope is reduced, another extreme case of CI
simulation where the FO information is entirely pre-
served. The right panel of Figure 3 displays the
phonemic restoration benefit with NH listeners tested
using the new simulation technique. More specifically,
restoration benefit was measured with varying number
of spectral bands, with or without FO. The systematic
comparison of the two parameters (spectral resolution,
on the abscissa; presence/absence of FO as red and black
circles) shows a strong interaction. When spectral reso-
lution is high (16 bands), where the restoration benefit is
present, or low (4 bands), where the restoration benefit
is absent, presence or absence of FO does not seem to
matter (overlap of red and black circles). However, in
the mid ranges of spectral resolution (6 bands), the
range that yields intelligibility performance most similar
to actual CI users (e.g., Bhargava et al., 2016; Friesen
et al., 2001), presence or absence of F0O seems to play a
significant role in restoration benefit (larger benefit for
red than black circles). Hence, these simulation results
show that the interaction between bottom-up cues and
the cognitive compensation is complex, and the exact
amount and type of information provided by the hear-
ing device can affect how much top-down restoration
may occur.

Top-Down Restoration and Aging

Hearing impairment is highly correlated with aging, and
as a result, many HI individuals and CI users are also of
advanced age (Blamey et al., 2013; Humes, 2007; Lin,
Thorpe, Gordon-Salant, & Ferrucci, 2011; Meister,



Trends in Hearing

Rédhlmann, Walger, Margolf-Hackl, & Kiessling, 2015;
Pichora-Fuller & Singh, 2006; Stevens et al., 2013). The
results from the studies mentioned in the previous sec-
tion showed a combined effect of hearing impairment
and CI use with advanced age. To tease apart the factors
of hearing status and age, we have studied the effect of
age alone on phonemic restoration, without hearing
impairment being involved (Saija, Akyiirek, Andringa,
& Bagkent, 2014).

Advanced age is accompanied by changes in sensory
and cognitive processes (Lindenberger, Scherer, & Baltes,
2001; Wingfield, Tun, & McCoy, 2005). On the sensory
side, visual and auditory acuity declines (Caban, Lee,
Gomez-Marin, Lam, & Zheng, 2005; Salthouse, 2004;
Swenor, Ramulu, Willis, Friedman, & Lin, 2013). On
the cognitive side, while fluid intelligence seems to be
negatively affected by advanced age, crystallized intelli-
gence may be relatively preserved or may even continue
to improve with older age (Gazzaley, Cooney, Rissman, &
D’Esposito, 2005; Pichora-Fuller, Schneider, & Daneman,
1995; Schieber, 2003). Perhaps as a result of these changes,
even in middle-aged adults with relatively NH, lower per-
formance was observed in perceiving speech in interfering
sounds when compared with younger individuals
(Bagkent, van Engelshoven, & Galvin, 2014; Ruggles,
Bharadwaj, & Shinn-Cunningham, 2012).

Previously, perception of interrupted speech
(Figure 1, top waveform) has been shown to be nega-
tively affected by aging (Bergman et al., 1976), an effect
mostly attributed to the age-related decline in temporal
processing (Gordon-Salant & Fitzgibbons, 1993).
However, it was not clear whether older listeners could
still effectively use the top-down restoration mechanisms,
as the cognitive mechanisms, as mentioned earlier, are
differentially affected by aging. If the cognitive factors
such as processing speed or working memory were
important for restoration, age would work against the
restoration ability. If the cognitive and linguistic skills
such as long-term linguistic knowledge and good use of
context were important for restoration, age should not
negatively affect restoration ability.

To answer this question, we measured phonemic
restoration in young and older listeners, while eliminat-
ing hearing loss as a potential confounding factor by
screening participants in both groups for (near) NH
(Saija et al., 2014). The right panel of Figure 2 shows
the restoration benefit of the two groups. The older
group benefited more than the younger group from
phonemic restoration at 2.5 Hz interruption rate. The
middle, top panel of Figure 3 from Saija et al. (2014),
shows that the intelligibility of interrupted speech by
silence at 2.5Hz for the older group was significantly
lower than that of the younger group, in line with previ-
ous observations on interrupted speech perception. This
interruption rate matches the syllabic frequency of

speech (2 to 5Hz; Edwards & Chang, 2013; Verhoeven,
Pauw, & Kloots, 2004), which means that mostly syl-
lables were deleted by the interruptions. This omission
likely increases ambiguity and results in less contextual
and sentential cues compared with slower interruption
rates, where larger parts of words are available, or with
faster interruptions rates, where more glimpses per word
and syllables are available (Bhargava et al., 2016).
However, the insertion of noise in the silent segments
activates the phonemic restoration mechanism, and so
it is likely that this subsequently enables the older
group to use their linguistic skills better, resulting in a
larger improvement at 2.5 Hz. This reasoning is in line
with Pichora-Fuller, Schneider, and Daneman (1995),
who showed that older individuals benefit more from
sentential context, and Benard et al. (2014), who con-
firmed that linguistic skills indeed seem to play an
important role in the perception of interrupted speech
in general. In parallel, using the gated speech para-
digm—a form of interrupted speech where, instead of
periodic interruptions, progressively longer segments of
the same stimulus are presented—Moradi, Lidestam,
Hallgren, and Ronnberg (2014) found that when sup-
portive semantic context is lacking, HI individuals need
longer sample of the initial part of the speech signal than
NH listeners to identify the rest of the speech signal. This
implies greater reliance of HI individuals on linguistic
cues than NH listeners. This lends support to the idea
that linguistic training may improve the performance of
HI listeners in challenging listening situation. If these
findings can be corroborated with further studies, then
this is good news for older and HI populations, as lin-
guistic knowledge and skills can be improved with
appropriate training.

Final Remarks on Top-Down Restoration

A general observation we were able to make, thanks to
the phonemic restoration paradigm, is that there is a fine
balance of how much and what type of speech degrad-
ation can be compensated by the use of cognitive mech-
anisms. For instance, very slow rates of interruption
remove speech segments that are too long to be ade-
quately restored by cognitive mechanism. On the other
hand, very fast rates of interruption remove such short
segments that intelligibility is hardly affected, thus leav-
ing no room for improvement by engaging cognitive
mechanisms. Similarly, too fine or too coarse spectral
resolutions make the phonemic restoration benefit dis-
appear. This indicates that, while cognitive compensa-
tion mechanisms likely play an essential role in
everyday life situations, specific listening conditions or
specific parameters on hearing devices may render them
either inoperative or unnecessary.
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However, our past work does not yet allow identifying
which of the speech cues need to be preserved in order to
be able to benefit from cognitive compensation. Stilp,
Goupell, and Kluender (2013) used cochlea-scaled
entropy as a measure of quantity of information to
replace with noise bursts, the information-bearing seg-
ments in sentences. They found, in NH listeners, that
replacing high cochlea-scaled entropy segments resulted
in similar loss of intelligibility for full-spectrum stimuli
and for vocoded sentences. This indicates that some
aspects of the speech signal are robust to spectral deg-
radations and remain important for speech intelligibility
even through vocoding. From this, one may extrapolate
that there could be at least some cues on which both NH
and CI listeners rely heavily for top-down compensation.
The next challenge thus seems to be to identify these cues
and find ways to preserve and perhaps enhance them in
hearing devices.

Increased Cognitive Processing:
Listening Effort

The perception of degraded speech requires the alloca-
tion of additional cognitive resources, such as those
related to verbal working memory and attention (Davis
& Johnsrude, 2007; Kjellberg, 2004; Mattys & Wiget,
2011; Ronnberg et al., 2013; van Engen & Peelle, 2014;
Wild et al., 2012; Zekveld et al., 2011), that is, an
increase in listening effort. Allocating these extra cogni-
tive resources to the task of speech comprehension is a
necessary and useful mechanism for maintaining a high-
level performance. However, this allocation may come at
a cost as cognitive resources are considered to be limited
and shared across tasks (Baddeley & Hitch, 1974;
Kahneman, 1973). Hence, increasing resource allocation
for speech understanding could reduce the resources
available for other tasks that need to be conducted in
parallel to speech comprehension, negatively affecting
the performance in these additional tasks (e.g., remem-
bering what is said; Rabbitt, 1968). Further, sustained
listening effort may lead to fatigue, a common complaint
by HI individuals (Hornsby, 2013; McGarrigle et al.,
2014). A clinical tool to quantify listening effort, there-
fore, would be beneficial for optimizing hearing device
settings.

In research on sensory perception, there is a long his-
tory of the use of response times to reflect cognitive
effort, in an attempt to complement measures of detec-
tion or identification accuracy (Donders, 1868; Koga &
Morant, 1923). In the field of communication systems,
the value of such additional measures was soon recog-
nized as well. Researchers showed that even if intelligi-
bility for speech over degraded communication lines was
high, further distinctions in sound quality could be made
by using measures of listening effort, as measured in

response times (Hecker, Stevens, & Williams, 1966),
memory functions (Rabbitt, 1966), or performance on
a secondary task simultaneously conducted in a dual-
task paradigm (Broadbent, 1958). In more recent years,
attempts have been made to also explore listening effort
in hearing impairment (Downs, 1982; Mackersie &
Cones, 2011; Rudner et al., 2011; Sarampalis et al.,
2009; Zekveld et al., 2010), using a range of methods
including self-report as well as behavioral and psycho-
physiological measures, but mostly in research settings.
These methods have not yet been incorporated into rou-
tine clinical procedures. In our lab, we aim to both unra-
vel the complex interactions between cognitive processes
and hearing impairment and also to evaluate the meth-
ods used for this purpose for potential clinical
applicability.

Behavioral methods do not require additional equip-
ment, other than the typical setup of a computer, sound
card, headphones, or speakers. Therefore, initially, we
started exploring hearing deficiencies and listening effort
using the behavioral approach of the dual-task paradigm,
as it has been a long- and well-established method in the
field of cognitive psychology (Kahneman, 1973; Pashler,
1994). This paradigm is also of specific interest as it oper-
ates on the very assumption at the core of our working
definition of listening effort; the interaction between two
tasks that compete for limited cognitive resources.
Variations of the dual-task paradigm have successfully
shown that older listeners expend more listening effort
than their younger counterparts (Gosselin & Gagné,
2011a, 2011b; Tun, Wingfield, & Stine, 1991), and so do
HI listeners (Hicks & Tharpe, 2002; Hornsby, 2013;
Rakerd, Seitz, & Whearty, 1996; Tun, McCoy, &
Wingfield, 2009). This effect is further magnified when
advanced age and hearing impairment are combined
(Tun et al., 2009). These findings again illustrate the clin-
ical relevance of reducing listening effort for HI listeners.
Recent research has also examined the potential benefits of
hearing device features, such as noise reduction, on
decreasing listening effort. More often than not, hearing
aid noise reduction does not provide an improvement in
intelligibility (Nordrum, Erler, Garstecki, & Dhar, 2006).
While not all dual-task studies examining the benefits of
noise reduction show conclusive results (Neher, Grimm,
Hohmann, & Kollmeier, 2014), some do suggest that noise
reduction significantly reduces listening effort for speech
perception in noise, in both NH (Sarampalis et al., 2009)
and HI listeners (Desjardins & Doherty, 2014).

Listening effort, fatigue, and the need for appropriate
clinical tools for quantifying these are highly relevant
issues for CI users as well. Yet, at the time we started
working on listening effort, there had been no study that
explored this in CI users. One main challenge for such
studies is the large variability in performance in CI users
(Blamey et al., 2013). Therefore, we have taken a
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systematic approach. In one of our first studies (Pals,
Sarampalis, & Baskent, 2013), we explored listening
effort, quantified in a dual-task paradigm, with acoustic
simulations of Cls. More specifically, we combined the
primary task of intelligibility of degraded speech with a
secondary visual mental rotation or word rhyming task.
As these two tasks compete for limited cognitive
resources, increased effort for the primary intelligibility
task results in an increase in response times on the sec-
ondary task. We have manipulated the intelligibility of
speech by changing the spectral resolution in the acoustic
CI simulations (Friesen et al., 2001). As the number of
channels increased, intelligibility, reflected by accuracy
on the primary task, increased, and listening effort,
reflected by response times on the secondary task,
decreased (Figure 4, left and right panels, respectively).
The core finding of this study was that, while intelligibil-
ity plateaued at six channels, listening effort continued to
improve to eight channels. Thus, while clinical speech
audiometry indicates the same speech performance for
both six- and eight-channel settings, only the listening
effort measure would indicate the additional benefit of
further increasing the resolution from six to eight chan-
nels. Hence, the study confirmed that speech audiometry
may indeed not be sufficient to show changes in listening
effort for differing listening conditions/device settings.
We now continue this line of research for further under-
standing of factors that can reduce or increase listening
effort in CI users, with potential clinical applications in
mind (Pals, Sarampalis, van Rijn, & Baskent, 2015;
Wagner, Toffanin, & Baskent, 2016; Wagner, Pals, de
Blecourt, Sarampalis, & Baskent, 2016).

Use of Context and Its Time Course

Understanding speech requires the mapping of the signal
onto stored mental representations. This mapping is not
only affected by sensory information but also by lis-
teners’ knowledge about the context and situation.
These top-down mechanisms become especially crucial
in maintaining communication in adverse listening con-
ditions, as explained earlier. To capture how quickly lis-
teners can use this source of information, we have used
eye tracking as an online measure of lexical decision
making (Wagner, Pals, et al., 2016). Whereas intelligibil-
ity scores of speech audiometry reveal the end result of
speech comprehension, the visual world paradigm, based
on gaze fixations, can capture the time course of com-
prehension (e.g., Allopenna, Magnuson, & Tanenhaus,
1998; Dahan, Tanenhaus, & Chambers, 2002). Knowing
the time course of comprehension allows us to compare
how individual stages of speech processing, as they have
been identified by models of speech perception (e.g.,
Shortlist:  Norris, 1994; Shortlist B: Norris, &
McQueen, 2008; TRACE: McClelland & Elman, 1986),
are affected by signal degradation. The specific stages of
interest are lexical access and lexical competition. During
lexical competition, listeners map the heard signal to a
number of matching mental representations. This means
that subconsciously they consider homonyms (e.g., ‘pair’
and ‘pear’), words embedded in other words (e.g., ‘paint’
in ‘painting’), and words that share sound sequences
(e.g., ‘two lips” and ‘tulips’) as potentially the matching
word intended by the speaker. The measure of gaze fix-
ations in eye tracking reflects the finding that upon
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hearing speech stimuli that refer to objects displayed on a
screen, listeners fixate their gaze on the object referred to
almost instantly when the acoustic input has provided
enough support for that specific object (Cooper, 1974).
In short, gaze fixations reflect listeners’ subconscious lex-
ical considerations even before they are aware of their
lexical decision.

Figure 5. Visual world paradigm screenshot used by Wagner,
Pals, et al. (2016) in measuring gaze fixations as a quantification of
time course of speech comprehension.

As discussed before, use of linguistic context can be an
effective compensation mechanism for understanding
speech in adverse listening; however, the limitations of
CI listening may compromise such compensation. We
have used eye tracking to investigate whether degrad-
ations in CI speech would change the effectiveness of
the use of sentential context. The speech signal evolves
quickly, and the integration of all sources of information
needs to occur timely, as delayed mapping of sound to
meaning may increase the processing effort. By investi-
gating the time course, we thus gain insight into process-
ing bottlenecks. More specifically, we have asked the
research questions if sentential context can help resolving
ambiguity in word identification (lexical decision),
despite the degradations of CI speech, and if so, would
the time course be the same. In natural speech, listeners
combine all sources of information in the sentence to pre-
dictively process later-coming information in the sentence
(Dahan & Tanenhus, 2004; Sohoglu, Peelle, Carlyon, &
Davis, 2012). This means that, based on the integration of
semantic information, as for instance with the thematic
constraints given by the verb crawl, listeners can build up
expectations about later-coming words. In this specific
example, they would expect the words baby or worm to
be more likely than words of inanimate objects.
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Figure 6. Gaze fixations, shown as measured by a visual world paradigm. The left and right panels show the results for high- and no-
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We have measured the gaze fixations using the visual
world paradigm as presented by Dahan and Tanenhaus
(2004). The target word [“pijp (pipe)”] of a sentence [e.g.,
translated into English ““At this point in the time the pipe
has stopped smoking”] is presented as a picture on the
screen (Figure 5), along with three other pictures, that
refer to a word similar in sound [“pijl (arrow)”; phono-
logical competitor], a word similar in meaning [“kachel
(stove)”; semantic distractor], and a word not similar in
sound nor meaning [“mossel (mussel)”’; unrelated distrac-
tor]. When no context is provided in the sentence, lexical
competition would take place between the target (pijp)
and the phonological competitor (pijl). When context is
provided, that is, the verb smoked precedes the target,
lexical competition between similar sounding words
would be reduced and instead competition would take
place between the target and the semantic distractor.

Figure 6 shows the data from gaze fixations, with
high- and no-context sentences (left and right panels,
respectively), and without and with acoustic CI simula-
tion (top and bottom panels, respectively). Displayed are
the proportions of fixations averaged across items and
participants and the 95% confidence intervals. The most
important result is the disambiguation point (marked
with red arrows), where the proportion of target fixation
(shown in gray in upper part of each panel) splits from
phonological competitor. In natural speech, the disam-
biguation occurs much faster with context than with no
context (comparison of the left to the right panel on top
row). With degraded speech, a similar effect is observed,
but the disambiguation point comes at a significantly
later time (lower panels). This observation implies that
context is still helpful in dissolving the ambiguity despite
the degradation. However, the caveat is that the semantic
distractor does not show an effect with degraded speech
while it does with natural speech (top-left panel, indi-
cated by the gray arrow). This observation implies that
speech degradation reduces the efficiency of the semantic
integration and also delays it considerably. This likely
causes problems in real-life conversations, as they need
to be carried out at a fast pace. In short, while in NH
listeners, the use of semantic integration leads to a relief
of resources needed for lexical access, this source of relief
is not functioning properly when processing degraded
speech. As a result, the degraded speech cues at the
early stages of speech processing seem to affect the
later stages, possibly (and negatively) affecting higher
level cognitive functions. For example, the delayed pro-
cessing will likely draw more on memory resources in CI
users relative to NH listeners.

Conclusions

Overall, our studies suggest that there seems to be a fine
balance and a complex interaction between the amount

and type of bottom-up speech cues available in the case
of degraded speech and how effectively the degradation
can be compensated using cognitive mechanisms. Our
overall results have shown that this balance can be dis-
turbed in hearing impairment and use of hearing devices,
making this population extra vulnerable in real-life noisy
listening environments.

Our results with top-down restoration show that the
restoration mechanism does not seem to be as robust for
HI individuals and CI users as it is for NH individuals. A
mild hearing impairment does not seem to hinder restor-
ation, but a moderate hearing impairment does. The deg-
radations caused by vocoder simulations seem to prevent
restoration almost entirely, which could not be recovered
by a short targeted training or added speech informa-
tion, such as visual speech cues. The results from the
systematic manipulation of voice pitch and spectral reso-
lution in a new form of CI simulation show a strong
interactive effect, where only a certain combination of
the conditions produce a restoration benefit. In actual
CI users, only the better-performing individuals seem
to benefit from restoration. All combined, these obser-
vations imply that the top-down restoration mechanism
can only be achieved in a more limited manner in HI and
CI listeners compared to NH listeners.

Our results on listening effort indicate indeed that
high-level speech intelligibility can be maintained when
speech degradation becomes more severe; however, an
increase in cognitive processing as compensation can
also come at a cost. Our results on the use of context
support this idea. Degradations to speech, applied via a
vocoder to mimic CI signal degradation, still allow the
effective use of sentential context. Yet this seems to come
at the cost of delayed processing, which may have nega-
tive consequences in real-life communication where the
conversation needs to be conducted at a rapid pace.

The cognitive compensation abilities seem to be highly
variable across individuals. This is perhaps a combined
effect from the underlying ctiology and other physio-
logical limitations caused by hearing impairment and
the individual differences in the cognitive resources (lin-
guistic knowledge, vocabulary, cognitive capacity, etc.)
needed for compensation.

There is also a strong effect of age, an important
factor as many HI individuals tend to be older.
However, this effect is not easy to predict. While in
some situations, such as in perception of interrupted
speech, age has a negative effect, in some others, such
as in phonemic restoration, older listeners seem to be
able to effectively use cognitive compensation mechan-
isms. The latter is a very positive finding, as we have
attributed the lack of a negative age effect to lexical
and linguistic knowledge that seem to be retained in
advanced age, and these are entities that can potentially
be improved with proper training. Hence, our results
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also indicate the importance of potential training tools
for improving perception of degraded speech in HI
individuals.

Our results have also confirmed that the complex and
interactive effects of cognitive factors in speech percep-
tion with hearing loss cannot be readily captured with
the existing traditional speech tests used in the audio-
logical practice. Measures for online speech processes
and for cognitive factors may reveal more to speech com-
prehension and communication, especially in real-life
conditions, than intelligibility scores alone. New meth-
ods (such as proposed by Pals et al., 2015; Wagner, Pals,
et al., 2016; Wagner, Toffanin, Baskent 2016; but also by
Winn, Edwards, & Litovsky, 2015; Zekveld et al., 2010)
need to be incorporated into these practices, as well as
into research and development of new hearing devices.
While dual-task paradigm is proven a robust psycho-
physical measure of listening effort in the lab, also
based on a large number of studies in cognitive psych-
ology (see Pashler & Johnston, 1998), it can be relatively
difficult to set up. The two tasks have to interact in just
the right way. If one is too easy or too difficult, no or
only minimal effects will be observed. Further, a dual
task can be too taxing for an older HI person. In con-
trast, eye tracking and pupillometry are robust neuro-
physiological methods for quantifying cognitive
mechanisms of speech perception and listening effort.
While these require additional equipment, for popula-
tions where behavioral measures may be difficult to
apply (such as in very young children), eye tracker still
remains a good option, especially given that such tech-
nology is becoming more affordable. With such methods,
device features may be better optimized and customized
for individuals, by taking into account more complex
mechanisms of speech perception. Similarly, manufac-
turers may be able to better assess new device features.
There is a possibility that some device features are cur-
rently underassessed, due to lack of such measures, and
are perhaps unnecessarily or prematurely discarded
when they do not show a clear benefit in speech intelli-
gibility. And finally, new rehabilitation and training pro-
grams can be developed that take into account the
cognitive processes of speech, once we know which of
these processes are robust or fragile in the face of hearing
impairment.
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