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Abstract

The Australian Radiation Protection and Nuclear Safety Agency (ARPANSA) held a

comparison exercise in April 2016 where participants came to ARPANSA and mea-

sured the output factor of a nominal 5 mm cone attached to the ARPANSA Elekta

Synergy (Elekta, Crawley, UK) linear accelerator. The goal of the exercise was to

compare the consistency and methods used by independent medical physicists in

measuring small-field output factors. ARPANSA provided a three-dimensional scan-

ning tank for detector setup and positioning, but the participants were required to

measure the output factor with their own detectors. No information regarding out-

put factors previously measured was supplied to participants to make each result as

independent as possible. Fifteen groups travelled to ARPANSA bringing a wide

range of detectors and methods. A total of 30 measurements of the output factor

were made. The standard deviation of the measurements (excluding one expected

outlier from an uncorrected ionization chamber measurement) was 3.6%. The results

provide an insight into the consistency of small-field dosimetry being performed in

Australia and New Zealand at the present time.
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1 | INTRODUCTION

Reference dosimetry for conventional external beam radiotherapy in

Australia is generally performed using the IAEA TRS-398 Code of

Practice which specifies a 10 9 10 cm field in which to measure the

absorbed dose to water in the user’s megavoltage (MV) photon

beam.1 Increasingly, smaller MV photon fields are being used for

patient treatments which bear little resemblance to the broad field

measured during reference dosimetry.

Newer stereotactic treatments are hypofractionated and deliver

large doses to localized areas with smaller nonconventional fields.

Some new radiotherapy treatment machines are incapable of

delivering a 10 9 10 cm field, and thus, the dosimetry must be per-

formed by another method. The reference dosimetry of these small

fields is complex and cannot always be performed with conventional

equipment. Alfonoso et al. published a small-field formalism in 2008

which is being widely used and presents the need for new beam-

specific correction factors when measuring small fields.2 Small-field

dosimetry can be performed with a variety of detectors and each

has associated strengths and weaknesses.3 The measurement of cor-

rection factors for all detectors in common clinical situations is a

large task and currently ongoing. There is presently no accepted pro-

tocol to use when performing small-field dosimetry, although efforts

are underway.2,4
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With the lack of an accepted protocol, it is currently up to the

clinical medical physicist to decide how to perform dosimetry of

small fields. The choice of detector and use of associated correction

factors are very important for dosimetric accuracy. Das et al.

described the challenges of small-field dosimetry and how they could

be overcome.3 Cranmer-Sargison et al. measured output ratios for a

variety of diodes on two different accelerators highlighting some of

the practical aspects of small-field dosimetry.5 Kairn et al. have pub-

lished a practical guide on how to perform small-field output factor

measurements with diodes and microchambers.6

The comparison exercise was initiated to investigate the consis-

tency of small-field measurements in Australia. ARPANSA does not

have a primary standard for absorbed dose in small fields which can

measure the dose output of the nominal 5 mm cone. Therefore, the

results presented here will not be compared to a primary standard

measurement of the output factor. ARPANSA participated in the

comparison, but its results should not be considered any more valid

or accurate than any other result in the comparison.

2 | METHOD

Each participant was given detailed information well before their

allocated time to allow appropriate choice of detectors for the mea-

surements needed. All measurements were performed on the

ARPANSA Elekta Synergy linear accelerator using the 6 MV

(TPR20,10 = 0.673) photon beam. The output factor to be measured

was the ratio of the dose in the 5 mm cone-defined field to the dose

in the 10 9 10 cm multileaf collimator (Elekta MLCi2)-defined field

for a given number of MU. The reference conditions for the mea-

surement are shown in Fig. 1.

The 5 mm cone was commercially manufactured (Elekta Stereo-

tactic Collimator, product number TRT 0065). It was screwed into a

frame (Elekta product number MRT 13541) which was bolted onto

the head of the linear accelerator. The frame, when in position, was

located approximately 60 cm from the location of the accelerator

target. The cone was composed of a combination of Sn, Bi, and Pb.

Its length was 9 cm and it produced a circular field at isocenter of

nominal diameter 5 mm. It was not interlocked with the accelera-

tor and care was taken to ensure that the jaws were set to a field

size of 3 9 3 cm when the cone was in place. This setting was

previously determined to inhibit any radiation leaking around the

cone and minimize any effect on the radiation passing through the

cone. The reproducibility of the cone placement was tested by

removing and remounting the cone and frame nine times. The

maximum difference in the field produced by the cone in both lat-

eral directions (i.e., perpendicular to the beam direction) was

0.2 mm. This was measured by scanning the field with a PTW

60017 electron diode (PTW-Freiburg GmbH, Freiburg, Germany) at

a source to surface distance (SSD) of 95 cm and depth of 5 cm in

inline and crossline orientations to determine the central position

of the field. The effect on the output factor of a cone misalign-

ment was measured with a PTW 60017 electron diode and a

PTW 60019 microDiamond detector. The cone was deliberately

shifted by 0.3 mm in both inline and crossline directions to simu-

late the worst-case scenario misalignment after removing and then

replacing the cone. If the detector was not realigned with the cen-

ter of the field, the percentage change in the measured output

factor was �1.4% and �0.8% for the microDiamond and electron

diode, respectively. It was expected that the larger diameter detec-

tor will see the biggest difference, and that is what was observed.

However, if the detectors were realigned in the field with the

shifted cone, the change in output factor measured for both

detectors was less than 0.1%. The dosimetric field width of the

5 mm cone field was defined as the 50% isodose level normalized

to central axis. It was measured with a PTW 60017 electron diode

and a PTW 60019 microDiamond at 5 cm depth in a water phan-

tom with a 95 cm source to surface distance. Both detectors were

oriented parallel to the beam direction. The crossline full width

half maximum was 5.8 mm and the inline full width half maximum

was 5.9 mm, with both detectors agreeing to within 0.1 mm in

both directions.

An isocentric setup of 95 cm SSD and 5 cm depth in water was

chosen for the comparison. These values were based on the feed-

back given by several clinics who had measured small-field output

factors for commissioning data for a range of treatment planning

systems. As there is no accepted protocol for small-field dosimetry

and different treatment planning systems have different SSD and

depth setups, the choice was arbitrary. The combination of SSD of

95 cm and depth of 5 cm had the advantage that IAEA TRS-398

could be used to perform reference dosimetry in the 10 9 10 cm

field for the 6 MV photon beam.

ARPANSA provided an IBA (IBA Dosimetry GmbH, Schwarzen-

bruck, Germany) Blue Phantom 3D scanning water tank with associ-

ated software, virtual water, adapters, electrometer, triaxial cables,

and various mounts for participant detectors in the water phantom.

All detectors were brought to ARPANSA and mounted in the water

F I G . 1 . Experimental setup for the small-field output factor
measurement indicating the geometry for the reference and small
fields. In this example, the 10 9 10 cm field was being measured by
a Farmer chamber and the small field by a diode; however, the
detector types were chosen by each participant. The measurement
by both detectors in an intermediate field to relate the two
displayed measurements is not shown.
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tank as directed by the participant. The order of the experiments

and what measurements were made were also directed by the par-

ticipant. ARPANSA provided no input or suggestion as to how the

measurements should take place but aided with the logistics of the

measurements such as mounting of detectors without standard hold-

ers in the water phantom. The participants were not given any infor-

mation about previous output factor measurements so as not to

influence their results. However, the comparison was not blind in a

rigorous sense as cone factors are available in the literature, and

discussions between the groups were possible when schedules

overlapped.

3 | RESULTS

The departments that participated in the comparison are listed in

alphabetical order in Table 1. Table 2 lists the types and dimensions

of the active detectors used in the comparison. All results including

some experimental details are shown in Tables 3 and 4. Table 3

shows the active detector results while Table 4 shows Gafchromic

EBT3 film results. The “Uncorrected output factor” in Table 3 is the

ratio of the small-field detector reading in the 5 mm field to the

small-field detector reading in the 10 9 10 cm field if it was used

in both the fields. Otherwise, it is the ratio of the reading of the

small-field detector in the 5 mm field and an intermediate field mul-

tiplied by the ratio of readings of the large-field detector in the

chosen intermediate field and the 10 9 10 cm field. The use of and

selection of intermediate field size were left to each participant.

These results are presented to show the influence of the subse-

quent corrections applied and to allow these results to be compared

using different correction factors. The correction factors used by

the participants came from a variety of sources and these are

shown in the table. For the active detectors, each participant was

also asked if this detector was used clinically and if so, what was

the smallest field measured with this detector. This is also shown in

Table 3.

Table 4 displays the Gafchromic (Ashland Inc., KY, USA) EBT3

film measured output factors and gives some information about the

measurements and subsequent analysis. Some groups measured a

dose linearity curve at ARPANSA although this was challenging con-

sidering the limited time. We believe that they did this to ensure

that the same batch of film was used for both output and linearity

measurements and to account for any possible energy dependence

of the film linearity. The number of Gafchromic EBT3 films irradi-

ated in each field and the monitor units delivered are given. The

size of the region of interest used for the dose determination and

the scanner used for the Gafchromic EBT3 film readout are also

shown.

All reported output factor results shown in Fig. 2 were separated

into different detector types. The average of all the output factors

measurements was 0.611 or 0.616 excluding the uncorrected ioniza-

tion chamber measurement which is an obvious outlier. The standard

deviation of all reported output factors was 5.6%. If the outlier ion-

ization chamber result is excluded, the standard deviation reduces to

3.6%. The red lines indicate the average value reported for each dif-

ferent type. The displayed error bars for each point are the

expanded uncertainties with a confidence level of 95% and were cal-

culated by the participant.

The results for each detector type are summarized below.

3.A | IBA (IBA Dosimetry GmbH, Schwarzenbruck,
Germany) Razor detector

There were four measurements performed with the IBA Razor diode.

In one case, the diode was used in the 10 9 10 cm and 5 mm fields;

however, in the other three cases, the response of the diode in the

5 mm field was “daisy chained” to the response of an ionization

chamber in the 10 9 10 cm field through an intermediate field.19

For one result, a correction factor was estimated from Cranmer-Sar-

gison et al., 7 and for another result, a volume averaging correction

was applied calculated using the 5 mm field profile. The remaining

two results did not apply a correction factor. The standard deviation

of the results was 1.1% and the average value output factor

reported with this detector was 0.642.

3.B | Sun Nuclear (Sun Nuclear, FL, USA) Edge
detector

Two measurements were made with the Sun Nuclear Edge detector.

In both the cases, the detectors were used in the 5 mm cone fields

and 10 9 10 cm fields. In one case, a correction factor was applied

from Bassinet et al., 8 and in the other case, no correction was

applied. The standard deviation of the two results was 3.9% and the

average was 0.649.

TAB L E 1 Participant organizations.

Organization

Andrew Love Cancer Centre, Geelong, Vic

ARPANSA, Vic

Calvary Mater Newcastle, Waratah, NSW

Casey Radiation Oncology Centre, Berwick Vic

Chris O’Brien Lifehouse, Camperdown, NSW

Olivia Newton-John Cancer Wellness & Research Centre, Austin

Health, Heidelberg, Vic

Peter MacCallum Cancer Centre, Sunshine, Vic

Prince of Wales Hospital, Randwick, NSW

Radiation Oncology Institute, Wahroonga, NSW

RMIT University, Melbourne, Vic

Royal Adelaide Hospital, Adelaide, SA

The Alfred Hospital, Melbourne, Vic

The Canberra Hospital, Garran, ACT

Townsville Cancer Centre, Douglas, QLD

Vector Lab, University of Sydney, NSW

Waikato Hospital, Hamilton, New Zealand
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3.C | PTW (PTW-Freiburg, Freiburg, Germany), IBA,
and Standard Imaging (Standard Imaging Inc., WI,
USA) Ionization chambers

Four measurements of the output factor were made with ioniza-

tion chambers. These were type PTW 31016 PinPoint 3D, PTW

31014 PinPoint, IBA CC04, and Standard Imaging A1SL chambers

with active volumes ranging from 0.015 to 0.053 cc. Each chamber

was used to measure the 5 mm field and the 10 9 10 cm field.

No correction was applied to the A1SL result, and it is an obvious

outlier being significantly lower than the other ionization chamber

reported output factors. The correction factors for the three cor-

rected ionization chamber measurements were large and ranged

from 12% to 22%. Two were from the literature9,17 and one was

based on a volume averaging correction from a measured profile.

The average of these four results was 0.558 with a standard devi-

ation of 10.6%.

3.D | IBA SFD stereotactic

Three measurements were made with the IBA SFD Stereotactic

diode. All measurements in the 5 mm field were daisy chained back

to ionization chamber measurements in the 10 9 10 cm field via

intermediate fields. Correction factors from the literature were

applied to two of the results with the other result being uncorrected.

The correction factors applied were from a range of sources and one

was a weighted average from five different papers.10,11,13–15 The

average of the reported output factors was 0.613 with a standard

deviation of 2.5%.

3.E | IBA EFD electron

There were two instances of output factor measurements with the

IBA EFD Electron diode. Both measurements in the 5 mm field were

daisy chained back to IBA CC13 measurements in the 10 9 10 cm

field through intermediate fields. Correction factors from the litera-

ture were applied to both the results with one being a weighted

average of correction factors from more than one paper.10,13,14 The

average of the output factors was 0.608 and the standard deviation

0.4%.

3.F | Gafchromic EBT3 film (Ashland Inc., KY, USA)

The most popular method of measuring the output factor was with

Gafchromic EBT3 film with eight participants using this method. All

but one of the film measurements in the 5 mm field was compared

to film measurements in the 10 9 10 cm field. The other 5 mm field

measurement was compared to an ionization chamber measurement

in the 10 9 10 cm field. Four participants measured linearity curves

for their film while at ARPANSA, and three participants scaled the

MU delivered to obtain similar optical densities for both measured

fields. The remaining participants delivered the same MU for both

5 mm and 10 9 10 cm fields. One participant irradiated their films

in the water phantom, but all others used Virtual WaterTM (Med-Cal,

WI, USA) supplied by ARPANSA. One participant used a new extrap-

olation technique to obtain their final value.18 We do not believe

that the use of Virtual WaterTM will significantly affect the film-mea-

sured output factors. We have measured percentage depth dose

curves in this beam in Virtual WaterTM and a water phantom and

observed no local differences down to a depth of 20 cm. The aver-

age of the output factor measurements made by film was 0.608 with

a standard deviation of 3.3%.

3.G | PTW 60019 microDiamond

Three measurements were made with PTW 60019 microDiamond

detectors. In all three cases, the microDiamond was used in both the

5 mm and 10 9 10 cm fields. All results were corrected with data

TAB L E 2 Materials and dimensions of the active volumes of the detectors used in the comparison exercise.

Detector Active detector material

Active detector
dimensions perpendicular

to the beam

Active detector
length parallel
to the beam Active volume

IBA Razor detector Unshielded p-type silicon diode 0.6 mm diameter 0.02 mm 0.006 mm3

Sun nuclear edge detector Silicon diode encapsulated in brass housing 0.8 9 0.8 mm2 0.03 mm 0.019 mm3

IBA SFD stereotactic diode Unshielded p-type silicon diode 0.6 mm diameter 0.06 mm 0.02 mm3

IBA EFD electron diode Unshielded p-type silicon diode 2 mm diameter 0.06 mm 0.2 mm3

PTW 60019 microDiamond Diamond Schottky diode 2.2 mm diameter 0.001 mm 0.004 mm3

PTW 60018 SRS diode Unshielded p-type silicon diode 1.2 mm diameter 0.25 mm 0.3 mm3

Aircore plastic scintillation detector BC400 plastic scintillator 1 mm diameter 1 mm 0.8 cm3

PTW 60017 electron diode Unshielded p-type silicon diode 1.2 mm diameter 0.03 mm 0.03 mm3

Bragg peak chamber PMMA-walled ionization chamber vented to air 82 mm diameter 2 mm 10.5 cm3

PTW 31016 PinPoint 3D PMMA-walled ionization chamber vented to air 2.9 mm diameter 2.9 mm 0.016 cm3

PTW 31014 PinPoint PMMA-walled ionization chamber vented to air 2 mm diameter 5 mm 0.015 cm3

IBA CC04 C552-walled ionization chamber vented to air 4 mm diameter 3.6 mm 0.04 cm3

Standard imaging A1SL C552-walled ionization chamber vented to air 4 mm diameter 4.4 mm 0.053 cm3

332 | OLIVER ET AL.



T
A
B
L
E
3

Su
m
m
ar
y
o
f
re
su
lt
s
fo
r
al
l
ac
ti
ve

de
te
ct
o
rs
.

5
m
m

fi
el
d
de

te
ct
o
r

In
te
rm

ed
ia
te

fi
el
d

1
0
3

1
0
cm

fi
el
d
de

te
ct
o
r

U
nc

o
rr
ec

te
d

o
ut
pu

t
fa
ct
o
r

St
at
ed

un
ce

rt
ai
nt
ya

C
o
rr
ec

ti
o
n

fa
ct
o
r

So
ur
ce

o
f

co
rr
ec

ti
o
n

fa
ct
o
r

O
ut
pu

t
fa
ct
o
r

St
at
ed

un
ce

rt
ai
nt
ya

C
lin

ic
al

u
se

Sm
al
le
st

cl
in
ic
al

fi
el
d

IB
A

R
az
o
r
di
o
de

N
A

IB
A

R
az
o
r
di
o
de

0
.6
3
7

0
.6
1
%

N
o
ne

N
A

0
.6
3
7

0
.6
1
%

N
o

N
A

IB
A

R
az
o
r
di
o
de

5
9

5
cm

IB
A

F
C
6
5
-G

0
.6
5
3

3
.0
2
%

0
.9
7
4

7
0
.6
3
6

3
.6
2
%

Y
es

1
.5

cm
2

Su
n
nu

cl
ea

r
ed

ge
N
A

Su
n
N
uc

le
ar

E
dg

e
0
.6
6
8

3
.7
4
%

0
.9
4
5

8
0
.6
3
2

4
.1
7
%

Y
es

2
9

2
cm

P
T
W

3
1
0
1
6
pi
np

o
in
t
3
D

N
A

P
T
W

3
1
0
1
6
P
in
po

in
t
3
D

0
.5
2
9

3
.7
4
%

1
.1
2

9
0
.5
9
2

4
.1
3
%

Y
es

2
9

2
cm

IB
A

SF
D

st
er
eo

ta
ct
ic

2
9

2
cm

&

5
9

5
cm

IB
A

C
C
0
4

0
.6
2
8

2
.7
8
%

N
o
ne

N
A

0
.6
2
8

2
.7
8
%

Y
es

4
m
m

co
n
e

IB
A

E
F
D

el
ec
tr
o
n

4
9

4
cm

IB
A

C
C
1
3

0
.6
3
8

1
.6
0
%

0
.9
5
5

1
0

0
.6
1
0

1
.6
8
%

Y
es

1
0
m
m

co
n
e

IB
A

SF
D

st
er
eo

ta
ct
ic

5
9

5
cm

P
T
W

pi
np

o
in
t
3
D

ch
am

be
r

0
.6
3
9

1
.4
6
%

0
.9
6
1

1
1

0
.6
1
4

2
.4
8
%

Y
es

1
9

1
cm

P
T
W

6
0
0
1
9
m
ic
ro
D
ia
m
o
nd

N
A

P
T
W

m
ic
ro
D
ia
m
o
nd

0
.6
4
3

5
.0
%

0
.9
6
9

1
0

0
.6
2
3

5
.0
0
%

N
o

N
A

IB
A

R
A
Z
O
R
di
o
de

4
9

4
cm

IB
A

C
C
1
3

0
.6
5
2

0
.1
0
%

N
o
ne

N
A

0
.6
5
2

0
.1
0
%

Y
es

5
m
m

co
n
e

Su
n
nu

cl
ea

r
ed

ge
N
A

Su
n
N
uc

le
ar

E
dg

e
0
.6
6
7

1
.0
0
%

N
o
ne

N
A

0
.6
6
7

1
.0
0
%

Y
es

1
.5

9
1
.5

cm

P
T
W

6
0
0
1
9
m
ic
ro
D
ia
m
o
nd

N
A

P
T
W

6
0
0
1
9
m
ic
ro
D
ia
m
o
nd

0
.6
4
5

1
.0
0
%

0
.9
6
1

1
0

0
.6
2
0

1
.0
0
%

Y
es

1
.5

9
1
.5

cm

St
an

da
rd

im
ag
in
g
A
1
SL

N
A

St
an

da
rd

Im
ag
in
g
A
1
SL

0
.4
7
1

1
.0
0
%

N
o
ne

N
A

0
.4
7
1

1
.0
0
%

Y
es

2
9

2
cm

P
T
W

T
6
0
0
1
8
SR

S
D
io
de

3
9

3
cm

&

5
9

5
cm

IB
A

C
C
0
4

0
.6
5
8

1
.5
0
%

0
.9
2
9

1
2

0
.6
1
2

3
.0
0
%

Y
es

1
9

1
cm

IB
A

C
C
0
4

N
A

IB
A

C
C
0
4

0
.5
0
0

0
.2
%

1
.1
4
1

–b
0
.5
7
0

3
.4
0
%

Y
es

1
9

1
cm

IB
A

E
F
D

el
ec
tr
o
n

3
9

3
cm

IB
A

C
C
1
3

0
.6
2
3

1
.0
0
%

0
.9
7
4

1
0
&

1
3
&

1
4

0
.6
0
6

2
.9
0
%

N
o

N
A

IB
A

SF
D

st
er
eo

ta
ct
ic

3
9

3
cm

IB
A

C
C
1
3

0
.6
1
8

1
.0
0
%

0
.9
6
6

1
0
&

1
3
&

1
4
&

1
5

0
.5
9
8

3
.0
0
%

N
o

N
A

P
T
W

3
4
0
7
0
B
ra
gg

P
ea

k

ch
am

be
r
+
G
af
ch

ro
m
ic

E
B
T
3
fi
lm

5
cm co
ne

fi
el
d

IB
A

F
C
6
5
-G

N
A

N
A

N
A

N
A

0
.6
4
5

4
.9
0
%

N
o

N
A

IB
A

R
az
o
r
di
o
de

3
9

3
cm

IB
A

C
C
0
4

0
.6
4
1

0
.1
6
%

1
.0
0
2

–b
0
.6
4
2

0
.1
6
%

N
o

N
A

A
ir
co

re
pl
as
ti
c
sc
in
ti
lla
to
r

N
A

A
ir
co

re
pl
as
ti
c
sc
in
ti
lla
to
r

0
.5
9
9

0
.6
7
%

1
.0
0
7

–b
0
.6
0
3

0
.6
6
%

Y
es

4
m
m

co
n
e

P
T
W

6
0
0
1
7
el
ec
tr
o
n
di
o
de

N
A

P
T
W

6
0
0
1
7
el
ec
tr
o
n
di
o
de

0
.6
3
2

3
.0
0
%

0
.9
3
9

1
1

0
.5
9
4

3
.2
0
%

N
o

N
A

P
T
W

6
0
0
1
9
m
ic
ro
D
ia
m
o
nd

N
A

P
T
W

6
0
0
1
9
m
ic
ro
D
ia
m
o
nd

0
.6
0
1

3
.0
0
%

1
.0
2
7

1
6

0
.6
1
8

3
.2
0
%

N
o

N
A

P
T
W

3
1
0
1
4
pi
np

o
in
t
ch

am
be

r
N
A

P
T
W

3
1
0
1
4
pi
np

o
in
t
ch

am
be

r
0
.4
9
0

3
.2
0
%

1
.2
2

1
7

0
.5
9
8

3
.5
%

N
o

N
A

a
E
xp

an
de

d
un

ce
rt
ai
nt
y
(k

=
2
)
de

fi
ni
ng

an
in
te
rv
al

ha
vi
ng

a
le
ve

l
o
f
co

n
fi
de

nc
e
o
f
ap

pr
o
xi
m
at
el
y
9
5
%

in
th
e
o
ut
pu

t
fa
ct
o
r
(o
r
un

co
rr
ec
te
d
o
u
tp
u
t
fa
ct
o
r)
,
as

st
at
ed

b
y
th
e
fa
ci
lit
y.

T
h
e
re
as
o
n
s
fo
r
th
e
la
rg
e

va
ri
at
io
ns

be
tw

ee
n
th
es
e
va
lu
es

ar
e
di
sc
us
se
d
in

th
e
te
xt
.

b
V
o
lu
m
e
av
er
ag
in
g
co

rr
ec
ti
o
n
ca
lc
ul
at
ed

fr
o
m

pr
o
fi
le

m
ea

su
re
m
en

ts
.

OLIVER ET AL. | 333



from the literature.10,16 Interestingly, the published correction factors

do not agree on whether the microDiamond will under respond or

over respond in the 5 mm field. The average of the microDiamond

output factor results was 0.620 with a standard deviation of 0.4%.

3.H | PTW 60018 SRS diode

One measurement was performed with a PTW 60018 SRS diode. Its

response in the 5 mm field was daisy chained to the response of an

IBA CC04 ionization chamber in the 10 9 10 cm chamber through

an intermediate field of size 3 9 3 cm. A correction factor from the

literature was applied to the result.12 The output factor reported

was 0.612.

3.I | PTW 60017 electron diode

One measurement was made with the PTW 60017 electron diode. It

was used to measure the output in both the 5 mm and 10 9 10 cm

fields. A correction factor from the literature11 was applied to obtain

the reported output factor value of 0.594.

3.J | PTW 34070 Bragg peak chamber plus
Gafchromic EBT3 film

A technique using a PTW 34070 Bragg peak chamber for measure-

ments of dose area product (DAP)20,21 combined with relative dose

profiles measured with Gafchromic EBT3 film was also used to

derive the output factor. The chamber was first calibrated in a large

50 mm cone field with a known central axis dose rate from sec-

ondary standard Farmer chamber measurements. The central axis

dose multiplied by the Gafchromic EBT3 film-determined relative

dose profile over the chamber divided by the chamber response

gives the chamber calibration factor. The chamber calibration factor

multiplied by the chamber reading in the 5 mm field divided by the

relative dose profiles over the active area in the 5 mm field gave

the central axis dose in absolute terms. The central axis dose was

then divided by the central axis dose in the 10 9 10 cm MLC field

measured with a secondary standard farmer chamber to obtain the

output factor. All Bragg Peak chamber responses were corrected

for saturation, polarity, and air density. Relative dose profiles were

normalized to central axis and based on a combination of two Gaf-

chromic EBT3 film exposures at high (4000 MU) and low (400 MU)

doses, with the aim of increasing the accuracy in the low-dose

region outside the penumbra. The output factor measured with this

technique was 0.645.

3.K | Air core plastic scintillation detector

A noncommercial air core plastic scintillation detector was also used

to measure the output factor. It was used in both the 5 mm and

10 9 10 cm fields. No correction factor was applied to the ratio of

the readings from each field. The value reported from this detector

was 0.603.T
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4 | DISCUSSION

This aim of this study was to investigate the consistency of small-

field measurements in Australia, by comparing a small-field output

factor measured at ARPANSA by different physicists. We recognize

that most participants had only 2 hours to perform their measure-

ments, and thus, there may have not been enough time to perform

the measurements in exactly the same way as would be done in

their clinical environment. Based on feedback from the participants,

we believe that the results are still broadly representative of what is

achieved clinically. We note that nearly all participants used multiple

methods to give confidence to their results and should have used

their uncertainty budget to indicate any issues arising from time con-

straints. One group managed to make three different measurements

in the 2-hour period.

Some of the detectors used in this comparison also may have

not been used in such small fields before. All groups using active

detectors used the ARPANSA-supplied 3D water scanning tank to

position their detectors in the 5 mm field. Scans in orthogonal direc-

tions were generally performed to find the center of the field; how-

ever, repeating these measurements was generally not possible due

to time constraints. The water tank positioning reproducibility was

tested after the measurements, and it was shown to reposition the

detector to within the uncertainty quoted by the manufacturer. A

few groups moved the detector in small increments near the center

of the field to find the maximum response. Some participants who

measured the output factor with Gafchromic EBT3 film approxi-

mated their usual procedures with the number of films irradiated at

once, the total number of films irradiated, irradiation medium, and

the measurement of dose linearity curves possibly being different to

their usual procedures due to time limitations.

The correction factors used to correct the measurements of the

various detectors in the 5 mm and 10 9 10 cm fields to an output

factor are included in Table 3. The group who used the air core scin-

tillation detector would have corrected their diode measurement

based on the scintillation detector result which would have made

these results identical. Thus, their diode result was reported without

a correction factor with the assumption that it had over responded.

For all other instances where the correction factor is one, it is pre-

sumed that the participant considered that a correction factor was

not needed or they could not calculate or determine an accurate

value for an appropriate correction factor. In the latter cases, we

expect that the quoted uncertainty would include an estimate of the

systemic uncertainty caused by not having a correction factor. The

different sources of correction factors are also listed in Table 3. Dif-

ferent correction factors from separate publications have been

applied to experimental results utilizing the same type of detector.

For some measurements, the average of a range of published correc-

tions has been used. The case of the correction factors used for the

PTW 60019 microDiamond highlights some differences in the appli-

cation of correction factors from the literature. Two of the three

results used the same publication to obtain a correction factor, but

the two values applied from this publication differed by 1.0%. The

third result used a correction factor from a different publication

which was 6.4% larger than the average of the other two correction

factors. One publication based their correction factor on Monte

Carlo calculations and the other on alanine measurements.10,16 It is

interesting to note that although such a range of correction factors

were applied to these three results, the standard deviation was only

0.4%. Dieterich S et al. have measured cone factors with a number

of diode detectors also used in this work allowing relative compar-

isons between their corrections to be made.19

Each participant was asked to provide the uncertainty in their

output factor measurements including both random and systematic

components. The uncertainty for each output factor measurement

shown in Fig. 2 was calculated by the participant and is quoted at a

confidence level of 95%. It was not modified in any way by the

authors. For some results, it is possible that these were calculated as

the Type A variation in the experimental measurement only and thus

are underestimates. It was requested that each result is supplied

with an expanded uncertainty containing all relevant Type A and

Type B uncertainties. All uncertainty calculations provided here and
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in the clinic should include Type B uncertainties as outlined in the

paper by Hill.22The standard deviation of all reported output factors

was 5.6%. If the outlier ionization chamber result is excluded, the

standard deviation reduces to 3.6%. This is still larger than the gen-

eral recommendation on accuracy in radiotherapy of 3%.23 The

results were also analyzed by dividing by the correction factors listed

in Table 3 to investigate the influence of the stated correction fac-

tors. The standard deviation was then 8.4% (or 7.2% excluding the

ionization chamber outlier result). The large increase is mainly due to

the ion chamber results which require large correction factors. If

these are excluded, the standard deviation is reduced to 3.8%. For

comparison, the IAEA TRS-398 estimate of the standard uncertainty

in the calibration of a high-energy photon beam in reference condi-

tions is 1.5%.1

Nine of the 30 reported output factors were from detectors

which had not been used to measure clinically employed small fields.

If these output factors were excluded, then the standard deviation

of the results increased from 3.6% to 3.9% indicating that these

results did not contribute to an increase in the overall variability in

the results. If the results only included those detectors which had

been used to measure clinical fields equal to or smaller than that

measured in this comparison, then the standard deviation remained

unchanged at 3.6% also indicating no bias when only including those

results.

5 | CONCLUSION

A total of 15 independent groups travelled to ARPANSA in April

2016 to measure the output factor of a 5 mm cone on a nominal

6 MV linear accelerator photon beam. A wide range of detectors

and methods were used to measure the output factor. The correc-

tion factors employed and general formalism of the measurements

have been presented providing an indication of the current clinical

work being done in this area. The standard deviation of all the

results (excluding an outlier from an ionization chamber known to

require a large correction) was 3.6%. The results give an indication

of the consistency of the small-field dosimetry being performed in

Australia at the current time. Some care is needed in interpreting

the results. In particular, time limitations and lack of a similar 5 mm

field in every clinic meant that not all the facilities were attempting

dosimetry with the same rigor. Several facilities failed to understand

the accepted ways to report and/or calculate uncertainties, which

resulted in a large variation in the uncertainty estimates. We expect

that the publication of an accepted protocol for small-field mea-

surements would improve the consistency of the measurements

and reporting of uncertainties that have been observed in this

work.
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