
1.  Introduction
The main objective of this work is to show how the chaotic, rich dynamics of frictionally unstable systems can 
be altered and controlled. We mainly focus on Generalized Burridge-Knopoff (GBK) models and seismic fault 
models, and we show how slow-slip and smooth energy relaxation can be achieved in a controlled and designed 
manner.

Our control theory is inspired by the recent experience that humans do cause earthquakes by injecting fluids in 
the earth's crust, which potentially lead to fault reactivation and induced/triggered seismicity (Cappa et al., 2019; 
Cornet, 2016; Guglielmi et al., 2015; Keranen et al., 2013; McGarr et al., 2002; Raleigh et al., 1976; Rubinstein 
& Mahani, 2015). These unwanted seismic events can have important consequences for active industrial projects 
(see for instance conventional and unconventional energy production in oil and gas industry, renewable energies 
like deep geothermal projects and CO2 sequestration).

In this work, the problem of fluid injections is seen from another perspective. We exploit the dependence of 
friction on fluid pressure and we use it as backdoor for altering the dynamics of an underlying chaotic system. 

Abstract  We propose a theory for preventing instabilities and inducing controlled, slow-slip in frictionally 
unstable systems, such as the Generalized-Burridge-Knopoff (GBK) model and seismic fault models. We 
exploit the dependence of friction on pressure and use it as a backdoor for altering the dynamics of the 
underlying dynamical system. We use the mathematical Theory of Control and, for the first time, we manage to 
(a) stabilize and restrict chaos in this kind of systems, (b) guarantee slow frictional dissipation and (c) tune the 
system toward desirable global asymptotic equilibria of lower energy. Our control approach is robust and does 
not require exact knowledge of the frictional or elastic behavior of the system. Numerical examples of control 
are given for a Burridge-Knopoff system and a strike-slip fault model obeying rate-and-state friction. GBK 
models are known to present Self-Organized Critical (SOC) behavior. Therefore, the presented methodology 
shows an additional example of SOC Control. Even though further developments are necessary before 
any practical application, we expect our methodology to inspire earthquake mitigation strategies regarding 
anthropogenic and/or natural seismicity.

Plain Language Summary  Frictional instabilities are omnipresent in nature. A characteristic 
example is that of earthquakes. Earthquakes are dynamic instabilities that occur when the elastic unloading 
of the rocks surrounding a fault zone cannot be counterbalanced by fault friction. Recent experience shows 
that friction can be altered by injecting fluids in the earth's crust. However, until now, most attempts of fluid 
injections result, sooner or later, in provoking earthquakes. In this work, we present a general mathematical 
theory that shows that it is possible to adjust the fluid pressure to prevent these instabilities. Moreover, we 
show how we can induce slow-slip and allow smooth energy relaxation in such systems. We show also how to 
drive these systems to desirable stable equilibria of lower energy in a controlled manner. This is achieved even 
in the absence of complete information about the frictional properties and other uncertainties and unmodeled 
dynamics. In order to illustrate the theory, we provide numerical examples for spring-dashpot-slider (Burridge-
Knopoff) systems, which are characterized by rich dynamics, chaos and self-organized criticality, and for a 
seismic fault model. The current limitations of the proposed approach are also extensively discussed. The 
proposed theoretical framework could inspire strategies for controlling anthropogenic and natural seismicity.
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The main ingredient of our approach is the modern mathematical Theory of Control (Khalil,  2015; Vardu-
lakis, 1991, 2012), which is applied in order to:

1.	 �Stabilize the unstable frictional system;
2.	 �Drive it quasi-statically to lower energy levels and stable equilibria.

This is achieved without precise knowledge of the mechanical parameters of the system and of its heterogeneous 
and uncertain frictional and elastic properties. A key element of this work is the mathematical proof that control 
is possible provided that the friction coefficient is Lipschitz continuous (Abbott, 2015; Brauer & Nohel, 1969) 
with respect to the states of the system. In other words, the rate of change of the friction coefficient with respect 
to the slip and/or the slip-rate should be finite (limited/bounded). Lipschitz continuity is a reasonable assumption 
for friction, given that any unmodeled and unknown physical process will have finite influence on the friction 
coefficient, due to its own finite spatio-temporal scales and finite energy.

The mathematical developments presented herein are kept as general as possible. The developed controller is 
designed for tackling a general class of non-linear ordinary differential equations systems, which involve friction, 
independently of the frictional rheology (e.g., slip-weakening, slip-rate weakening (SRW), rate-and-state friction 
(RSF), or other rheologies involving multiphysics couplings). This allows us to cover a variety of physical situa-
tions involving frictionally unstable systems.

Our theory is first applied to control the rich and chaotic dynamics of Generalized Burridge-Knopoff (GBK) 
models (see Burridge & Knopoff, 1967; Huang et al., 1992; Ito & Matsuzaki, 1990, among others). Burridge-Knop-
off models consist of several interconnected elements (masses) that can slide on a rough surface under friction. 
The sliding masses are connected to a driver plate that slowly transfers load and energy to the system. For more 
details about this model we refer to Section 3. This kind of systems are characterized by slow and fast dynamics 
and show spatio-temporal correlations due to the interconnectivity of their elements. The continuous slow move-
ment of the driver plate leads to instabilities expressed as abrupt sliding of clusters of elements. GBK show rich 
dynamic behavior, chaos and manifest self-organized criticality. Notice that due to the absence of long-range 
interactions among (very) distant elements, Burridge-Knopoff models may exhibit more instabilities than seismic 
fault models. As such, they become a very interesting benchmark for showing the capabilities of our theory.

Next, we proceed by applying our control theory to seismic fault models. Our control theory can be applied 
directly in any fault configuration, provided that a consistent spatial discretization of the continuum elastody-
namic boundary value problem is given (e.g., with the Finite Element Method, Finite Differences, Boundary 
Elements, spectral methods, among others (Boyd, 2000)). Here we present an example of a strike-slip fault, which 
obeys RSF (Dieterich, 1979). In our simulations, the RSF parameters are heterogenous over the fault area and 
they follow a log-normal distribution. We show how the proposed theory can drive aseismically the system to a 
new stable state, without even knowing the exact friction law that characterizes fault slip.

Inevitably, our theoretical framework could be used for exploring new strategies for earthquake control. 
Controlling earthquakes is not a new idea. In the 70s, Raleigh et al.  (1976) have shown how fluid injections 
could enhance or mitigate seismicity at the Rangely Oil Field in Colorado, USA. Despite their encouraging 
results, the authors raised concern about the feasibility of controlling the behavior of faults due to many hypo-
thetical factors that could preclude the possibility of obtaining any degree of useful control. These hypothetical 
factors refer mainly to the uncertainties related to the physical properties of the geosystem, the available data and 
cost. However, the recent human activity, related to energy production, revived the need for fault stabilization 
and seismic risk reduction. Numerous laboratory and field experiments focused on determining factors influ-
encing the transition from seismic to a-seismic slip during fluid injections (see Cappa et al., 2019; Guglielmi 
et al., 2015; Scuderi & Collettini, 2018; Tinti et al., 2016; Tzortzopoulos et al., 2021, among others). Seismic 
traffic-light systems have been also proposed for minimizing seismicity and risks to acceptable levels (see Baisch 
et al., 2019; Bommer et al., 2006; Bommer et al., 2015; Bosman et al., 2016; Broccardo et al., 2020; Häring 
et al., 2008; Kwiatek et al., 2019; Verdon & Bommer, 2021; Walters et al., 2015). More recently, “cyclic stimu-
lation” (Hofmann  et al., 2018, 2019; Zang et al., 2019) and “fracture caging” (Frash et al., 2021) were proposed 
for limiting induced seismic events in geothermal energy projects. In the former, fluids are injected in a reservoir 
with cyclically varying injection rates. In the latter, wells are drilled in order to encage (contain) high-pressure 
fluids from injection wells within a targeted volume.
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Despite the plethora of the proposed strategies and variations, the concerns raised by Raleigh et al. (1976) remain 
still valid and none of them can provide a rigorous mathematical framework where the question of earthquake 
control could be explored in a systematic and effective way. We believe that the proposed approach is a first step 
toward this direction.

The paper is organized as follows. In Section 2, we present the theoretical developments for control. The math-
ematical proofs for stabilization and asymptotic tracking are given in details in this Section. Requirement for 
our control method to be effective is the boundedness of the rate of change of friction with respect to slip and/
or slip-rate. Therefore, we proceed with deriving bounds of common frictional laws, such as the slip and SRW 
frictional laws and the RSF model. The influence of multiphysics couplings on friction and their boundedness is 
discussed as well. In Section 3, we provide the main ingredients of the Generalized Burridge-Knopoff formula-
tion used here and we confirm its well-known Self-Organized Critical (SOC) behavior by the means of a numeri-
cal example. Then, we show how the input pressure can be adjusted in real-time for assuring slow-slip and driving 
the system to lower (potential) energy states (robust tracking). In Section 4, we apply the developed theory for 
controlling seismic slip over a strike-slip fault under RSF. The results of our approach are discussed extensively in 
the last Section of this work, where perspectives, limitations and implications of the current framework are given 
for SOC Control (SOCC) and geophysics, in general, and for man-made and natural earthquakes, in particular.

2.  Theory
The class of nonlinear systems that are studied herein are represented by the following non-linear system of 
differential equations:

𝑥𝑥′ = 𝐴𝐴(𝑥𝑥𝑥 𝑥𝑥)𝑥𝑥 + 𝐵𝐵(𝑥𝑥𝑥 𝑥𝑥)𝑢𝑢 + 𝑔𝑔(𝑥𝑥𝑥 𝑥𝑥),� (1a)

𝑦𝑦 = 𝐶𝐶𝑜𝑜𝑥𝑥𝑥� (1b)

where t ≥ 0 is the time, 𝐴𝐴 𝐴𝐴 = 𝑥𝑥(𝑡𝑡) ∈ ℝ
𝑛𝑛 the state vector, 𝐴𝐴 𝐴𝐴′ =

𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑
∈ ℝ

𝑛𝑛 the time derivative of the state vector, 𝐴𝐴 𝐴𝐴 ∈ ℝ
𝑝𝑝 

the input vector, 𝐴𝐴 𝐴𝐴 ∈ ℝ
𝑚𝑚 the output vector, 𝐴𝐴 𝐴𝐴 ∈ ℝ

𝑛𝑛×𝑛𝑛 , 𝐴𝐴 𝐴𝐴 ∈ ℝ
𝑛𝑛×𝑝𝑝 , 𝐴𝐴 𝐴𝐴𝑜𝑜 ∈ ℝ

𝑚𝑚×𝑛𝑛 , and 𝐴𝐴 𝐴𝐴 ∈ ℝ
𝑛𝑛 matrices and vector, 

respectively, with potential nonlinear elements. We assume that the above system is shifted in such a way that the 
origin (𝐴𝐴 𝐴𝐴 = 0 ) is an equilibrium, that is, 𝐴𝐴 𝐴𝐴′ = 0 .

The vector 𝐴𝐴 𝐴𝐴(𝑥𝑥𝑥 𝑥𝑥) contains the frictional terms of the system. The matrix 𝐴𝐴 𝐴𝐴(𝑥𝑥𝑥 𝑥𝑥) represents elastic, viscoelastic 
or inelastic phenomena (see Fung, 1965) of the rock surrounding the fault zone. Its exact components are deter-
mined by spatially discretizing the differential operators that correspond to (visco-)elastic and inertia effects 
on the basis of appropriate discretization methods. The matrix 𝐴𝐴 𝐴𝐴(𝑥𝑥𝑥 𝑥𝑥) contains the influence of injected fluid 
pressure changes (input 𝐴𝐴 𝐴𝐴 ) to the dynamics of the system through friction. Both matrices 𝐴𝐴 𝐴𝐴(𝑥𝑥𝑥 𝑥𝑥) and 𝐴𝐴 𝐴𝐴(𝑥𝑥𝑥 𝑥𝑥) can 
contain uncertainties and unmodeled dynamics. Therefore, we decompose them into a nominal (known) and 
perturbed/deviated (unknown/uncertain) part:

𝐴𝐴(𝑥𝑥𝑥 𝑥𝑥) = 𝐴𝐴0 + Δ𝐴𝐴(𝑥𝑥𝑥 𝑥𝑥),� (2a)

𝐵𝐵(𝑥𝑥𝑥 𝑥𝑥) = 𝐵𝐵0 + Δ𝐵𝐵(𝑥𝑥𝑥 𝑥𝑥),� (2b)

where 𝐴𝐴 𝐴𝐴0 and 𝐴𝐴 𝐴𝐴0 are chosen to be constant matrices, such that the pair 𝐴𝐴 (𝐴𝐴0, 𝐵𝐵0) to be stabilizable. 𝐴𝐴 Δ𝐴𝐴 and 𝐴𝐴 Δ𝐵𝐵 
are perturbations from the nominal system. This additive decomposition is always possible for the applications 
presented in this work.

Inserting Equations (2) into Equation (1a), we obtain:

𝑥𝑥′ = 𝐴𝐴0𝑥𝑥 + 𝐵𝐵0𝑢𝑢 + Δ𝐵𝐵(𝑥𝑥𝑥 𝑥𝑥)𝑢𝑢 + 𝑓𝑓 (𝑥𝑥𝑥 𝑥𝑥),� (3)

where 𝐴𝐴 𝐴𝐴 (𝑥𝑥𝑥 𝑥𝑥) = Δ𝐴𝐴(𝑥𝑥𝑥 𝑥𝑥)𝑥𝑥 + 𝑔𝑔(𝑥𝑥𝑥 𝑥𝑥) . Assuming matched uncertainties (Khalil, 2015), the vector 𝐴𝐴 𝐴𝐴 can be rewrit-
ten as 𝐴𝐴 𝐴𝐴 (𝑥𝑥𝑥 𝑥𝑥) = 𝐵𝐵0𝐵𝐵

+

0

𝑓𝑓 (𝑥𝑥𝑥 𝑥𝑥) , where 𝐴𝐴 𝐴𝐴+

0
∈ ℝ

𝑝𝑝×𝑛𝑛 is the Moore-Penrose inverse matrix of 𝐴𝐴 𝐴𝐴0 . After rearrangement 
of some terms, Equation (3) yields:

𝑥𝑥′ = 𝐴𝐴0𝑥𝑥 + Δ𝐵𝐵(𝑥𝑥𝑥 𝑥𝑥)𝑢𝑢 + 𝐵𝐵0 (𝑢𝑢 + ℎ(𝑥𝑥𝑥 𝑥𝑥)) ,� (4)

where 𝐴𝐴 𝐴(𝑥𝑥𝑥 𝑥𝑥) = 𝐵𝐵+

0

𝑓𝑓 (𝑥𝑥𝑥 𝑥𝑥) is assumed to be Lipschitz continuous (Abbott, 2015; Brauer & Nohel, 1969):
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‖ℎ(𝑥𝑥𝑥 𝑥𝑥)‖ ≤ 𝛽𝛽‖𝑥𝑥‖,� (5)

with 𝐴𝐴 𝐴𝐴 𝐴 0 , and 𝐴𝐴 ‖ ⋅ ‖ being the Euclidean norm. Therefore, if friction is a 
Lipschitz function (see Section  2.3) and 𝐴𝐴 Δ𝐴𝐴 bounded, then 𝐴𝐴 𝐴(𝑥𝑥𝑥 𝑥𝑥) is also 
Lipschitz.

The dynamics of the above system will be controlled using the mathematical 
theory of control (Khalil,  2015; Vardulakis,  1991,  2012). The target is to 
update the input, 𝐴𝐴 𝐴𝐴 , which in the applications presented in Sections 3 and 4 
corresponds to the pressure of fluids injected (added) and pumped (removed) 

at the frictional interfaces, in order to stabilize it, that is, to avoid abrupt, seismic slip and sudden energy release. 
The term stability is used here in the Lyapunov sense (that is, the system remains close to its equilibrium state 
under small perturbations from it; for a rigorous mathematical definition of Lyapunov stability we refer to Lyapu-
nov (1966) and Stefanou and Alevizos (2016)).

We consider a general negative feedback control system as depicted in Figure 1. 𝐴𝐴 Σ(𝑃𝑃
𝓁𝓁
) is the multivariable system 

(plant) to be controlled described by Equation (1), and 𝐴𝐴 Σ(𝐶𝐶) is the stabilizing controller we need to design. 𝐴𝐴 𝐴𝐴(𝑡𝑡) is 
the output of the closed-loop, controlled system 𝐴𝐴 Σ(𝑃𝑃

𝓁𝓁
, 𝐶𝐶) and 𝐴𝐴 𝐴𝐴(𝑡𝑡) the input of the plant. 𝐴𝐴 𝐴𝐴(𝑡𝑡) is a desired state of 

the system, such that 𝐴𝐴 lim
𝑡𝑡→∞

𝑦𝑦 = 𝑟𝑟 . First, we seek the controller 𝐴𝐴 Σ(𝐶𝐶) that can immobilize (or stabilize at the origin 
in terms of Lyapunov stability) the system 𝐴𝐴 (𝑟𝑟(𝑡𝑡) = 0) . Then, we will consider specific forms for 𝐴𝐴 𝐴𝐴 (e.g., constant, 
non null velocity) in order to drive the system smoothly to a desired stable equilibrium point and dissipate the 
energy in a controlled manner. In the frame of the mathematical theory of control, this process is called tracking.

In Sections 2.1 and 2.2, we provide the necessary mathematical proofs and we derive the controllers that will 
allow us to stabilize and control the unstable seismic slip by adjusting the fluid pressure on the frictional inter-
faces. The approach is based on the second method of Lyapunov for proving stability (Brauer & Nohel, 1969; 
Khalil, 2015). Notice that these mathematical proofs are central and support the conclusions drawn in this work. 
The numerical simulations that follow in Sections 3 and 4 illustrate the consequences of these mathematical 
derivations.

2.1.  Robust State Feedback Stabilization

Let the scalar function 𝐴𝐴 𝐴𝐴 (𝑥𝑥) = 𝑥𝑥TΘ𝑥𝑥 𝑥 0 for all non-zero 𝐴𝐴 𝐴𝐴 ∈ 𝕏𝕏 ⊂ ℝ
𝑛𝑛 and 𝐴𝐴 𝐴𝐴 (0) = 0 . Under these conditions, 

𝐴𝐴 Θ ∈ ℝ
𝑛𝑛×𝑛𝑛 is called positive definite, that is, 𝐴𝐴 Θ ≻ 0 (or negative definite if 𝐴𝐴 𝐴𝐴TΘ𝑥𝑥 𝑥 0 ∀𝑥𝑥 ∈ 𝕏𝕏 ⊂ ℝ

𝑛𝑛∖0 , i.e., 𝐴𝐴 Θ ≺ 0 ).

We will design a constant negative full-state feedback 𝐴𝐴 (𝐶𝐶𝑜𝑜 = 𝐼𝐼𝑛𝑛) robust controller of the form 𝐴𝐴 𝐴𝐴 = −𝐾𝐾𝐾𝐾 = −𝑅𝑅−1𝐵𝐵T

0
Θ𝑥𝑥  

𝐴𝐴 𝐴𝐴 = −𝐾𝐾𝐾𝐾 = −𝑅𝑅−1𝐵𝐵T

0
Θ𝑥𝑥 ,where 𝐴𝐴 𝐴𝐴 ∈ ℝ

𝑝𝑝×𝑛𝑛 is the gain matrix and 𝐴𝐴 𝐴𝐴 ∈ ℝ
𝑝𝑝×𝑝𝑝 is selected to be positive definite.

According to Lyapunov's stability theorem (see Lyapunov's Second Method, Brauer & Nohel, 1969), if there 
exists 𝐴𝐴 𝐴𝐴 (𝑥𝑥) > 0 for which 𝐴𝐴

𝑑𝑑𝑑𝑑 (𝑥𝑥)

𝑑𝑑𝑑𝑑
= 𝑉𝑉 ′(𝑥𝑥) is strictly negative 𝐴𝐴 ∀𝑥𝑥 ∈ 𝕏𝕏 ⊂ ℝ

𝑛𝑛∖0 , then the origin of the system, 𝐴𝐴 𝐴𝐴 = 0 , 
is asymptotically stable. If 𝐴𝐴 𝕏𝕏 extends over the whole real 𝐴𝐴 𝐴𝐴 -dimensional Euclidean space, then the origin is glob-
ally asymptotically stable. Differentiating 𝐴𝐴 𝐴𝐴 (𝑥𝑥) with respect to time we obtain:

𝑉𝑉 ′ = 𝑥𝑥′TΘ𝑥𝑥 + 𝑥𝑥TΘ𝑥𝑥′� (6a)

= 𝑥𝑥T
(
𝐴𝐴T

0
Θ + Θ𝐴𝐴0 − Θ𝐵𝐵0𝑅𝑅

−1𝐵𝐵T

0
Θ
)
𝑥𝑥 − 𝑥𝑥TΘ𝐵𝐵0𝑅𝑅

−1𝐵𝐵T

0
Θ𝑥𝑥−

−2𝑥𝑥TΘ
𝐵𝐵0𝑅𝑅

−1Δ𝐵𝐵T +
(
𝐵𝐵0𝑅𝑅

−1Δ𝐵𝐵T
)T

2
Θ𝑥𝑥 + 2𝑥𝑥TΘ𝐵𝐵0ℎ.

� (6b)

The first term of the right hand side of Equation (6b) is part of a Continuous Algebraic Riccati Equation (see also 
Zhou et al., 1996) of the form:

𝐴𝐴T

0
Θ + Θ𝐴𝐴0 − Θ𝐵𝐵0𝑅𝑅

−1𝐵𝐵T

0
Θ = −𝑄𝑄� (7)

that can be solved numerically (see Appendix C). 𝐴𝐴 𝐴𝐴 ∈ ℝ
𝑛𝑛×𝑛𝑛 is positive definite. Equation (7) has a unique posi-

tive definite solution 𝐴𝐴 Θ ≻ 0 if the pair 𝐴𝐴 (𝐴𝐴0, 𝐵𝐵0) is stabilizable, 𝐴𝐴 𝐴𝐴 is (at least) positive semi-definite (i.e., �⪰0 
if 𝐴𝐴 𝐴𝐴T𝑄𝑄𝑄𝑄 ≥ 0 ∀𝑥𝑥 ∈ 𝕏𝕏 ⊂ ℝ

𝑛𝑛∖0 ) and 𝐴𝐴 𝐴𝐴 𝐴 0 . Moreover, should we design the nominal matrix 𝐴𝐴 𝐴𝐴0 such that the 

Figure 1.  Negative feedback control system 𝐴𝐴 Σ(𝑃𝑃
𝓁𝓁
, 𝐶𝐶) . 𝐴𝐴 Σ(𝑃𝑃

𝓁𝓁
) is the 

Generalized Burridge-Knopoff or the seismic fault system (plant) to be 
controlled (Equation (1)) using the proposed robust controller 𝐴𝐴 Σ(𝐶𝐶) (see 
Sections 2.1 and 2.2).
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non-Hermitian matrix 𝐴𝐴 𝐴𝐴0𝑅𝑅
−1Δ𝐵𝐵T to be always positive semi-definite, the third term of the right-hand side of 

Equation (6b) is a non-positive number. Setting 𝐴𝐴 𝐴𝐴 = 𝑅𝑅−1∕2𝐵𝐵T

0
Θ𝑥𝑥 , Equation (6) becomes:

𝑉𝑉 ′
≤ −𝑥𝑥T𝑄𝑄𝑄𝑄 − 𝑧𝑧T𝑧𝑧 + 2𝑧𝑧T𝑅𝑅1∕2ℎ,� (8)

where 𝐴𝐴 𝐴𝐴−1 = 𝑅𝑅−1∕2𝑅𝑅−1∕2 . We choose the positive semi-definite matrix 𝐴𝐴 𝐴𝐴 in such a way that Equation (8) to be 
strictly negative for any given pair of 𝐴𝐴 (𝑡𝑡𝑡 𝑡𝑡) . Such a design should contain the uncertainties and non-linearities 
embedded in vector 𝐴𝐴 𝐴 (see Equation (5)). Let:

𝑄𝑄 = 𝑄𝑄0 + 𝛽𝛽2‖𝑅𝑅1∕2‖
2
𝐼𝐼𝑛𝑛,� (9)

where 𝐴𝐴 𝐴𝐴0 ≻ 0 is to be specified depending on the application and 𝐴𝐴 𝐴𝐴𝑛𝑛 is the identity matrix of size 𝐴𝐴 𝐴𝐴 . Substituting 
Equation (9) to Equation (8) yields:

𝑉𝑉 ′
≤ −𝑥𝑥T𝑄𝑄0𝑥𝑥 − 𝛽𝛽2‖𝑅𝑅1∕2‖

2
𝑥𝑥T𝑥𝑥 − 𝑧𝑧T𝑧𝑧 + 2𝑧𝑧T𝑅𝑅1∕2ℎ� (10a)

≤ −𝑥𝑥T𝑄𝑄0𝑥𝑥 − 𝛽𝛽2‖𝑅𝑅1∕2‖
2
‖𝑥𝑥‖

2
− ‖𝑧𝑧‖

2
+ 2𝛽𝛽‖𝑅𝑅1∕2‖‖𝑧𝑧‖‖𝑥𝑥‖� (10b)

≤ −𝑥𝑥T𝑄𝑄0𝑥𝑥 −
(
𝛽𝛽‖𝑅𝑅1∕2‖‖𝑥𝑥‖ − ‖𝑧𝑧‖

)2

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
≥0

� (10c)

≤ −𝑥𝑥T𝑄𝑄0𝑥𝑥
⏟⏟⏟

>0

< 0.
� (10d)

The above inequality is valid for any 𝐴𝐴 𝐴𝐴 ∈ ℝ
𝑛𝑛 . Therefore, the closed-loop system of Figure 1 𝐴𝐴 (Σ(𝑃𝑃

𝓁𝓁
, 𝐶𝐶)) is globally 

exponentially stable (Khalil, 2015). Consequently, independently of the initial conditions, 𝐴𝐴 lim
𝑡𝑡→∞

𝑥𝑥(𝑡𝑡) = 0 .

Summarizing, for the design of the controller, the matrices 𝐴𝐴 𝐴𝐴0 , 𝐴𝐴 𝐴𝐴0 , 𝐴𝐴 𝐴𝐴0 , and 𝐴𝐴 𝐴𝐴 as well as the 𝐴𝐴 𝐴𝐴 coefficient are 
problem dependent and have to be determined as explained above.

2.2.  Robust Tracking

Let 𝐴𝐴 𝐴𝐴(𝑡𝑡) ∈ ℝ
𝑞𝑞 denote the reference input signals that we want to track, with 𝐴𝐴 𝐴𝐴 ≤ 𝑝𝑝 (see Lewis et al., 2012). For 

this purpose, we apply the method of integral action (Khalil, 2015). Assuming that the dynamics of the designed 
controller are well represented by 𝐴𝐴 𝐴𝐴 single integrators and that the reference input vector 𝐴𝐴 𝐴𝐴(𝑡𝑡) is a step command 
with magnitude 𝐴𝐴 𝐴𝐴0 , the compensator dynamics can be expressed by the following set of equations:

𝜉𝜉′ = 𝑒𝑒 = 𝐶𝐶𝑡𝑡𝑥𝑥 − 𝑟𝑟0,� (11a)

𝑤𝑤 = 𝜉𝜉𝜉� (11b)

where 𝐴𝐴 𝐴𝐴 ∈ ℝ
𝑞𝑞 expresses the integral of the error, 𝐴𝐴 𝐴𝐴 ∈ ℝ

𝑞𝑞 , between the actual and the desired state, 𝐴𝐴 𝐴𝐴0 . The multi-
plication with the matrix 𝐴𝐴 𝐴𝐴𝑡𝑡 ∈ ℝ

𝑞𝑞×𝑛𝑛 expresses a linear combination of the outputs of the system in which we want 
to apply tracking (Equation (1)) and 𝐴𝐴 𝐴𝐴 ∈ ℝ

𝑞𝑞 is the controller's output vector for tracking.

By augmenting the system of Equations (1) with Equations (11), we get:

⎡

⎢

⎢

⎣

�′

�′

⎤

⎥

⎥

⎦

⏟⏟⏟
�′�

=
⎡

⎢

⎢

⎣

� ��×�

�� ��×�

⎤

⎥

⎥

⎦

⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟
��

⎡

⎢

⎢

⎣

�

�

⎤

⎥

⎥

⎦

⏟⏟⏟
��

+
⎡

⎢

⎢

⎣

�

��×�

⎤

⎥

⎥

⎦

⏟⏞⏞⏞⏟⏞⏞⏞⏟
��

[

�
]

⏟⏟⏟
��

+
⎡

⎢

⎢

⎣

��×�

−��

⎤

⎥

⎥

⎦

⏟⏞⏞⏟⏞⏞⏟
��

[


0
]

+
⎡

⎢

⎢

⎣

�

��×1

⎤

⎥

⎥

⎦

⏟⏞⏞⏟⏞⏞⏟
��

,
� (12a)

⎡

⎢

⎢

⎣

�

�

⎤

⎥

⎥

⎦

⏟⏟⏟
��

=
⎡

⎢

⎢

⎣

�� ��×�

��×� ��

⎤

⎥

⎥

⎦

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
��

⎡

⎢

⎢

⎣

�

�

⎤

⎥

⎥

⎦

⏟⏟⏟
��

,
� (12b)



Journal of Geophysical Research: Solid Earth

STEFANOU AND TZORTZOPOULOS

10.1029/2021JB023410

6 of 24

where 𝐴𝐴 𝐴𝐴𝑖𝑖×𝑗𝑗 denotes the zero matrix with 𝐴𝐴 𝐴𝐴 rows and 𝐴𝐴 𝐴𝐴 columns. In compact form, the above equations are written 
as follows:

𝑥𝑥′
𝑎𝑎 = 𝐴𝐴𝑎𝑎𝑥𝑥𝑎𝑎 + 𝐵𝐵𝑎𝑎𝑢𝑢𝑎𝑎 + 𝑅𝑅𝑎𝑎𝑟𝑟0 + 𝑔𝑔𝑎𝑎,� (13a)

𝑦𝑦𝑎𝑎 = 𝐶𝐶𝑎𝑎𝑥𝑥𝑎𝑎.� (13b)

Considering again full-state feedback 𝐴𝐴 (𝐶𝐶𝑎𝑎 = 𝐼𝐼𝑛𝑛+𝑞𝑞) , the input vector 𝐴𝐴 𝐴𝐴𝑎𝑎 is of the form:

𝑢𝑢𝑎𝑎 = −𝐾𝐾𝑎𝑎𝑥𝑥𝑎𝑎.� (14)

at steady-state Equations (13) yield:

0 = 𝐴𝐴𝑎𝑎𝑥𝑥
𝑒𝑒𝑒𝑒
𝑎𝑎 + 𝐵𝐵𝑎𝑎𝑢𝑢

𝑒𝑒𝑒𝑒
𝑎𝑎 + 𝑅𝑅𝑎𝑎𝑟𝑟0 + 𝑔𝑔

𝑒𝑒𝑒𝑒
𝑎𝑎 ,� (15a)

𝑦𝑦
𝑒𝑒𝑒𝑒
𝑎𝑎 = 𝐶𝐶𝑎𝑎𝑥𝑥

𝑒𝑒𝑒𝑒
𝑎𝑎 .� (15b)

By applying the transformation 𝐴𝐴 𝐴𝐴𝐴𝑎𝑎(𝑡𝑡) = 𝑥𝑥𝑎𝑎(𝑡𝑡) − 𝑥𝑥
𝑒𝑒𝑒𝑒
𝑎𝑎  , 𝐴𝐴 𝐴𝐴𝐴𝑎𝑎(𝑡𝑡) = 𝑦𝑦𝑎𝑎(𝑡𝑡) − 𝑦𝑦

𝑒𝑒𝑒𝑒
𝑎𝑎  , 𝐴𝐴 𝐴𝐴𝐴𝑎𝑎(𝑡𝑡) = 𝑢𝑢𝑎𝑎(𝑡𝑡) − 𝑢𝑢

𝑒𝑒𝑒𝑒
𝑎𝑎  , 𝐴𝐴 𝐴𝐴𝐴𝑎𝑎(𝑡𝑡) = 𝑔𝑔𝑎𝑎(𝑡𝑡) − 𝑔𝑔

𝑒𝑒𝑒𝑒
𝑎𝑎  , 

Equations (13) become:

𝑥̃𝑥′
𝑎𝑎 = 𝐴𝐴𝑎𝑎𝑥̃𝑥𝑎𝑎 + 𝐵𝐵𝑎𝑎𝑢̃𝑢𝑎𝑎 + 𝑔̃𝑔𝑎𝑎,� (16a)

𝑦̃𝑦𝑎𝑎 = 𝐶𝐶𝑎𝑎𝑥̃𝑥𝑎𝑎.� (16b)

Using the same transformation, Equation (14) becomes:

𝑢̃𝑢𝑎𝑎 = −𝐾𝐾𝑎𝑎𝑥̃𝑥𝑎𝑎.� (17)

The above system of equations is of the form of Equations (1) for which a robust stabilizing controller was derived 
in the previous paragraph. Consequently, if the input respects Equation (17) or, equivalently, Equation (14), then 

𝐴𝐴 lim
𝑡𝑡→∞

𝑒𝑒(𝑡𝑡) = 0 or 𝐴𝐴 lim
𝑡𝑡→∞

𝐶𝐶𝑡𝑡𝑥𝑥 = 𝑟𝑟0 and so the reference input step command, 𝐴𝐴 𝐴𝐴0 , is tracked robustly. For time varying 
reference trajectories, 𝐴𝐴 𝐴𝐴(𝑡𝑡) , we expect a steady state error, which can be eliminated by adding more integrators 
(that is., 𝐴𝐴 𝐴𝐴 double integrators, see Tzortzopoulos, 2021a; Gutiérrez-Oribio et al., 2022) or reduced by increasing 
the relevant integral action gains.

2.3.  Boundedness of Friction

Friction between materials in contact is a complex phenomenon and involves dissipative phenomena at different 
length and time scales. Moreover, friction depends on the fabric, the deformation history and the heterogenei-
ties of the materials in contact. Consequently, friction is, in general, hard to quantify in practice without large 
uncertainties.

In the frame of fault mechanics, the most common frictional models that can lead to earthquake-like instabilities 
are the Slip Weakening, SRW and RSF laws (see Byerlee, 1978; Dieterich, 1981; Kanamori & Brodsky, 2004; 
Scholz,  2019, among others). More advanced constitutive models have been also proposed in the literature. 
These physics-based models can take into account, in a direct manner, various Thermo-Hydro-Chemo-Mechan-
ical phenomena that arise during frictional sliding (see Barras et al., 2019; Bhattacharya & Viesca, 2019; Ches-
ter,  1994; Collins-Craft et  al.,  2020; Kenigsberg et  al.,  2020; Lachenbruch,  1980; Rattez & Veveakis,  2020; 
Rattez, Stefanou, & Sulem, 2018; Rattez, Stefanou, Sulem, Veveakis, & Poulet, 2018; Rudnicki & Chen, 1988; 
Stathas & Stefanou, 2022; Vardoulakis, 2000, and references therein, among others). Nevertheless, despite the 
rich literature on that topic, the quantification of the frictional properties is not a trivial task and it would always 
lead to estimations characterized by uncertainties (cf. Rice, 2006).

However, this does not mean that these uncertainties are unbounded. In the following paragraphs, we show that 
the aforementioned popular frictional models are Lipschitz continuous functions (bounded rate of change with 
respect to slip and/or slip-rate). Consequently, our control approach is applicable even without precise knowledge 
of the exact frictional parameters and their spatial distribution. Moreover, our approach can cover unmodeled 
dynamics influencing friction, provided that the Lipschitz condition is satisfied as shown below.
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2.3.1.  Slip-Weakening Friction

In the slip-weakening friction law, the coefficient of friction, 𝐴𝐴 𝐴𝐴 , evolves from an initial value 𝐴𝐴 𝐴𝐴𝑠𝑠 (static friction 
coefficient), to a residual one 𝐴𝐴 𝐴𝐴𝑑𝑑 (kinetic friction coefficient). This transition is made in a characteristic slip 
distance 𝐴𝐴 𝐴𝐴𝑐𝑐 (Kanamori & Brodsky, 2004). The slip-weakening law is often expressed through the following expo-
nential decay function, whose parameters can be calibrated based on experimental data:

𝜇𝜇 = 𝜇𝜇(𝛿𝛿) = 𝜇𝜇𝑑𝑑 + Δ𝜇𝜇e
−

𝛿𝛿

𝑑𝑑𝑐𝑐 ,� (18)

where 𝐴𝐴 𝐴𝐴 𝐴 0 is the slip and 𝐴𝐴 Δ𝜇𝜇 = 𝜇𝜇𝑠𝑠 − 𝜇𝜇𝑑𝑑 > 0 . Exploiting the properties of the exponential function, we can show 
that there exists 𝐴𝐴 𝐴𝐴 ≥

Δ𝜇𝜇

𝑑𝑑𝑐𝑐
> 0 such that 𝐴𝐴 |𝜇𝜇(𝛿𝛿) − 𝜇𝜇(0)| ≤ 𝛾𝛾|𝛿𝛿| . In other words, the rate of change of this slip-weak-

ening friction law with respect to the slip is finite with a determined bound. The same holds for the piece-wise 
linear slip-weakening law, which also satisfies the above bound.

2.3.2.  Slip-Rate Weakening Friction

Another law, that is frequently met in the literature, is the SRW friction law, in which the friction coefficient 
is expressed in terms of the slip-rate 𝐴𝐴 𝐴𝐴 𝐴 0 , that is, 𝐴𝐴 𝐴𝐴 = 𝜇𝜇(𝑣𝑣) . An example of such a law is given in Huang and 
Turcotte (1992) and takes the form:

𝜇𝜇 = 𝜇𝜇(𝑣𝑣) =
𝜇𝜇𝑠𝑠

1 +
𝑣𝑣

𝑣𝑣𝑐𝑐

,� (19)

where 𝐴𝐴 𝐴𝐴𝑐𝑐 is a characteristic velocity describing the friction coefficient drop due to SRW. Again, it can be shown 
that there exists 𝐴𝐴 𝐴𝐴 ≥

𝜇𝜇𝑠𝑠

𝑣𝑣𝑐𝑐
> 0 such that 𝐴𝐴 |𝜇𝜇(𝑣𝑣) − 𝜇𝜇(0)| ≤ 𝛾𝛾|𝑣𝑣| . In other words, the rate of change of this SRW friction 

law with respect to the slip-rate is finite with a determined bound.

2.3.3.  Rate-And-State Friction

The most popular friction law that is used for applications in fault mechanics is the RSF law (Dieterich, 1979; 
Ruina, 1983). According to this model, friction depends logarithmically on the slip-rate and on a state variable 
that reflects microscopic processes related to contact asperities, healing and creep. This state variable is not to be 
confused with the state of the dynamical system under study as defined in Equation (1).

Despite the success of this empirical constitutive law to represent experimental data, it does not have a sound 
thermodynamical basis allowing for a proper balance of energies through external powers and dissipation 
(Pipping, 2019). This mathematical drawback can be alleviated by proper regularization. Pipping (2019) adopted 
two possible regularizations that, in the frame of the aging law for the state evolution, can lead to a well defined 
boundary value problem with unique solution in space and time. According to this author, the friction coefficient 
can be given using any of the two following expressions:

𝜇𝜇 = 𝜇𝜇𝑟𝑟(𝑣𝑣𝑣 𝑣𝑣) = 𝑎𝑎 sinh
𝑣𝑣

2𝑣𝑣𝜓𝜓
� (20)

or

𝜇𝜇 = 𝜇𝜇𝑡𝑡(𝑣𝑣𝑣 𝑣𝑣) = 𝑎𝑎 ln
+ 𝑣𝑣

𝑣𝑣𝜓𝜓
.� (21)

in the above expressions, 𝐴𝐴 𝐴𝐴 is a positive coefficient depending on the material, 𝐴𝐴 ln
+
𝑥𝑥 = ln(max(1, 𝑥𝑥)) and:

𝑣𝑣𝜓𝜓 = 𝑣𝑣0e
−

𝜇𝜇0+𝑏𝑏𝑏𝑏

𝑎𝑎 ,� (22)

where 𝐴𝐴 𝐴𝐴 is a positive coefficient depending on the material and 𝐴𝐴 𝐴𝐴0 and 𝐴𝐴 𝐴𝐴0 are reference values for the friction coef-
ficient and the slip velocity, respectively (also dependent on the material). It can be shown that (Pipping, 2019):

|��(�, �2) − ��(�, �1)| ≤ |��(�, �2) − ��(�, �1)| ≤ �|ln
��2

��1

| = �|�2 − �1|,� (23)
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where we set 𝐴𝐴 𝐴𝐴1 = 𝜓𝜓(𝑡𝑡1) , 𝐴𝐴 𝐴𝐴2 = 𝜓𝜓(𝑡𝑡2) , with 𝐴𝐴 𝐴𝐴2 > 𝑡𝑡1 . The state variable, 𝐴𝐴 𝐴𝐴 , satisfies the general evolution law:

𝜓𝜓 ′ + 𝜆𝜆(𝜓𝜓) = 𝑓𝑓 (𝑣𝑣),� (24)

where 𝐴𝐴 𝐴𝐴(𝜓𝜓) is a non-decreasing function and 𝐴𝐴 𝐴𝐴 (𝑣𝑣) is Lipschitz. In the special case of the aging law, 𝐴𝐴 𝐴𝐴(𝜓𝜓) = −
𝑣𝑣0

𝑑𝑑𝑐𝑐
e−𝜓𝜓 

and 𝐴𝐴 𝐴𝐴 (𝑣𝑣) = −
𝑣𝑣

𝑑𝑑𝑐𝑐
 , with 𝐴𝐴 𝐴𝐴𝑐𝑐 being a characteristic slip distance (Scholz, 2019). By integrating with respect to time 

Equation (24) and using the non-decreasing property of 𝐴𝐴 𝐴𝐴(𝜓𝜓) , we obtain 𝐴𝐴 𝐴𝐴2 − 𝜓𝜓1 ≤ ∫
𝑡𝑡2

𝑡𝑡1
𝑓𝑓 (𝑣𝑣)𝑑𝑑𝑑𝑑 .

In the case of the aging law, it holds:

|𝜓𝜓2 − 𝜓𝜓1| ≤
𝑏𝑏

𝑑𝑑𝑐𝑐

|𝛿𝛿 (𝑡𝑡2) − 𝛿𝛿 (𝑡𝑡1) |.� (25)

Using Equations  (23) and (25) we can finally show that there exist 𝐴𝐴 𝐴𝐴1 ≥
𝑏𝑏

𝑑𝑑𝑐𝑐
> 0 and 𝐴𝐴 𝐴𝐴2 ≥ 𝑎𝑎 𝑎 0 , such that 

𝐴𝐴 |𝜇𝜇(𝑣𝑣𝑣 𝑣𝑣) − 𝜇𝜇(0, 0)| ≤ 𝛾𝛾1|𝛿𝛿| + 𝛾𝛾2|𝑣𝑣| . It is worth noticing, that this bound is a combination of the bounds for slip and 
SRW friction. Therefore, the rate of change of the RSF law with respect to the slip and the slip-rate is finite with 
a determined bound.

2.3.4.  Multiphysics Couplings and Friction

Due to the various complex phenomena that take place in nature, frictional weakening may depend also on 
temperature, 𝐴𝐴 𝐴𝐴  , fluid pressure, 𝐴𝐴 𝐴𝐴  , chemical reactions, 𝐴𝐴 𝐴𝐴 , and other multiphysics phenomena. The evolution of 
these phenomena may depend directly or indirectly on the slip, 𝐴𝐴 𝐴𝐴 , the slip-rate, 𝐴𝐴 𝐴𝐴 , and on time. We consider these 
phenomena as unmodeled and uncertain dynamics and we assume them to satisfy the following bound:

|𝜇𝜇(𝛿𝛿𝛿 𝛿𝛿𝛿 𝛿𝛿 𝛿 𝛿𝛿 𝛿 𝛿𝛿𝛿… , 𝑡𝑡) − 𝜇𝜇∗| ≤ 𝛾𝛾1|𝛿𝛿| + 𝛾𝛾2|𝑣𝑣|� (26)

with 𝐴𝐴 𝐴𝐴1 > 0 , 𝐴𝐴 𝐴𝐴2 > 0 and 𝐴𝐴 𝐴𝐴∗ being a reference friction coefficient. The explicit dependence of the friction coeffi-
cient on time, 𝐴𝐴 𝐴𝐴 , represents unmodeled and uncertain physical processes that can influence friction.

The above inequality signifies that the friction coefficient is a Lipschitz continuous function in terms of slip and 
slip-rate. Lipschitz continuity is a reasonable assumption given the finiteness in energy of any physical process 
that can influence the evolution of the friction coefficient. Moreover, the developed slip, slip-rate and the total 
time of the control operation are design parameters. Therefore, the evolution of several multiphysics phenomena 
could be roughly estimated in specific situations and conservative bounds for the coefficients 𝐴𝐴 𝐴𝐴1 and 𝐴𝐴 𝐴𝐴2 could be, 
in principle, estimated and set for achieving control.

3.  Control of Generalized Burridge-Knopoff Models
3.1.  Equations of Motion

We consider an ensemble of 𝐴𝐴 𝐴𝐴𝑏𝑏 elements of mass 𝐴𝐴 𝐴𝐴𝑖𝑖 each one 𝐴𝐴 (𝑖𝑖 = 1, 2, .., 𝑛𝑛𝑏𝑏) , connected through springs and 
dampers. Each element can slide independently on a rough, horizontal plane as shown in Figure 2. The blocks are 
connected together and with a plate through springs and dampers. The plate, which is called here driver plate, is 
translated under constant velocity and provides energy to the system, which is progressively stored in the elastic 
springs. During this phase the system is in stable equilibrium and its total potential energy increases. Due to fric-
tional weakening, at a certain point, this equilibrium becomes unstable and some blocks slide abruptly. During 
this phase, a part of the stored energy is dissipated abruptly due to friction and damping. The dynamics of this 
system are described by the following set of non-dimensional equations (for derivation see Appendix A):

𝑥𝑥′ = 𝐴𝐴𝐴𝐴 + ℎ(𝑥𝑥),� (27)

where 𝐴𝐴 𝐴𝐴 ∈ ℝ
2𝑛𝑛𝑏𝑏 is the state vector, whose first 𝐴𝐴 𝐴𝐴𝑏𝑏 components represent the dimensionless displacements, 𝐴𝐴 𝛿𝛿𝑖𝑖 , and 

the rest 𝐴𝐴 𝐴𝐴𝑏𝑏 components the dimensionless velocities, 𝐴𝐴 𝐴𝐴𝐴𝑖𝑖 , of the masses 𝐴𝐴 (𝑖𝑖 = 1, 2, .., 𝑛𝑛𝑏𝑏) . 𝐴𝐴 (.)
′ denotes the dimensionless 

time derivative, the vector 𝐴𝐴 𝐴(𝑥𝑥) represents the dimensionless forces applied to the blocks due to the initial dimen-
sionless deformation of the springs, 𝐴𝐴 𝛿𝛿0

𝑖𝑖
 , the dimensionless displacement, 𝐴𝐴 𝛿𝛿∞ , and dimensionless velocity, 𝐴𝐴 𝐴𝐴𝐴∞ , 

of the driver plate, and the dimensionless friction, 𝐴𝐴 𝐹𝐹 𝑟𝑟
𝑖𝑖
 . It is worth emphasizing that 𝐴𝐴 𝐴𝐴 describes the state of the 

dynamical system under study and it does not include the so-called state variable in the case of the rate and state 
friction law (see also Section 2.3.3).
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The matrix 𝐴𝐴 𝐴𝐴 contains information on how the blocks are connected together and can describe different physical 
situations. These physical situations cover the classical Burridge-Knopoff model (see Figure 2a and Burridge & 
Knopoff, 1967; Dieterich, 1972; Carlson & Langer, 1989, among others), its 2D generalization (see Figures 2b 
and Ito & Matsuzaki, 1990; Brown et al., 1991; Huang et al., 1992, among others) and any other configuration 
involving short- and long-range interactions of the elements (matrix 𝐴𝐴 𝐴𝐴 can be banded or full). All the physical 
quantities of the system were scaled as described in Appendix A, where more details are also given about the 
derivation of the equations of motion.

In the following examples, we assume Coulomb friction, 𝐴𝐴 𝐹𝐹 𝑟𝑟
𝑖𝑖
= 𝜇𝜇𝑖𝑖𝐹𝐹

𝑛𝑛
𝑖𝑖
 , where 𝐴𝐴 𝐹𝐹𝑛𝑛

𝑖𝑖
 is the dimensionless effective 

normal force applied on block 𝐴𝐴 𝐴𝐴 , where 𝐴𝐴 𝐴𝐴 = 1, 2, .., 𝑛𝑛𝑏𝑏 , and 𝐴𝐴 𝐴𝐴𝑖𝑖 is the friction coefficient that, in general, may depend 
on slip, slip-rate, time and other internal/state variables as discussed in Section 2.3 (without loss of generality 
zero cohesion is assumed). In the examples presented in this Section, we adopt a slip-weakening friction law (see 
Section 2.3.1). Key element for the control and arrest of instabilities is the adjustment of the non-dimensional 
effective normal force 𝐴𝐴 𝐹𝐹𝑛𝑛

𝑖𝑖
 . Adjustment of the effective normal force can occur by injecting fluids into the fric-

tional interfaces. Indeed, adopting Terzaghi's principle of effective stress (Terzaghi, 1925), 𝐴𝐴 𝐹𝐹𝑛𝑛
𝑖𝑖
= 𝐹𝐹 0

𝑖𝑖
− 𝑃𝑃𝑖𝑖 , where 

𝐴𝐴 𝑃𝑃𝑖𝑖 is the dimensionless resultant force corresponding to the interstitial fluid pressure change at the interface of 
block 𝐴𝐴 𝐴𝐴 and 𝐴𝐴 𝐹𝐹 0

𝑖𝑖
 is a constant, reference dimensionless normal force (e.g., the weight of the block minus the initial 

fluid pressure), the dimensionless friction force can be altered. Therefore, the non-dimensional fluid pressure 
change, 𝐴𝐴 𝑃𝑃𝑖𝑖 , can play the role of input, 𝐴𝐴 𝐴𝐴 , into the dynamical system (see Equation (1)). By controlling this input, 
according to the theory presented in Section 2, we can stabilize the system, as shown in Sections 3.3–3.4. Devi-
ations from Terzaghi principle can be considered as uncertainties and unmodeled dynamics that robust control 
should tackle (see also Section 2.3.4).

3.2.  Self-Organized Critical Behavior

The term Self-Organized Criticality (SOC) was coined in 1988, in the seminal paper of Bak et al. (1988) (see also 
Bak & Chen, 1989), in order to describe the emergence of a critical state in dissipative, dynamical systems, which 
have no intrinsic time or length scale. The analysis of Bak et al. (1988) is based on a cellular automaton (Wolf-
ram, 1983), in which a particle is added to a randomly selected cell in a square grid of cells. When a cell in the 
grid accumulates four particles, the particles are redistributed to their neighboring cells or they are lost (deleted), 
if they exceed the grid. This conceptually simple model leads to a behavior characterized by long periods of stasis 
(quiescence) interrupted by intermittent bursts of activity involving the avalanche of few or many particles. These 
instabilities follow a frequency-area power (fractal) distribution:

𝑁𝑁 ∝ 𝑁𝑁−𝑎𝑎

𝑓𝑓
,� (28)

where 𝐴𝐴 𝐴𝐴 is the number of avalanches, 𝐴𝐴 𝐴𝐴𝑓𝑓 the number of particles involved in an avalanche, and 𝐴𝐴 𝐴𝐴 ≈ 1 .

A large class of systems is believed to exhibit self-organized criticallity. These systems are continuously in or 
close to a state of marginal stability, show chaotic behavior and obey to similar spatio-temporal correlations and 
statistical laws. GBK is such a system.

Figure 2.  Schematic representation of (a) the Burridge-Knopoff model and (b) its two-dimensional generalization. The 
dashpots considered in the mathematical model of the current Generalized-Burridge-Knopoff model are not drawn for the 
sake of simplicity.
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In order to illustrate the SOC behavior of GBK models and later control it, 
we simulate the behavior of a chain of twenty-four 𝐴𝐴 (𝑛𝑛𝑏𝑏 = 24) blocks. We let 
our simulations run until 𝐴𝐴 𝐴𝐴0 = 10, 000 events of abrupt sliding are recorded, 
corresponding to 𝐴𝐴 𝛿𝛿∞ ≈ 3300 (details of the simulation procedure are given 
in Appendix  B). 𝐴𝐴 𝛿𝛿∞ denotes the dimensionless displacement of the driver 
plate (see Figure 2). In Figure 3a, we present the evolution of the dimension-
less accumulated slip 𝐴𝐴 𝛿𝛿𝑖𝑖 of the blocks (averaged over their total number) with 
respect to 𝐴𝐴 𝛿𝛿∞ . Each step in this plot corresponds to a dynamic event of abrupt 
sliding of either a single, a cluster or of all the blocks of the system. The 
magnitude of the observed jumps in displacement depends on the number 
of the involved blocks in each event. Before an event, a period of quiescence 
is observed. During this period, the energy is progressively stored in the 
springs and no slip takes place (see plateaus in Figure 3a). Then, the system 
becomes again unstable and sudden slip occurs. In this sense, the system is 
always  driven toward a state of marginal stability.

Figures  3b–3d depict slip events involving a single block and clusters of 
blocks of various sizes. Often, large events start with the sliding of only one 
or a couple of blocks, which push their neighbors to sliding in a similar way 
to a chain reaction (see Figures 3c and 3d). The reported slip velocities are 
high, compared to the slow time scale of the movement of the driver plate and 
its overall dynamical behavior is rich and complex.

As shown in Figure 4, the frequency 𝐴𝐴

(
𝑁𝑁

𝑁𝑁
0

)

 as a function of the number of 
blocks involved in a slip event 𝐴𝐴 (𝑁𝑁𝑓𝑓 ) is found to satisfy the power law distri-
bution with 𝐴𝐴 𝐴𝐴 ≈ 1.5 . Similar exponent values were found for different fric-
tional laws and for larger systems of blocks with higher interconnectivity 
(see Brown et al., 1991; Carlson & Langer, 1989; Huang et al., 1992; Nark-
ounskaia et al., 1992; Rundle & Brown, 1991; Turcotte, 1999, among others). 
For these large events, the necessary conditions for SOC behavior, which 
are detailed in the Discussion (Section 5.1), do not hold and the system is 
not representative of SOC anymore. Nevertheless, our control strategy is 
designed/applied in such a way (see Sections 3.3, 3.4 and 4) as to be always 
effective independently of the size of the events, the statistics of the uncon-
trolled system and its complexity.

3.3.  Stabilization

We use the theoretical developments presented in Section 2.1 for stabilizing 
the system and extend the periods of stasis as long as desired. In this way 
abrupt energy releases due to sudden sliding will be prevented.

For the design of the controller and for the numerical examples presented 
below, we need to consider a reference friction and a reference frictional 
weakening which are lower than the possible minimum friction and higher 
than the frictional weakening of the blocks (see Equations (4)–(5)), respec-
tively. Based on the theoretical developments of Section  2 and despite 
uncertainties related to friction, the controller will manage to unravel in real 
time the unknown dynamics of the system and stabilize it by increasing or 
decreasing the fluid pressure in the required rate for assuring stability.

Figure 5 shows an example of stabilization of the system. In this example, the 
controller was activated after the initiation of unstable sliding of the two over 
the four blocks presented in Figure 3c (see red star symbol). This was done 
for illustrating the capabilities of our approach. We observe that the control-

Figure 3.  (a) Evolution of average dimensionless accumulated slip, 
𝐴𝐴 ⟨𝛿𝛿𝑖𝑖⟩ =

1

𝑛𝑛𝑏𝑏

∑𝑛𝑛𝑏𝑏

𝑖𝑖=1
𝛿𝛿𝑖𝑖 𝐴𝐴 (𝑛𝑛𝑏𝑏 = 24) , as a function of the dimensionless driver plate 

displacement, 𝐴𝐴 𝛿𝛿∞ . The jumps correspond to fast, dynamic events of slip 
involving one or several blocks (avalanches). Cascade or single events 
are preceded by large periods of quiescence (plateaus), where energy is 
accumulated into the system due to the slow movement of the driver plate 
(b-d) Examples of the sudden, unstable sliding of a single block, of four 
blocks, and of 12 blocks (out of 24), respectively. Dimensionless slip, 𝐴𝐴 𝛿𝛿𝑖𝑖 , and 
slip-rate, 𝐴𝐴 𝐴𝐴𝐴𝑖𝑖 , are reported.
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ler automatically reduces the fluid pressure at the interfaces of the sliding 
blocks (Figure 5b) and succeeds in immobilizing them as shown in Figure 5a. 
If the controller is activated before the sliding event, then the instability is 
completely avoided by tiny decreases in the pressures of the frictional inter-
faces of the blocks having the tendency to slide (unstable blocks) and their 
neighbors. The pressure changes in this case are that small that is not worth 
of plotting. It should be emphasized that this stabilization is achieved without 
the controller knowing the exact rheology and the frictional properties of the 
system.

As far as the controller can maintain the pressure, the system will be stable 
and no instability (sudden sliding and energy relaxation) will take place. 
However, if the controller is deactivated, the system will slide abruptly 
and its unstable character will be restored. Therefore, there is a need to 
drive the system toward a new, stable equilibrium in a stable, smooth, 
quasi-static way.

3.4.  Driving the System to Lower Energy Levels Without Abrupt Slip Events

Once a stabilizing, robust controller has been designed, it can be extended in order to make the blocks move to a 
desired new position with a desired velocity. The mathematical extension of the stabilizing controller to tracking 
was presented in Section 2.2 and it is robust, meaning that it can drive the system in a controlled manner and in 
the absence of complete knowledge of its parameters and physics.

In order to illustrate how the controller guides the system to a new posi-
tion, we focus on the avalanche involving 12 unstable blocks, as presented 
in Figure  3d. During this event, the total potential energy change, which 
is calculated as the sum of the potential energy change of the springs, 
was 𝐴𝐴 Δ𝑈𝑈 ≈ −100 (dimensionless). This drop in potential energy happens 
extremely fast. The maximum velocities reported during the movement of 
the unstable blocks was of the order of 𝐴𝐴 𝐴𝐴𝐴 ≈ 1 (see Figure 3d). Two control 
strategies will be investigated for guarantying at least the same drop in poten-
tial energy, but smoothly, without any unstable, uncontrolled movement of 
any block.

In the first control strategy, the controller will adjust automatically the input 
pressure in order to assure translation of all the blocks under the same constant 
velocity, which is chosen to be equal to 𝐴𝐴 𝐴𝐴𝐴𝑑𝑑 = 2 × 10−3 (dimensionless). This 
target velocity is three orders of magnitude lower than the maximum velocity 
developed during the unstable movement (see Figure 3d), but several orders 
of magnitude higher than the normalized far-field driving velocity, 𝐴𝐴 𝐴𝐴𝐴∞ . We 
allow the system to evolve for a total time equal to 𝐴𝐴 𝑡𝑡𝑑𝑑 = 2000 . In Figure 6, 
we present the evolution with time of the dimensionless displacements and 
velocities of all the blocks, the non-dimensional input pressure determined by 
the controller, the dimensionless potential energy drop and the energy dissi-
pation due to friction. We observe that the controller succeeds in regulating 
the velocity of all the blocks to the desired value. A small overshoot in veloc-
ities at the beginning of the controlled sliding is related to the parameters of 
the controller chosen (see Equation  (7)). This overshoot can be optimized 
depending on the desired rate of input pressure change.

At the beginning, the applied pressure change is zero, but the controller 
adjusts it automatically, in order to allow for the blocks to attain the desired 
velocity, as shown in Figure 6b. Two groups of blocks are distinguished, that 
is, those that are on the verge of unstable movement and those that are in a 
stable equilibrium. In the case of the former, we observe that the input pres-

Figure 4.  Power-law distribution of the frequency 𝐴𝐴

(
𝑁𝑁

𝑁𝑁
0

)

 as a function of the 
number of blocks involved in slip events 𝐴𝐴 (𝑁𝑁𝑓𝑓 ) per avalanche. The power law 
exponent is equal to 𝐴𝐴 𝐴𝐴 ≈ 1.5 .

Figure 5.  (a) Stabilization of the unstable movement of blocks as presented 
in Figure 3c. The controller was activated at 𝐴𝐴 𝑡𝑡 = 2.4 (red star symbol) and 
successfully stabilized the system by arresting slip. Solid lines show the 
evolution of non-dimensional slip and slip-rate of the sliding blocks. Dashed 
lines show their movement without the controller. (b) The input pressure at the 
frictional interfaces of the blocks is automatically regulated by the controller. 
Zero 𝐴𝐴 𝑃𝑃𝑖𝑖 corresponds to no fluid pressure change, positive to pumping of more 
fluid and negative to fluid withdrawal. All quantities are dimensionless (see 
Appendix A).
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sure is decreased (negative pressure change; fluid withdrawal). As a result 
the regulator increases friction, decelerates the movement of the blocks and 
stabilizes the system. On the contrary, in the case of the latter, the controller 
increases the input pressure in order to accelerate their motion and achieve 
the desired target velocity.

It is worth emphasizing that the regulator is not based on any “if-then” state-
ments - this would be impossible in general situations. On the contrary, based 
on the mathematical developments presented in Section  2.2, it automati-
cally regulates the fluid pressure of the blocks and stabilizes the system by 
unraveling its dynamics in real time. This is accomplished by monitoring the 
motion of the system and adjusting the input pressures changes in real-time 
(see Figure 1).

Regarding the blocks that started from a stable equilibrium, at a certain point 
they also enter to a critical state due to slip and strain accumulation in the 
springs. At that point, we observe that the controller decreases their input 
pressure, in order to alter the dynamics of the system, guarantee stability and 
achieve motion under the desired velocity. This is depicted in Figure 6b by 
the negative pressure change at all the blocks (pressure reduction).

The stored energy in the system is dissipated almost linearly with time as 
shown in Figure 6c. The same holds for the potential energy decrease in the 
system. Notice that thanks to the desired very low target velocities, the kinetic 
energy of the system and the viscous dissipation are negligible compared to 
the drop in potential energy. With our approach, we finally manage to dissi-
pate more than the released energy during the unstable, abrupt movement of 
the system, but in a slow, smooth and controlled manner. Consequently, the 
system is not anymore in a state of a marginal stability and it cannot present 
a self-organized critical behavior (Ben-Zion, 2008). Moreover, as its motion 
is actively controlled, no chaotic behavior can be observed. In other words, 
we managed to completely alter the dynamics of the system in a desired way.

However, the results show that the controller has to assure a negative input 
pressure in order to prevent the unstable movement of some blocks (see 
Figure 6b). These (lower than the initial) pressures have to be maintained 
for assuring stability. Therefore, if we decided to deactivate the controller, 
the system would become again unstable. Nonetheless, it is possible to bring 
it in a state of stable equilibrium, in which the controller will be no more 
necessary and will be possible to deactivate it safely. For this purpose, we 
follow a different scenario and instead of setting the velocity of each one 
of the blocks to the desired velocity, we set the average velocity equal to 

𝐴𝐴 𝐴𝐴𝐴𝑑𝑑 = ⟨ ̂𝑣𝑣𝑖𝑖⟩ =
1

𝑛𝑛𝑏𝑏

∑𝑛𝑛𝑏𝑏

𝑖𝑖=1
̂𝑣𝑣𝑖𝑖 = 2 × 10−3 . In this manner, we incite a faster, but 

controlled movement for the unstable blocks for which the input pressure 
is negative. As a result some blocks move faster than others, noting higher 
displacements (Figure 7a). After some time, we observe that the blocks self-
tune and slide with identical slip-rates equal to the desired one. Once more, 
the system's dynamics were altered and no self-organized critical or chaotic 
behavior occurred. On the contrary, we incited the system to self-organize 
toward a stable equilibrium (see 𝐴𝐴 𝑡𝑡 𝑡 1200 in Figure 7). This is indicated by 
the positive input pressures changes at the frictional interfaces of all the 
blocks, which are required to sustain the movement under the desired average 
velocity.

In order to illustrate the stability of the system in this new state, we decide to progressively deactivate the control-
ler between 𝐴𝐴 𝑡𝑡 = 1250 and 𝐴𝐴 1750 , as depicted in Figure 7. After deactivation, the system remains in a state of stable 

Figure 6.  First control strategy: time evolution of (a) the displacements, 𝐴𝐴 𝛿𝛿𝑖𝑖 , 
and velocities, 𝐴𝐴 𝐴𝐴𝐴𝑖𝑖 , of all the blocks, (b) the input pressures, 𝐴𝐴 𝑃𝑃𝑖𝑖 , determined by 
the controller and (c) the total potential energy drop, 𝐴𝐴 Δ𝑈𝑈 , and the energy 
dissipation due to friction, 𝐴𝐴 Δ𝐹𝐹𝑟𝑟

 . We observe that the controller succeeds in 
regulating the velocity of all the blocks to the desired value, 𝐴𝐴 𝐴𝐴𝐴𝑑𝑑 , and dissipate 
the total potential energy in a controlled and smooth manner, avoiding any 
instabilities. All quantities are dimensionless (see Appendix A).
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equilibrium of a lower (potential) energy level. Of course, if the controller 
remains inactive, the continuous slow movement of the driver plate will 
render again the system unstable after a (large) time interval. Therefore, it 
might be interesting after this point to set the controller's target velocity equal 
to the driver plate's (far-field) velocity. In this case the regulator will automat-
ically adjust the fluid pressure and the blocks will follow the movement of 
the driver plate sliding continuously in an aseismic way applying only small 
pressure changes.

The above numerical examples show that the system is finally stabilized 
by reducing the pressure at the blocks' interfaces and not by increasing it. 
This might be at first counter-intuitive, if stabilization is thought as a simple 
process of adjusting pressure in order to satisfy the frictional stability condi-
tion of the system. Notice that for the single spring-slider model, frictional 
stability is guaranteed when the stiffness of the loading system is higher than 
a critical softening stiffness, which depends on the exact frictional parame-
ters and rheology (see Ruina, 1983; Scholz, 2019; Stefanou, 2019). For the 
GBK model, the stability conditions are qualitatively similar. Nevertheless, 
attempting to stabilize the system by satisfying the frictional stability condi-
tions (provided that the fault is reactivated) would require very high positive 
fluid pressure changes. Moreover and most importantly, the path from low to 
high pressure may trigger instabilities and cascade failure. On the contrary, 
with our approach, we achieve stabilization with minimal pressure changes. 
Additionally, we guarantee controlled sliding, with a desired target velocity 
profile.

4.  Controlling Seismic Slip of Faults
In this Section, we present an example of the theoretical developments 
presented in Section 2 for the control of the seismic activity of a strike-slip 
fault (see Figure 8a). In this academic example, the fault is just beneath the 
surface (see Figures 8b and 8c) and its dimensions are 𝐴𝐴 5 × 5  km 2 (x- and z-di-
rections, respectively). The effective normal stress acting on the fault inter-
face is assumed to vary only with depth as shown in Figure 8b. We assume 
also that the fault is adequately oriented in the tectonic stress regime for slip 
to occur.

As far as it concerns the frictional properties of the fault area, the truncated 
version of the RSF law was considered using the aging law for the evolu-
tion of the state (see Section 2.3.3 and Equation (21)). The parameters 𝐴𝐴 𝐴𝐴 , 𝐴𝐴 𝐴𝐴 
and 𝐴𝐴 𝐴𝐴𝑐𝑐 are spatially distributed using a log-normal distribution with average 

𝐴𝐴 𝐴𝐴avg
= 0.010 , 𝐴𝐴 𝐴𝐴avg

= 0.015 and 𝐴𝐴 𝐴𝐴
avg

c = 10 mm and standard deviation corre-
sponding to 5% of the average values (see Figure 8c). The parameters are 
kept constant over each element of the discretization during the simulations. 
This stochastic distribution of the frictional parameters over the fault area 
represents heterogeneities that exist in real faults and show that the proposed 
control approach is insensitive to this kind of uncertainties.

The fault area is discretized into 𝐴𝐴 𝐴𝐴x ×𝑁𝑁z = 30 × 30 elements. This discreti-
zation is fine enough as the elements have a characteristic size of 0.167 km, 
which is sufficiently lower than the minimum nucleation size, 𝐴𝐴 𝐴∗

min
= 0.407 

km. The nucleation size over the fault area is illustrated in Figure 8d. It is 
calculated as 𝐴𝐴 𝐴∗ =

2

𝜋𝜋

𝐺𝐺𝐺𝐺c

(𝑏𝑏−𝑎𝑎)𝜎𝜎′
zz

 (see Rice, 1993). 𝐴𝐴 𝐴𝐴 = 30  GPa is the elastic shear 
modulus of the surrounding rocks. If one considers the average for the RSF 

Figure 7.  Second control strategy: time evolution of (a) the displacements, 
𝐴𝐴 𝛿𝛿𝑖𝑖 , and velocities, 𝐴𝐴 𝐴𝐴𝐴𝑖𝑖 , of all the blocks, (b) the input pressures, 𝐴𝐴 𝑃𝑃𝑖𝑖 , determined 

by the controller and (c) the total potential energy drop, 𝐴𝐴 Δ𝑈𝑈 , and the energy 
dissipation due to friction, 𝐴𝐴 Δ𝐹𝐹𝑟𝑟

 . We observe that the controller succeeds in 
regulating the average velocity of the blocks to the desired value, 𝐴𝐴 𝐴𝐴𝐴𝑑𝑑 . The 
blocks self-organize to a desired stable equilibrium state. Then, after 𝐴𝐴 𝑡𝑡 = 1250 , 
the controller is progressively deactivated. Any instabilities are prevented and 
the total potential energy is dissipated efficiently, as desired. All quantities are 
dimensionless (see Appendix A).
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parameters, then the average nucleation size over the fault surface is equal to 𝐴𝐴 𝐴∗
avg = 1.02 km, which is smaller 

than the equivalent length of the fault (5 km). As a result, the system is unstable and a dynamic event is expected. 
In addition, a constant slip-rate at depth was assumed of the order of 1 cm/yr to load the system.

In Figures 9a and 9b, we present the average response of the strike-slip fault for a single (isolated) typical dynamic 
event. The maximum reported velocity (averaged over the fault surface) is 0.35 m/s corresponding to a maxi-
mum slip of 1.2 m (Figure 9a). This dynamic event is associated with a stress drop of approximately 10 MPa 
(Figure 9b) resulting to an earthquake of magnitude 𝐴𝐴 𝐴𝐴𝑤𝑤 ≈ 6 .

The difference of this example with the Burridge-Knopoff model, presented in the previous Sections, is the 
long-range interactions along the points of the fault area. The elastodynamic equations of motion are discretized 
using the approach described in Rice (1993); Chinnery (1963) (see also Figure 8a). This leads to a full matrix 𝐴𝐴 𝐴𝐴 . 
Notice that one could also design the controller using a simplified band matrix emerging from the 1D or the 2D 
GBK approximations. In this case, the non-zero, off-diagonal terms would have to be considered as uncertainties, 
according to the theoretical developments presented in Section 2. However, in this example, we consider the full 
matrix 𝐴𝐴 𝐴𝐴 corresponding to the exact strike-slip configuration, even though a diagonal one could be sufficient too 
for its control (see Equation (5)). For the simulations presented in this Section, a dynamic approach has been 
employed, adopting a lumped mass matrix in order to represent the mobilized mass during a seismic event. Other 
formulations are of course possible (see Erickson et al., 2020, among others).

It is worth emphasizing that several methods can be used in order to discretize the differential operator represent-
ing the underlying continuum elastodynamic problem of seismic slip (e.g., Finite Element Method, Finite Differ-
ences, Boundary Element Method, spectral methods, model reduction methods, among others (see Barbot, 2019; 
Boyd, 2000; Erickson et al., 2020; Larochelle et al., 2021)). In most cases, the resulting discretized equations will 
finally take the form of Equations (1) and, consequently, the control theory presented in this work can be applied.

Figure 8.  (a) Sketch of a strike-slip fault configuration discretized in 𝐴𝐴 𝐴𝐴x ×𝑁𝑁z elements. (b) In-situ pore fluid pressure 
𝐴𝐴 𝐴𝐴w (hydrostatic), in-situ normal stress 𝐴𝐴 𝐴𝐴yy and effective normal stress 𝐴𝐴 𝐴𝐴′

yy as a function of depth (x-direction invariant). (c) 
Spatially distributed rate-and-state frictional parameters 𝐴𝐴 𝐴𝐴 , 𝐴𝐴 𝐴𝐴 and 𝐴𝐴 𝐴𝐴– 𝑏𝑏 (solid lines) along with their respective averaged values 
(dashed lines) as a function of depth at fixed 𝐴𝐴 x = 2.5  km. (d) Contour plot illustrating the distribution of nucleation size 
(activation length) over the fault area due to statistical heterogeneities. The black contour line depicts the region in the fault 
where the nucleation size is equal to 𝐴𝐴 𝐴∗ = 5  km.
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In order to release the stored elastic energy and drive the fault to a new equilibrium point of lower energy, we 
apply the theory described in Section 2. As shown in Section 2.3.3, RSF is a Lipschitz function and, therefore, 
it can be bounded by the states of the system (i.e., the slip and the slip-rate). According to the bounds found in 
Section 2.3.3, the controller is designed with uniform frictional properties, even though the frictional system to 
control is heterogeneous. In other words, we do not need to know the exact frictional parameters and rheology of 
the fault in order to stabilize its slip and release aseismically the accumulated energy.

For tracking, we set a low velocity as reference/target trajectory, which, on average over the fault area, evolves 
smoothly from the far-field tectonic velocity (cm/yr) to approximately 1.5 mm/s (see Figure 9c). In this way, a 
new equilibrium point of lower energy is given as a target. Alternatively, the strategy presented in Section 3.4 
could be used for setting the average target slip velocity. The duration of the control operation is set equal to 

𝐴𝐴 𝐴𝐴op = 15  min.

In Figures  9c and  9d, we show the average response of the fault after the application of our controller. The 
evolution of slip and slip-rate, in Figure 9c, follows, as expected, the design/target slip-rate. From this plot, we 
can conclude that the fault can be driven into its designed new equilibrium point aseismically. In the exam-
ple presented here, the maximum average slip velocity developed was approximately two orders of magnitude 
smaller than the earthquake event (0.35 m/s) presented in Figure 9a. Notice that the system was controlled in a 
relatively fast operation time (15 min). In case an even slower transition is needed, the reference trajectory and/or 
the operation time can be adjusted as desired.

In Figure 9d, we present the evolution of the average over the fault area fluid pressure change as a function of the 
operational time (output of the controller versus time). The controller regulates automatically the fluid pressure 
in order to achieve the reference/target slow slip. We chose to activate the controller on the verge of the unstable 
seismic event, in order to model the worst case scenario. If the controller was activated before, then the regulated 
fluid pressure change would follow a smoother evolution.

Figure 9.  1 st row: Open-loop response of the strike-slip fault for a single dynamic event. (a) Average slip (black) and slip-
rate (orange) in terms of time. (b) Corresponding average shear stress evolution in terms of slip. Inset: Average Rate-and-
State Friction state variable in function of time. 2 nd row: Closed-loop response of the strike-slip fault after the application 
of the controller. (c) Average slip (black dotted curve) and slip-rate (orange dotted curve) in terms of time. The controller 
successfully achieves the target/reference slip (black dashed line) and slip-rate (orange dashed line). (d) Evolution of the 
average applied fluid pressure change (output of the controller). The blue shaded area corresponds to the envelope of 
pressures developed over the surface of the fault.
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We observe that at the beginning of the operation, that is, from 𝐴𝐴 𝐴𝐴 = 0 to 𝐴𝐴 𝐴𝐴 ≈ 2.5  min, the controller increases the 
fluid pressure (positive fluid pressure change) in order to accelerate sliding from the far-field velocity to the 
target slip-rate. The fluid pressure profile over the fault at the maximum average pressure (point 𝐴𝐴 I in Figure 9d) 
is illustrated in Figure 10a. We can observe that pore pressure changes are positive (fluid injection) everywhere 
on the fault. Then, from 𝐴𝐴 𝐴𝐴 ≈ 2.5 − 8  min, the regulator automatically decreases the pressure (negative fluid pres-
sure change), in order to stabilize the system and avoid run-off. The fluid pressure profile over the fault at the 
minimum average pressure (point 𝐴𝐴 II in Figure 9d) is illustrated in Figure 10b. We can observe that the maxi-
mum negative fluid pressure changes (fluid withdrawal) occur at the bottom-middle of the fault area. Next, 
from 𝐴𝐴 𝐴𝐴 ≈ 8 − 12  min, the controller gradually restores the pressure. Finally, positive fluid pressure changes are 
observed from 𝐴𝐴 𝐴𝐴 ≈ 12 to 𝐴𝐴 𝐴𝐴 = 15  min for guarantying the continuation of creep-like, aseismic slip with the target 
slip-rate. In this last part of the operation, all the elements of the fault have entered in a (dynamically) stable 
state of lower energy and the controller could be deactivated. This behavior is qualitatively similar with the one 
obtained in Section 3.4 for the GBK model.

In this example, the fluid pressure changes vary between −10 (fluid withdrawal) and +10 MPa (fluid injection), 
approximately (see Figures 9d and 10a–10b). Notice that if one wanted to stabilize the system by simply satis-
fying the stability condition emerging from the expression of the nucleation length (assuming that the frictional 
parameters are somehow known), then the average fluid pressure should be immediately increased to approxi-
mately 68 MPa in order to achieve a resulting effective normal stress equal to approximately 6 MPa. But even if 

Figure 10.  1 st row: Fluid-pressure change profile (output of the controller) over the fault at two distinct time instances, 
(a) at the maximum average fluid pressure change (point 𝐴𝐴 I in Figure 9d) and (b) at the minimum average fluid pressure 
change (point 𝐴𝐴 II in Figure 9d). See also supplementary material Movie S2 for an animation. 2 nd row: Comparison of slip-rate 
distribution along the strike-slip fault between the open-loop, uncontrolled (c, see also supplementary material Movie S1 for 
an animation) and the closed-loop, controlled (d) system. The open-loop snapshot (c) is taken at the maximum developed 
average velocity during the earthquake event (point A in Figure 9a), while the closed-loop one (d) at the maximum developed 
average velocity during the applied control strategy (point B in Figure 9c).
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this was possible, the slip-rate would be still unmanageable (in the best case scenario, it would be equal to the 
far-field tectonic velocity) and, most importantly, the rapid increase of the fluid pressure could trigger a rupture 
event (see also Tzortzopoulos et al., 2021).

A comparison between the open-loop, uncontrolled system and the closed-loop, controlled one is given in 
Figures 10c and 10d, in terms of slip-rates. Both figures display the spatial distribution of the slip-rates at times 
corresponding to the maximum average slip-rate of each simulation (i.e., at points A and B, see Figures 9a and 9c, 
respectively). The maximum developed slip-rate of the controlled system is 0.002 m/s (see black contour line, 
Figure 10d), which is negligible compared with the slip-rate developed during the simulated earthquake instabil-
ity (0.7 m/s, approximately, see Figure 10c).

This academic example shows how seismic instabilities can be prevented and how controlled, slow-slip can be 
induced by fluid pressure adjustment, using the theory developed in this work. However, in this example the fluid 
pressure has to be adjusted independently over the elements of the fault area and diffusion phenomena are not 
considered. On one hand, these phenomena can introduce a delay to the closed-loop system, but, on the other 
hand, can allow to cover large fault areas with limited number of wells for optimal control. This limitation of the 
current approach together with other limitations are discussed in Section 5.4, where also perspectives are given.

5.  Discussion and Concluding Remarks
5.1.  Self-Organized Criticality Control

SOC could be seen as a spectacular manifestation of order in nature that results in sparks of energy relaxation 
(dissipation). Nonetheless, this does not mean that SOC behavior cannot be prevented. The necessary and suffi-
cient conditions for SOC that were recently proposed by Watkins et al. (2016) and are presented below, leave 
open this possibility.

Self-Organized Criticality Control (SOCC) can be of particular importance in many situations where avalanches 
due to SOC behavior are unwelcome. SOCC is a relatively new field. Maybe the most popular example of SOCC 
is the prevention of large snow avalanches, by triggering smaller ones (Birkeland & Landry, 2002; McClung & 
Schaerer, 1993). Cajueiro and Andrade (2010a); Cajueiro and Andrade (2010b, 2010c) applied and extended this 
idea for controlling self-organized criticallity in the Abelian sand pile model (Dhar & Ramaswamy, 1989) and 
generalizations of it. Brummitt et al. (2012) studied the suppression of cascade failures in interconnected power-
grids, based on the sand pile model of Bak et al. (1988). Again using as model the classical sandpile automaton 
of Bak et al. (1988), Noël et al. (2013) proposed a control strategy that determines the grid cell in which a particle 
should land in order to adjust the probability of triggered cascades and mitigate large avalanches. Another exam-
ple of SOCC is given by Hoffmann and Payton (2014), who altered the SOC power law statistics of electrical 
circuits obeying Kirchoff's law, by adequately modifying the interconnectivity of the circuit network. In this way 
they proposed mitigation strategies of large cascade events.

According to Watkins et al. (2016), a system has to satisfy the following three necessary conditions in order to 
qualify as SOC:
�NC1. Non-trivial scaling.
�NC2. Spatio-temporal power law correlations.
�NC3. Apparent self tuning to the critical point.

These necessary conditions are considered in the logical sense. In other words, a system cannot exhibit SOC if 
any of the above three conditions is not fulfilled.

An extensive discussion of the meaning of critical point and criticality in the frame of SOC and its connection 
with existing notions in physics and statistical mechanics is made in Watkins et al. (2016). Here, critical points are 
points in the phase portrait of the system that are (Lyapunov) unstable. Focusing on the GBK approximation, due 
to the slow driver plate's movement, the system is evolving continuously toward a critical, unstable equilibrium. 
This equilibrium is then followed by abrupt cascade events (non-equilibium states in the mathematical sense, see 
also Figure 3a). These events may be small, involving few blocks or large, involving several blocks.

Watkins et al. (2016) give also the following three sufficient conditions for characterizing a system as SOC:
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�SC1. Non-linear interaction, normally in the form of thresholds.
�SC2. Avalanching.
�SC3. Separation of time scales.

That means that if a system fulfills these conditions, then it exhibits SOC.

The open-loop, uncontrolled GBK model, 𝐴𝐴 Σ(𝑃𝑃
𝓁𝓁
) , satisfies all the sufficient conditions and therefore exhibits 

SOC. In particular, friction introduces the necessary non-linearities and it takes a maximum value before slip 
initiation (threshold). Avalanches are also observed involving clusters of blocks that dissipate abruptly the energy 
of the system (intermittent energy relaxation). The driver plate's slow movement introduces a slow time scale in 

𝐴𝐴 Σ(𝑃𝑃
𝓁𝓁
) (cf. Time-scale asymptotic analysis in Stefanou (2019)), while the events follow the fast characteristic times 

related to the frictional instability during avalanches.

In contrast, the controlled, closed-loop system, 𝐴𝐴 Σ(𝑃𝑃
𝓁𝓁
, 𝐶𝐶) , remains strongly non-linear, satisfying condition SC1, 

but not conditions SC2 and SC3. Moreover, it does not satisfy the necessary condition NC3, because our control-
ler, 𝐴𝐴 Σ(𝐶𝐶) , is designed to prohibit self-tuning to a critical point. Instead, the closed-loop system is self-tuned 
toward desirable stable equilibria. As a result, based on the necessary conditions of Watkins et al. (2016), the 
controlled system cannot exhibit SOC. Self-organized criticality is controlled.

It is worth pointing out that our control approach differs from the aforementioned SOCC approaches in many 
aspects. First of all, it is based on a totally different mathematical framework. This framework allows us to derive 
rigorous mathematical proofs about the stabilization and controllability of the non-linear system. Moreover, it 
allows to alter its dynamics by considering also the uncertainties of the physical model (robustness) in a deter-
ministic way. Additionally, we don't trigger any instabilities to dissipate energy, as it is done in the above cited 
works, and we do not artificially increase locally the energy of the system or change its interconnectivity by using 
statistical methods. In this sense, our approach is deterministic even though it considers the uncertainties of the 
underlying physics. As a result, we go beyond existing SOCC approaches by slowing down the dynamics of the 
GBK model. In this way, we do not only dissipate the required energy in a controlled manner, but we also break 
the separation between slow and fast dynamics of the system, which is key ingredient for SOC as stated above.

5.2.  Restriction of Chaotic Behavior

Chaotic behavior is also restricted. While the evolution of the uncontrolled underlying dynamics in the above 
applications might be chaotic and could be predictable only in a statistical sense, the evolution of the controlled 
system is not. The presence of the controller guarantees global asymptotic (exponential) stability (see Section 2.1). 
Hence no limit cycles or chaos are possible. Moreover, the controller is robust, meaning that it succeeds in alter-
ing the dynamics of the system even without knowing its exact properties. Indeed, only some rough boundaries 
of the governing parameters are needed in order to drive and control the system as desired.

5.3.  Implications for Complex Geo-Systems

Having the possibility of controlling the dynamics of a complex system in a robust way can give us useful infor-
mation about its inherent, but practically inaccessible properties. Here, we drive smoothly the studied dynamical 
systems to new states. By back-analyzing the evolution of the stabilizing input (i.e., pressure change), one could 
draw real-time conclusions about the elasticity, the friction, the dynamics and other (unobservable) characteris-
tics of the underlying system. Therefore, the proposed strategy could help in improving the current understanding 
and help in data mining and system identification in some frictionally unstable geo-systems that complexity 
makes opaque.

An additional implication of the proposed theory has to do with predictability. Predicting the evolution of 
complex systems exhibiting self-organized critical behavior (or richer) is a challenging, but controversial topic 
(see Ben-Zion, 2008; Sornette, 1999; Watkins et al., 2016, for an overview). Nevertheless, the ability to predict 
can have important consequences in many disciplines (cf. Earthquakes, tectonics, volcanoes). The distribution 
and frequencies of cascade failures is a useful statistical correlation. However, it cannot provide with certainty 
when and how large exactly the next cascade failure will be. Nevertheless, if control is possible then prediction 
is less central. The more we control a system, the less unpredictable it becomes. Of course, one would need 
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sufficient inputs and monitoring for guaranteeing full control (see controllability and observability notions of the 
mathematical Theory of Control in Khalil, 2015, among others). However, even if only partial control is possible 
(e.g., due to limited area of intervention and technological constraints), the space of uncontrolled dynamics will 
be reduced, which can lead to improved predictability (e.g., increase the predictability horizon (e.g., Gualandi 
et al., 2020)) and constrain the size of the next cascade event.

5.4.  Implications for Anthropogenic and Natural Earthquakes and Current Limitations

A direct implication of the present work is inevitably related to earthquakes and induced/triggered seismicity. An 
interesting point of this mathematical framework is the possibility of deriving rigorous proofs about the control-
lability of the salient unstable dynamics of earthquake faults. Moreover, control is possible without knowing the 
exact properties of the system and its physics. For instance, the detailed knowledge of faults' frictional parame-
ters, which is practically impossible to acquire in practice, is not a sine qua non condition. Notice that friction is a 
major unknown (Erickson et al., 2011) in earthquake science. However, our control approach needs minimal and 
not precise information about the frictional characteristics of the fault system, which can be acquired in practice. 
Based on this limited information, we show how the system can be driven to a new state of lower energy in a 
totally controlled and aseismic way. Moreover, our approach guarantees aseismic, slow-slip and smooth energy 
relaxation and does not require the knowledge of the exact current stress state and tectonic setting. Finally, the 
system is controlled independently of being far or close to its critical points, that is, to an earthquake event.

Without any doubt, claiming that controlling anthropogenic or natural seismicity is possible, based on the anal-
ysis presented herein, is a speculation and further research is needed. Several theoretical and techno-economical 
investigations have to be pursued further in order to show into what extent man-made or natural earthquakes 
can be prevented (or the opposite). For example, some direct limitations of the proposed theory have to do with 
the actual technological means for fluid injections in the earth's crust (e.g., number of wells, pressure limits of 
pumps, response time). In this case special analyses have to be performed to adjust the operation time and incor-
porate the limitations of the pumping system in the design of the controller.

The sampling-rate of the observations is also an important factor. Here, we presented examples of continuous 
time control, but, if the sampling-rate is low, discrete-time control is necessary. A first attempt toward the solution 
of this problem is presented in Papachristos and Stefanou (2021), where discrete-time dynamics are considered. 
Moreover, measurements of the state of the system are never free of errors. These errors can be considered as 
disturbances (Khalil, 2015) and tackled with other controllers that are more resilient and robust.

Diffusion phenomena and poroelastodynamic couplings were ignored in this work. These processes introduce 
time-delays, which can make the design of robust controllers more challenging and exceed the scope of the 
current work. For more details about the design of controllers under the effect of fluid diffusion, we refer to 
Tzortzopoulos  (2021a); Tzortzopoulos  (2021b). Moreover, in the current design, the controller had access to 
the full state of the system. In practice, this is impossible and robust observers (estimators) have to be designed.

Another open question is related to the fact that, even if it is proven feasible to control the rupture of a family 
of well-known faults, the rupture of unknown, adjacent faults is not excluded. For this purpose the design of 
non-local control approaches would be needed based on macroscopic/average measurements. Finally, extensive 
laboratory testing may be needed before applying the theory to real faults.

The above limitations and other open questions may inspire further research and give new perspectives on 
controlling induced and/or natural seismicity.

Appendix A:  Equations of Motion of the GBK Model
The equation of motion of each block 𝐴𝐴 𝐴𝐴 with mass 𝐴𝐴 𝐴𝐴𝑖𝑖 , where 𝐴𝐴 𝐴𝐴 = 1, 2, .., 𝑛𝑛𝑏𝑏 with 𝐴𝐴 𝐴𝐴𝑏𝑏 to be the total number of blocks, 
is written as follows:
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where 𝐴𝐴 ̇
(.) is the time derivative, 𝐴𝐴 𝐴𝐴𝑖𝑖 and 𝐴𝐴 𝐴𝐴𝑖𝑖 are, respectively, the slip (displacement) and slip-rate (velocity) of the 

block 𝐴𝐴 𝐴𝐴 , 𝐴𝐴 𝐴𝐴∞ and 𝐴𝐴 𝐴𝐴∞ are, respectively, the displacement and velocity of the driver plate, which represents the far 
field tectonic velocity in the case of faults, and 𝐴𝐴 𝐴𝐴0

𝑖𝑖
 is the initial displacement of the block 𝐴𝐴 𝐴𝐴 . 𝐴𝐴 𝐴𝐴 stands for stiffness 

and 𝐴𝐴 𝐴𝐴 for damping coefficients. The superscript ‘c’ denotes the springs and dampers between the blocks and the 
superscript ‘l’ the same elements between the blocks and the driver plate. For instance, 𝐴𝐴 𝐴𝐴𝑐𝑐

𝑖𝑖𝑖𝑖
 is the stiffness coeffi-

cient of the spring connecting block 𝐴𝐴 𝐴𝐴 with block 𝐴𝐴 𝐴𝐴 , while 𝐴𝐴 𝐴𝐴𝑙𝑙
𝑖𝑖
 is the damping coefficient of the dashpot connecting 

the block 𝐴𝐴 𝐴𝐴 with the driver plate. 𝐴𝐴 𝐴𝐴 𝑟𝑟
𝑖𝑖
 represents the friction of block 𝐴𝐴 𝐴𝐴 with the rough plane and can depend on slip, 

rate of slip and other internal state variables (see Section 2.3). Here, 𝐴𝐴 𝐴𝐴 𝑟𝑟
𝑖𝑖
= 𝐹𝐹 𝑟𝑟

𝑖𝑖
(𝛿𝛿𝑖𝑖, 𝑣𝑣𝑖𝑖) .

Setting 𝐴𝐴 𝐴𝐴∗ =

√
𝑘𝑘∗

𝑚𝑚∗
 , where 𝐴𝐴 𝐴𝐴∗ and 𝐴𝐴 𝐴𝐴∗ are, respectively, a reference stiffness and mass, the above equations take 

the dimensionless form:

�̂��̂′� =
��
∑

�=1
�̂�
��

(

�̂� − �̂�
)

+
��
∑

�=1
2� �̂��� (�̂� − �̂�)

+�̂�
�

(

�̂∞ − �̂�
)

+ 2� �̂�� (�̂∞ − �̂�)

+
��
∑

�=1
�̂�
��

(

�̂0� − �̂0�
)

− �̂ �
� ,

� (A2)

where 𝐴𝐴 (.)
′ is the derivative with respect to the dimensionless time 𝐴𝐴 𝑡𝑡 = 𝜔𝜔∗𝑡𝑡 , 𝐴𝐴 𝐴𝐴 =

𝜂𝜂∗

2𝑚𝑚∗𝜔𝜔∗
 is the damping ratio, 

𝐴𝐴 𝑘̂𝑘
𝑐𝑐𝑐𝑐𝑐
𝑥𝑥 = 𝑘𝑘∗−1𝑘𝑘

𝑐𝑐𝑐𝑐𝑐
𝑥𝑥  , 𝐴𝐴 𝐴𝐴𝐴

𝑐𝑐𝑐𝑐𝑐
𝑥𝑥 = 𝜂𝜂∗−1𝜂𝜂

𝑐𝑐𝑐𝑐𝑐
𝑥𝑥  , 𝐴𝐴 𝐴𝐴∗ = 2𝜁𝜁𝜁𝜁∗𝜔𝜔∗ , 𝐴𝐴 𝛿𝛿𝑖𝑖 = 𝐷𝐷∗−1𝛿𝛿𝑖𝑖 , 𝐴𝐴 𝐴𝐴𝐴𝑖𝑖 = 𝑣𝑣𝑖𝑖𝐷𝐷

∗−1𝜔𝜔∗−1 , 𝐴𝐴 𝐴𝐴∗ a reference displacement and            
𝐴𝐴 𝐹𝐹 𝑟𝑟

𝑖𝑖
= (𝐷𝐷∗𝑘𝑘∗)

−1
𝐹𝐹 𝑟𝑟
𝑖𝑖
 .

Equations (A2) are written in matrix form as follows:

�′ =
⎡

⎢

⎢

⎣
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−� −2��

⎤
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⎡

⎢
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���

Ψ

⎤

⎥

⎥

⎦

⏟⏞⏟⏞⏟
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.
� (A3)

The first 𝐴𝐴 𝐴𝐴𝑏𝑏 components of the state vector 𝐴𝐴 𝐴𝐴 ∈ ℝ
2𝑛𝑛𝑏𝑏 represent the dimensionless displacements, 𝐴𝐴 𝛿𝛿𝑖𝑖 , and the rest 

𝐴𝐴 𝐴𝐴𝑏𝑏 components the dimensionless velocities of the blocks, 𝐴𝐴 𝐴𝐴𝐴𝑖𝑖 . 𝐴𝐴 𝐴𝐴𝑛𝑛𝑏𝑏×𝑛𝑛𝑏𝑏 and 𝐴𝐴 𝐴𝐴𝑛𝑛𝑏𝑏 are, respectively, the zero and iden-
tity matrices of size 𝐴𝐴 𝐴𝐴𝑏𝑏 × 𝑛𝑛𝑏𝑏 and 𝐴𝐴 𝐴𝐴𝑛𝑛𝑏𝑏 the zero vector of size 𝐴𝐴 𝐴𝐴𝑏𝑏 . 𝐴𝐴 𝐴𝐴 = 𝑀𝑀−1

(
𝐾𝐾𝑙𝑙 −𝐾𝐾𝑐𝑐

)
 , where 𝐴𝐴 𝐴𝐴 is a diagonal 

matrix containing the dimensionless masses of the blocks, 𝐴𝐴 {𝑀𝑀}𝑖𝑖𝑖𝑖 = 𝑚̂𝑚𝑖𝑖 = 1 , 𝐴𝐴 {𝐾𝐾𝑐𝑐
}𝑖𝑖𝑖𝑖 = 𝑘̂𝑘𝑐𝑐

𝑖𝑖𝑖𝑖
 and 𝐴𝐴 𝐴𝐴𝑙𝑙 a diagonal matrix 

with components 𝐴𝐴
{
𝐾𝐾𝑙𝑙

}

𝑖𝑖𝑖𝑖
= 𝑘̂𝑘𝑙𝑙

𝑖𝑖
 . In the above equation, we assumed that the dimensionless damping coefficients 

coin cide with the dimensionless stiffnesses. This is a reasonable assumption in the absence of more detailed 
data. The vector 𝐴𝐴 Ψ represents the dimensionless forces applied to the blocks due to the initial deformation of the 
springs, 𝐴𝐴 𝛿𝛿0

𝑖𝑖
 , the displacement, 𝐴𝐴 𝛿𝛿∞ , and velocity, 𝐴𝐴 𝐴𝐴𝐴∞ , of the driver plate, and the friction forces 𝐴𝐴 𝐹𝐹 𝑟𝑟

𝑖𝑖
 :

Ψ = 𝑀𝑀−1
(
−𝐹𝐹 𝑟𝑟 −𝐾𝐾𝐾𝐾 0 +𝐾𝐾𝑙𝑙𝑈𝑈∞ + 2𝜁𝜁𝜁𝜁𝑙𝑙𝑉𝑉 ∞

)
,� (A4)

where 𝐴𝐴 {𝐹𝐹 𝑟𝑟
}𝑖𝑖 = 𝐹𝐹 𝑟𝑟

𝑖𝑖
 , 𝐴𝐴
{
𝑈𝑈 0

}

𝑖𝑖
= 𝛿𝛿0

𝑖𝑖
 , 𝐴𝐴 {𝑈𝑈∞}𝑖𝑖 = 𝛿𝛿𝑖𝑖∞ and 𝐴𝐴 {𝑉𝑉 ∞}𝑖𝑖 = 𝜈̂𝜈𝑖𝑖∞ .

The matrix 𝐴𝐴 𝐴𝐴 is called here connectivity matrix and contains information on how the blocks are connected 
together. Various geometrical configurations, such as those presented in Figure 2, can be described by adequately 
adjusting the components of the connectivity matrix.

Appendix B:  Dynamic Simulations and SOC
We consider that the driver plate is moving under constant velocity, which is several orders of magnitude lower 
than the velocities of the blocks that are developed during abrupt sliding. Consequently, we can assume that the 
driver plate remains still during the sliding events. This situation is inspired by the far-field earth's tectonic move-
ment, which is several orders of magnitudes lower (some centimeters per year) than the seismic slip velocities 
developed during earthquakes that can reach up to one meter per second.

For the simulations, we first calculate the minimum displacement of the driver plate that can trigger the sliding 
of at least one block. In this way, we avoid simulating the slow-dynamics (Stefanou, 2019), quasi-static behav-
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ior of the system and we only integrate numerically the dynamic equations of motion of the system for deter-
mining its fast dynamics, unstable response. After each dynamic event, the system reaches a new equilibrium 
(local minimum potential energy state). The slip of the blocks is recorded and a random small overshoot in their 
displacements is considered (see also Brown et al., 1991; Rundle & Brown, 1991). The random overshoot is not 
the same between the blocks and varies from 0 to 20% of its slip during the previous event. The random overshoot 
embodies several uncertainties of the system related to its elastic parameters, initial conditions and frictional 
properties, among others.

The frictional properties of the blocks can be uniform or randomly chosen from a distribution. Slip or slip-rate 
softening is required to render the system unstable and lead to SOC behavior. Here, we use slip-weakening fric-
tion as in Huang et al. (1992); Stefanou (2019). Simulations with SRW would give similar results (cf. Carlson 
& Langer, 1989; Huang & Turcotte, 1992). In particular, the friction coefficient evolves from its static value 
(𝐴𝐴 𝐴𝐴𝑠𝑠 ) to its kinetic one (𝐴𝐴 𝐴𝐴𝑑𝑑 ). In the simulations presented here 𝐴𝐴 𝐴𝐴𝑠𝑠 = 0.8 and 𝐴𝐴 𝐴𝐴𝑑𝑑 = 0.5 . The friction drop occurs in a 
dimensionless characteristic distance equal to 𝐴𝐴 𝑑𝑑𝑐𝑐 = 0.01 (see also Section 2.3.1). The damping ratio 𝐴𝐴 𝐴𝐴 is set equal 
to 1 and 𝐴𝐴

𝑘𝑘𝑐𝑐
𝑖𝑖𝑖𝑖

𝑘𝑘𝑙𝑙
𝑖𝑖

= 2 .

Each slip event can involve sliding of a single block, a cluster of some blocks or of all the blocks of the system. 
After each slip event the friction coefficient of each block is restored to its static friction value and a new period 
of quiescence takes place as shown in Figure 3.

The simulation procedure is summarized as follows:

1.	 �Quiescence period: Determine 𝐴𝐴 𝛿𝛿∞ that renders the system unstable by solving 𝐴𝐴 Ψ = 0 and set the driver plate 
displacement equal to 𝐴𝐴 𝛿𝛿∞ = min∀𝑖𝑖

({
𝛿𝛿∞

}

𝑖𝑖

)

2.	 �Sudden slip event: Integrate numerically the dynamic equations of motion Equation (A3) to determine slip 𝐴𝐴 𝛿𝛿𝑖𝑖 , 
until 𝐴𝐴 max∀𝑖𝑖 (𝑣̂𝑣𝑖𝑖) ≤ threshold . The threshold was set equal to 0.02, which is much smaller than the maximum 
velocity of blocks during unstable sliding (see Figures 3b–3d).

3.	 �Healing: Set block velocities equal to zero and update their positions 𝐴𝐴 𝛿𝛿0
𝑖𝑖
= 𝛿𝛿𝑖𝑖 + 𝛿𝛿𝑖𝑖 , where 𝐴𝐴 𝛿𝛿𝑖𝑖 is a random over-

shoot as described above. Restore the friction of coefficient from 𝐴𝐴 𝐴𝐴𝑑𝑑 to 𝐴𝐴 𝐴𝐴𝑠𝑠 .

Repeat 1–3 and record events. A sequence of 𝐴𝐴 𝐴𝐴0 = 10, 000 events were simulated for calculating the frequen-
cy-size statistics presented in Figure 4. The simulation of more events (𝐴𝐴 20, 000 ) leads to almost identical results.

Appendix C:  Numerical Implementation
The numerical integration of the ordinary differential equations presented herein was performed using SciPy 
(Virtanen et  al.,  2020) and the LSODA or BDF implicit algorithms (Hindmarsh,  1983; Petzold,  1983). The 
designed controller was programmed in Python 3 (van Rossum, 1995) and the algebraic Riccati equation was 
solved using the Python Control Systems Library (Python Control Systems Library, 2020). The programs are 
available in Jupyter notebooks (Kluyver et al., 2016).

Data Availability Statement
The developed codes and the generated numerical data for all the examples presented in this study are publicly 
available in Zenodo repository in Stefanou and Tzortzopoulos (2022).
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