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� A Poisson distribution was used to
illustrate the inconsistent perfor-
mance of qPCR tests in detecting low
viral load samples.

� False-negative qPCR results of clinical
COVID-19 samples with a Ct � 35
decreased by 50% after increasing the
input of purified RNA from 2 to 10 mL.

� The consistency, accuracy, and
robustness of nucleic acid testing for
SARS-CoV-2 samples with low viral
loads can be improved by increasing
the sample input volume.
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Nucleic acid testing is the most widely used detection method for severe acute respiratory syndrome
coronavirus 2 (SARS-CoV-2), the causative agent of the coronavirus disease 2019 (COVID-19) pandemic.
Currently, a number of COVID-19 real-time quantitative reverse transcription PCR (qPCR) kits with high
sensitivity and specificity are available for SARS-CoV-2 testing. However, these qPCR assays are not al-
ways reliable in detecting low viral load samples (Ct-value � 35), resulting in inconclusive or false-
negative results. Here, we used a Poisson distribution to illustrate the inconsistent performance of
qPCR tests in detecting low viral load samples. From this, we concluded that the false-negative outcomes
resulted from the random occurrences of sampling zero target molecules in a single test, and the
probability to sample zero target molecules in one test decreased significantly with increasing purified
RNA or initial sample input volume. At a given RNA concentration of 0.5 copy/mL, the probability of
sampling zero RNA molecules decreased from 36.79% to close to 0.67% after increasing the RNA input
volume from 2 to 10 mL. A SARS-CoV-2 qPCR assay with an LOD of 300 copies/mL was used to validate the
improved consistency of the qPCR tests. We found that the false-negative qPCR results of clinical COVID-
19 samples with a Ct � 35 decreased by 50% after increasing the input of purified RNA from 2 to 10 mL.
The consistency, accuracy, and robustness of nucleic acid testing for SARS-CoV-2 samples with low viral
loads can be improved by increasing the sample input volume.
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1. Introduction

The ongoing coronavirus disease 2019 (COVID-19) pandemic,
caused by severe acute respiratory syndrome coronavirus 2 (SARS-
CoV-2), has resulted inmore than 238million infections worldwide
and more than 4.8 million deaths as of October 16, 2021 [1,2].
Currently, SARS-CoV-2 continues to spread worldwide, including
the emergence of several variants with increased transmissibility
and disease severity, such as Gamma variant, Delta variant and
Omicron variant [3e7]. In the absence of a sufficient supply of
vaccines and effective therapy for the treatment of COVID-19 in
some countries and regions, the test-trace-quarantine remains one
of the most effective measures to restrain transmission [8,9]. After
optimization by many laboratories, the real-time quantitative
reverse transcription PCR (RT-qPCR or qPCR) assay has become the
most widely adopted method for SARS-CoV-2 testing across the
globe [10e12]. Several studies have focused on improving the
sensitivity and specificity of the qPCR assay [11e13]; however,
additional effort is needed to improve the diagnostic accuracy and
consistency for SARS-CoV-2 detection, especially at low viral loads.

A number of commercially available SARS-CoV-2 qPCR kits have
been developed and authorized by the National Medicine Products
Administration (NMPA) for clinical diagnosis and the Food and
Drug Administration (FDA) for emergency use. However, the per-
formance of these assay kits in detecting low viral load samples (Ct-
value � 35) is inconsistent, resulting in inconclusive or false-
negative results [14e18]. Reducing false-negative results is essen-
tial to effectively contain the spread of SARS-CoV-2. Here, we hy-
pothesized that the inconsistent qPCR test results were due to
randomness of sample pipetting, and the false-negative results
were mainly due to sampling zero target molecules. This hypoth-
esis is based on that 1) the number of occurrences of inputting k
target DNA/RNA molecules into each reaction tube is random and
independent, and that 2) test results are reported positive as long as
each reaction tube contains �1 target molecules.

In statistics, a Poisson distribution is a probability distribution
that is used to characterize how many times an independent event
is likely to occur within some definite time or space [19e21].
Poisson distribution analysis has been used for absolute nucleic
acid quantitation in digital PCR (dPCR) [22e25]. In low viral load
samples, the probability of sampling zero target molecules in one
test is relatively high; this can be estimated using a Poisson dis-
tribution analysis (Fig. 1). Here, we estimated the probability of
sampling zero target molecules in a single qPCR test at various RNA
concentrations across a wide range of RNA input volumes using a
Poisson distribution. We also compared the performance of qPCR
tests in detecting low SARS-CoV-2 load samples under various
sample input volumes. We found that increasing either RNA or
initial sample input volumes could significantly reduce the proba-
bility of sampling zero RNA molecules and thus improve the diag-
nostic accuracy and reliability of qPCR tests.

2. Materials and methods

2.1. SARS-CoV-2 RNA purification and concentration analysis

A SARS-CoV-2 pseudovirus particle, which was derived from a
2019-nCoV RT-qPCR Detection Kit (Fosun Pharma, Shanghai,
China), was used as a simulated initial sample for purifying SARS-
CoV-2 genomic materials. Two methods were used to purify
SARS-CoV-2 RNA. 50 mL of SARS-CoV-2 RNA was extracted from
200 mL of SARS-CoV-2 pseudovirus particles using a QIAamp Viral
RNA Mini Kit (Qiagen, Dusseldorf, Germany) following the manu-
facture's instructions. While for SARS-CoV-2 pseudovirus particle
samples with a range of input volumes from100 to 1000 mL, 20 mL of
2

viral RNA was purified and concentrated using a SieOH magnetic
bead-based viral RNA extraction method, which was developed by
our lab [26]. In comparison with silica column-based nucleic acid
extraction method, magnetic beads-based nucleic acid extraction
protocol is much simpler, faster, and does not require the use of
specialized equipment [27e29]. More importantly, it is amenable to
automated workflows for implementing high throughput RNA
extraction [30e32].

The detailed procedure is as follows: (1) 20 mL of 10 mg/mL
SieOH magnetic beads (PuriMag, Xiamen, China) and 500 mL of
lysis buffer were mixed in a 2.0 mL microfuge tube, followed by the
addition of an indicated volume of initial sample; (2) the mixture
was vortexed and incubated at around 25 �C for 10 min; (3) the
sample tube was placed in a magnetic rack for 15 s, and then the
supernatant was removed; (4) the magnetic beads remaining in the
tube on the magnetic rack was washed with 500 mL of 80% ethanol
two times and the supernatant was discarded; (5) the magnetic
beads were then air dried for 5 min at around 25 �C; and (6) the
viral RNA was eluted from the beads using 20 mL of nuclease-free
water. The entire 20 mL eluate was then used as template for RT-
qPCR testing.

2.2. RT-qPCR testing of the SARS-CoV-2 pseudovirus samples

Viral RNA was detected using a multiplex real-time RT-qPCR
assay for the simultaneous detection of SARS-CoV-2-specific E and
ORF1ab genes. To ensure test sensitivity and specificity, a 2019-
nCoV RT-qPCR Detection Kit (20203400299), approved by the
China NMPA, was used for the qPCR tests. The SARS-CoV-2 RNA
sample, purified using a QIAamp Viral RNA Mini Kit, which had an
approximate Ct value of 30.28 ± 0.24 corresponding to approxi-
mately 300 copies/mL, was first diluted 100-fold (3 copies/mL), 500-
fold (0.6 copies/mL), and 1000-fold (0.3 copies/mL) in
1 � phosphate-buffered saline solution. The sample was then ali-
quoted for qPCR using different volumes. The qPCR reaction con-
tained 7 mL of 2019-nCoV reaction buffer, 3 mL of enzyme mix, x mL
of SARS-CoV-2 RNA, and 10-x mL of nuclease-free water, in a total
volume of 20 mL. Ten replicates of each sample input volume were
assayed.

For the SARS-CoV-2 RNA purified using magnetic beads, the
qPCR reaction contained 7 mL of 2019-nCoV reaction buffer, 3 mL of
enzyme mix and 20 mL of the purified RNA in a total volume of
30 mL. Five replicates of each sample input volume were assayed.

2.3. RT-qPCR testing of the SARS-CoV-2 clinical specimens

Clinical SARS-CoV-2 RNA samples were purified from 20
oropharyngeal swab specimens using a QIAamp Viral RNA Mini Kit
from Wuhan Hospital, and stored at �80 �C. For the qPCR reaction,
2 mL or 10 mL of the viral RNAwas added to a 20 mL reaction system,
including 7 mL of 2019-nCoV reaction buffer, and 3 mL of enzyme
mix, and 8 mL of nuclease-free water when the RNA input was 2 mL.
The qPCR assay conditions included reverse transcription for
15 min at 50 �C, initial denaturation for 3 min at 95 �C, followed by
45 cycles of 5 s at 95 �C and 40 s at 60 �C. Fluorescence signals at
this stage were collected using an ABI7500 qPCR machine (Applied
Biosystems Inc).

2.4. Data analysis

The Poisson distribution data were generated using Microsoft
Excel at the indicated l values; detailed information is provided in
the Supplementary data. All figures were generated using either
GraphPad Prism 8.3.0 or Origin 9.0. For t-test, p < 0.05 was
considered significant.



Fig. 1. Schematic representation of sampling across a range of sample input volumes. (A) Sampling viral RNA (1 copy/mL) to 0.2 mL qPCR reaction tubes across a range of input
volumes for qPCR testing. (B) Sampling a swab sample containing virus particles (100 copies/mL) into 2.0 mL microtubes across a range of input volumes for subsequent viral RNA
extraction. RNA bound to magnetic beads was eluted in 50 mL of nuclease-free water and 10 mL aliquots were then used in qPCR tests. The probabilities of sampling zero target
molecules in each reaction tube (P(X ¼ 0)) were estimated using a Poisson distribution analysis at the indicated sample concentrations and input volumes.
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3. Results and discussion

3.1. Increasing the input of purified viral RNA improves the accuracy
of qPCR tests

In developing highly sensitive and specific qPCR assays for
nucleic acids, sample input volume plays an important role in
improving the test accuracy, particularly in detecting low viral load
samples.When testing samples with a low viral load, qPCR tests can
be inconsistent, resulting in false-negative results were reported
[10e13]. This inconsistent performance can be illustrated using a
Poisson distribution analysis. It is well accepted in digital PCR that
the number of target molecules contained in each reaction unit (an
aqueous droplet floating in oil or a fixed-location chamber) follows
a Poisson distribution [33]. Similar to digital PCR, the number of
nucleic acid copies input into each test (0.2 mL tube) in a qPCR
assay also obeys a Poisson distribution, particularly for samples
with low viral loads. The Poisson equations are presented in
Equations (1)e(3) as follows:

l¼ cV ; (1)
3

PðX¼ kÞ¼ lk

k!
e�l; ðk¼0;1;2/Þ; (2)

and for k¼ 0ðinput zero RNA moleculeÞ; PðX¼0Þ ¼ l0

0!
e�l

¼ e�l:

(3)

where, P is the probability of sample k RNA molecules in one test, k
is the copy number of the input RNA molecule in one test, l is the
expected average copy number of the input RNA molecule, c
(copies/mL) is the viral RNA concentration, V (mL) is the viral RNA
input volume, and e is Euler's constantz 2.71828. In this study, we
assumed that the qPCR assay is highly sensitive for viral RNA
detection; that is, the viral RNAwill test positive by qPCR as long as
the input RNA molecules are �1 copy/test. In this case, for a SARS-
CoV-2-infected individual to be identified positive by qPCR, we
need to ensure that the quantity of the inputted viral RNA in one
test is at least one copy. This would correspond to a probability of
inputting zero RNA molecules in one test approaching 0.00%
(P(X ¼ 0) z 0.00%). Poisson distribution was used to estimate the
probability of sampling zero viral RNA molecules in one test at
indicated RNA concentrations across a wide range of RNA input
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volumes. From the Poisson distribution analysis, we observed that
the P(X ¼ 0) increases as the RNA concentration or RNA input
volume decreases (Fig. 2).

As shown in Fig. 3A, as the viral RNA input volume increased, the
probability of inputting zero RNA molecules in one test decreased
significantly. According to the guidance from the GOV.UK, the
desired limit of detection for COVID-19 nucleic acid testing is� 100
SARS-CoV-2 virus particles permL, corresponding to approximately
0.2 viral RNA copy/mL after RNA is purified [34]. In a SARS-CoV-2-
containing sample with a known, low RNA concentration of 0.2
copy/mL, the copy number of the inputted RNA in each test at given
input volumes can be estimated using a Poisson distribution. When
2 mL of the viral RNA was used for qPCR, the P(X ¼ 0) was �67.03%,
indicating that the occurrence of false-negative results was
�67.03%. With a viral RNA input of 5 mL, there was still a 36.79%
chance of sampling zero RNAmolecules; that is, only 63.21% of true
positive results would test positive, which is lower than the
required reproducibility of 95% in nucleic acid testing [35]. When
the input volume was further increased to 10 mL, P(X ¼ 0) dropped
to 13.53%. Only when the input volume was �20 mL, P(X ¼ 0) was
�4.98%, corresponding to a 95% probability of a sample testing
positive, which is acceptable in highly-sensitive nucleic acid tests.
To ensure that P(X ¼ 0) approaches 0.00%, the required input vol-
ume would need to be � 50 mL. However, in qPCR assays, the
suggested total reaction volume is generally 20e50 mL. Therefore,
by necessity, the RNA input volumesmust bemaintained at� 40 mL.
For more accurate and sensitive COVID-19 testing, an initial sample
with a larger volume should be inputted, as discussed in detail in
the following section.

Fig. 3B and C shows the probabilities of sampling different RNA
copy numbers in one test under various input volumes at indicated
RNA input concentrations of 1 and 0.1 copies/mL, respectively. The
Poisson distribution analysis demonstrated that increasing RNA
input volume significantly reduced the chance of sampling zero
RNA molecules, and thus effectively reduced the inconclusive or
false-negative results. More importantly, increasing viral RNA input
volume from 2 to 10 mL at an indicated RNA concentration of 1 copy/
mL resulted in an increase in P(X � 3) from 32.33% to 99.72%
(Fig. 3D). This observation exemplifies a marked increase in the
chance of sampling more RNA molecules after increasing the
sample input volume, which will contribute to a more accurate
Fig. 2. Poisson distribution analysis to determine the probability of sampling zero viral
RNA molecules in one reaction tube of a qPCR test at various RNA concentrations across
a wide range of RNA input volumes. The viral RNA concentrations ranged from 0.1 to
2.5 copies/mL, and the RNA input volume ranged from 2 to 25 mL.

4

detection of target RNA.
To validate the improved performance of nucleic acid tests after

increasing viral RNA input volume, we performed qPCR using
various RNA input volumes. In qPCR assay, SARS-CoV-2 RNA was
detected by simultaneously targeting two different conserved
segments of the viral ORF1ab gene and E gene, respectively [11,12].
Herein, SARS-CoV-2 RNA with a lower concentration of approxi-
mately 3 copies/mL, corresponding to a Ct value of ~35, was used as
a template for the qPCR reaction. As the RNA input volume was
increased from 2 mL to 10 mL, the number of replicates testing
positive for SARS-CoV-2 E and ORF1ab genes increased from 8 (8/
10) to 10 (10/10), and the Ct values decreased by 3 cycles (Ct of the E
gene decreased from 38.67 to 35.64, and that of ORF1ab gene
decreased from 37.49 to 34.47). Moreover, we found that the dif-
ferences in Ct values among 1, 2, 5 and 10 mL input volumes were
significant, even though the SARS-CoV-2 RNA input concentrations
were the same. In addition, we found a greater dispersion of Ct
values at smaller input volumes than at larger input volume
(Fig. 4A). This finding is in accordance with published literature
[10e12]. We believe that the inconsistent performance of the qPCR
tests in detecting lower viral load samples is mainly caused by
sampling different copy numbers of RNA molecules in each test,
which could be well-illustrated by a Poisson distribution. Such a
Poisson distribution analysis clearly showed that the P(X� 2) in low
viral load samples was very high at a small volume input, resulting
in inconclusive or false-negative results.

We next compared the performance of qPCR tests using either
2 mL or 10 mL input volumes at various viral RNA concentrations. As
shown in Fig. 4B and C, 100% (10/10) of the 100-fold (3 copies/mL)
diluted sample yielded positive results with a 10 mL input; whereas
80% (8/10) of the tests yielded positive results with a 2 mL input. For
samples diluted 500-fold (0.6 copies/mL), 70% (7/10) of the tests
targeting the E gene and 80% (8/10) of the tests targeting the
ORF1ab gene showed positive results with a 10 mL input. However,
when 2 mL of the viral RNA was added, only 40% (4/10) of the tests
were positive for both the E and ORF1ab genes. For samples diluted
1000-fold (0.3 copies/mL), the E and ORF1ab genes were still
detected in 60% and 80% of the tests with a 10 mL input, respectively.
However, decreasing the sample input volume to 2 mL resulted in
100% (10/10) of the tests being negative. Accordingly, we verified
that increasing the sample input volume significantly improves the
testing accuracy and consistency of qPCR assays, which is consis-
tent with the results of the Poisson distribution.
3.2. Increasing the initial sample input improves the accuracy of
qPCR tests

In addition to increasing the purified RNA input volume to
improve qPCR test consistency and accuracy, we can also increase
the initial sample input volume to enhance test reproducibility. We
first estimated the concentration of the purified viral RNA (Equa-
tion (4)) under various initial sample input volumes at a given
initial concentration, and then presented the probability of sam-
pling exactly k RNA molecules in one test by using the Poisson
distribution analysis (Equation (5)).

l¼ c0V0b

V1
V ; (4)

PðX¼ kÞ¼ lk

k!
e�l; ðk¼0;1;2/Þ: (5)

where c0 (copies/mL) is the concentration (viral load) of the initial
sample, V0 (mL) is the initial sample input volume, b (%) is the RNA



Fig. 3. Poisson distribution analysis of sampling viral RNA. (A) Probabilities of sampling zero RNA molecules in one test at different RNA concentrations with various RNA input
volumes. (B) Probabilities of sampling a certain number of RNA molecules in one test under a range of viral RNA input volumes at an indicated RNA concentration of 1 copy/mL. (C)
Probabilities of sampling a certain number of RNA molecules in one test under a range of viral RNA input volumes at an indicated RNA concentration of 0.1 copy/mL. (D) Probabilities
of sampling 0, 1, 2, and �3 RNA molecules in one test under various RNA input volumes at a given RNA concentration of 1 copy/mL.

Fig. 4. qPCR performance with various viral RNA input volumes. (A) qPCR test results across a wide range of viral RNA (3 copies/mL) input volumes by using 10 replicates per input
volume; (BeC) qPCR test results using either a 2 mL or 10 mL input volume with various RNA concentrations using 10 replicates per concentration. The purified SARS-CoV-2 RNA (300
copies/mL) was diluted with 1 � PBS 100-fold (3 copies/mL), 500-fold (0.6 copies/mL) and 1000-fold (0.3 copies/mL) as indicated. The red and blue circle wedges represent the
proportion of samples testing positive and negative, respectively. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this
article.)
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extraction efficiency, and V1 (mL) is the RNA elution volume. For
various DNA/RNA extraction methods, the b is approximately 80%,
and the suggested RNA elution volume V1 is 50 mL [30]. If 50 mL of
viral RNA is purified from an initial SARS-CoV-2 sample with a low
viral load (down to 100 copies/mL ¼ 0.1 copy/mL), and a 10 mL
aliquot is used to perform qPCR, l and P can be estimated as follows
(Fig. 5A). When 100 mL of the initial sample was inputted, the
P(X ¼ 0) was over 20.19%, indicating that the false-negative result
was greater than 20%. To decrease the probability of sampling zero
RNA molecules, we increased the initial sample input volume to
200 mL. Thus, P(X ¼ 0) was approximately 4.08%, which was less
than the suggested value of 5.00% for the small probability event.
This result indicates that 200 mL of the initial sample input is
capable of meeting the requirement for qPCR to detect low viral
5

load samples. To further eliminate the probability of sampling zero
RNA molecules, 500 mL of the initial sample was used for RNA
extraction. As a result, the P(X ¼ 0) significantly dropped to 0.03%,
showing that P decreased by 99.85% compared to that of the 100 mL-
sample input. In addition, we also observed that the P(X ¼ 0)
approached 0.00% when the initial sample input volumes were
larger than 650 mL.

Based on the Poisson distribution, we can estimate the proba-
bilities that a given test contains exactly k RNA molecules, partic-
ularly for those containing zero target RNA molecules. As shown in
Fig. 5A, at the indicated sample input volume, the probability of
sampling l (round number) viral RNA molecules was the highest. l
grew linearly as the initial sample input volume increased, which
led to an exponential decrease in P(X ¼ l). More importantly,



Fig. 5. Poisson distribution analysis of initial sample sampling. (A) Probabilities of sampling a certain number of RNA molecules in one test under a range of viral RNA input volumes
at an indicated initial sample input concentration of 100 copies/mL. (B) Probabilities of sampling 0, 1, 2, and �3 RNA molecules in one test across a wide range of initial sample input
volumes at a given concentration of 100 virus particles/mL. (C) Experimental validation of improved qPCR performance in detecting the SARS-CoV-2 E and ORF1ab genes in low viral
load samples (0.3 copies/mL) after increasing the initial sample input volumes. Viral RNA was isolated and concentrated from an indicated volume of SARS-CoV-2 pseudovirus
sample, followed by elution with 20 mL nuclease-free water for downstream qPCR testing. The red and blue circle wedges represent the proportion of samples testing positive and
negative, respectively. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
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increasing the initial sample input volume reduced the occurrence
of sampling zero RNA molecules, which would enable diagnostic
accuracy and effectively avoid false-negative results. For instance,
in a swab sample with a low viral load of 100 copies/mL, the
P(X ¼ 0) dropped from 20.19% to 0.17% as the sample input volume
increased from 100 mL to 400 mL, and approached 0.00% when
800 mL of the initial sample was loaded. On the other hand, we
observed that increasing the initial sample input volume led to a
much higher probability of inputting more target molecules; for
example, the P(X � 3) increased from 21.66% to 99.97% after the
initial sample input volume increased from 100 mL to 800 mL
(Fig. 5B). However, we also found a diminishing returns effect,
which shows that there is a point where an increased level of inputs
does not equal to an equal increase level of outputs [36,37]. At this
point, increasing sample input volume will no longer improve test
accuracy and consistency. As shown in Figs. 3D and 5B, when the
RNA (1 copy/mL) input volumewas >10 mL or the initial sample (100
virus particles/mL) input volume was >600 mL, the P(X � 3) has
approached 100% and hardly increase. Loading a larger volume of
initial sample for RNA extraction can effectively concentrate the
target molecules and thus reduce the probability of zero sample
target molecules.

Moreover, we investigated the performance of qPCR tests across
a wide range of initial sample input volumes using a low viral load
of a SARS-CoV-2 pseudovirus. As shown in Fig. 5C, the qPCR test
results demonstrated that increasing the initial sample input vol-
ume from 100 mL to 1000 mL increased the test reliability in
detecting low viral load samples. When the initial sample input
volume was 100 mL, the E gene tested positive in 40% (2/5) of the
replicates, while the ORF1ab gene tested positive in only 20% (1/5)
of the replicates. An input of 500 mL of the initial sample signifi-
cantly decreased the inconclusive results, resulting in 100% (5/5)
and 60% (3/5) positive results for detecting the E and ORF1ab genes,
respectively. While 1000 mL of the initial sample was used to isolate
and concentrate viral RNA, 100% (5/5) of the tests showed positive
results for both the E gene (36.64 ± 0.39 Ct) and ORF1ab gene
(36.92 ± 0.40 Ct), demonstrating a reliable performance in
detecting low viral load samples. Accordingly, we demonstrated
that increasing the initial sample input volume significantly in-
creases the chance of sampling more RNA molecules, and thus
greatly improves the analytical accuracy of nucleic acid-based tests.
3.3. Poisson distribution analysis of sampling the initial sample
without RNA extraction

Owing to the significant savings in time and cost, the RNA-
6

extraction-free qPCR assays have been developed and are being
used by some research laboratories [38e40]. However, it is a great
challenge for researchers to establish an RNA-extraction-free qPCR
assay with high sensitivity for COVID-19 testing, owing to the high
probability of sampling zero RNA molecules in low viral load
samples with a small-volume input. As estimated by Poisson dis-
tribution analysis, at an indicated concentration of 100 copies/mL,
the P(X¼ 0) is 60.65%with a 5 mL input, dropping to 13.53% after the
input volume was increased to 20 mL. For samples with a viral load
of 500 copies/mL, the P(X ¼ 0) was >8.21% with a 5 mL input, and it
approached 0.00% with a 20 mL input. When the initial concentra-
tion was 1000 copies/mL, a 10 mL input would enable a >99.99%
chance of sampling �1 virus particles and reporting a positive test
result (Fig. S1). In short, we demonstrated that the standard qPCR
protocol with RNA-extraction is still a preferred, highly sensitive
test for COVID-19 diagnosis, and the RNA-extraction-free RT-qPCR
assay is more suitable for detection of samples with viral loads
>1000 copies/mL.

3.4. Clinical validation of improved qPCR test performance after
increasing the RNA input volume

We further investigated the performance of qPCR tests with an
input volume of 2 mL and 10 mL RNA using 20 known SARS-CoV-2
RNA clinical samples, including 11 positive and 9 negative sam-
ples (Fig. S2). For the four samples with Ct values � 35, both SARS-
CoV-2 genes tested positive with either a 2 mL input (E gene: 4/4,
29.11e36.29 Ct; ORF1ab: 4/4, 28.74e36.45 Ct) or a 10 mL input (E
gene: 4/4, 26.83e34.08 Ct; ORF1ab: 4/4, 26.45e33.91 Ct), sug-
gesting that sample input volume has no effect on qPCR results
when detecting higher viral load samples (�3 viral RNA copies/mL).
For the seven samples with Ct values > 35, the E gene tested 100%
positive results (7/7, 38.19e39.17 Ct) with a 10 mL input, and 43%
positive (3/7, 38.71e38.73 Ct) with a 2 mL input. In turn, the ORF1ab
gene tested 86% positive (6/7, 37.53e39.68 Ct) with a 10 mL input,
and 57% positive (4/7, 38.13e39.32 Ct) with a 2 mL input. The nine
negative samples with no SARS-CoV-2 RNA, were all tested nega-
tive, demonstrating 100% specificity for COVID-19 testing. We again
showed that increasing the sample input volume contributes to a
more accurate and highly sensitive detection of SARS-CoV-2 RNA,
particularly in samples with low viral loads.

4. Conclusions

Overall, we believe that the inconsistency of qPCR tests in
detecting low viral load samples (Ct � 35) is caused by the
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occurrence of sampling zero target molecules, which results in
false-negative results. We estimated the probability of sampling
different numbers of target molecules in a single qPCR test using a
Poisson distribution analysis.The results showed that the perfor-
mance of qPCR in detecting low viral load samples can be signifi-
cantly improved by reducing the probability of sampling zero target
molecules by increasing the RNA input volume, particularly by
increasing the initial sample input volume. We suggest using
�10 mL of purified viral RNA for qPCR tests and 500e1000 mL of the
initial sample for viral RNA extraction. Moreover, we suggest using
the gold-standard RNA-extraction qPCR test for highly sensitive
COVID-19 diagnosis over that of RNA-extraction-free qPCR.
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