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A B S T R A C T   

As a technique in artificial intelligence, a convolution neural network model has been utilized to 
extract average surface roughness from the geometric characteristics of a membrane image 
featuring micro- and nanostructures. For surface roughness measurement, e.g. atomic force mi-
croscopy and optical profiler, the previous methods have been performed to analyze a porous 
membrane surface on an interest of region with a few micrometers of the restricted area according 
to the depth resolution. However, an image from the scanning electron microscope, combined 
with the feature extraction process, provides clarity on surface roughness for multiple areas with 
various depth resolutions. Through image preprocessing, the geometric pattern is elucidated by 
amplifying the disparity in pixel intensity values between the bright and dark regions of the 
image. The geometric pattern of the binary image and magnitude spectrum confirmed the clas-
sification of the surface roughness of images in a categorical scatter plot. A group of cropped 
images from an original image is used to predict the logarithmic average surface roughness 
values. The model predicted 4.80 % MAPE for the test dataset. The method of extracting geo-
metric patterns through a feature map-based CNN, combined with a statistical approach, suggests 
an indirect surface measurement. The process is achieved through a bundle of predicted output 
data, which helps reduce the randomness error of the structural characteristics. A novel feature 
extraction approach of CNN with statistical analysis is a valuable method for revealing hidden 
physical characteristics in surface geometries from irregular pixel patterns in an array of images.   

1. Introduction 

Surface morphology is one of the critical factors in a porous polymeric membrane that affects membrane performance related to 
durability [1,2], permeability [3,4], and wettability [5–7]. Analysis of the surface morphology is necessary before developing im-
provements in the membrane’s functioning in various research fields from textile engineering [8–10] to biomedical applications 
[11–13]. A surface roughness ratio is calculated through the contact area ratio with the sessile droplet to the orthographic projection 
area. The contact angle of the sessile droplet describes the relative surface energies between the solid surface and the fluids on it. 
Scanning electron microscope (SEM) image analysis is a typical method to understand the geometries of a porous membrane. In SEM 
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images, the contrast and brightness difference make a distinction of irregularities in the surface morphology by the image resolution. 
Extracting features based on the correlation with pixel intensities in the image were attempted to measure the surface roughness [14, 
15]. 

A convolutional neural network (CNN) has been designed for image classification tasks to achieve performance on ‘human-level’ 
benchmarks [16]. The extraction of critical parameters related to images of the surface characteristics is used in the practical clas-
sification work by correlation training in a CNN model, inferring qualitative states into a few noticeable categories. The surface 
roughness inference model is applied to predict the life expectancy of a target by predicting surface roughness and classifying defect 
areas from the geometrical pattern of variation of surface characteristics based on the image-surface roughness dataset training 
[17–19]. Because of the advantages of CNN-based image classification tasks, a non-contact monitoring system has been developed to 
infer the relation between the surface roughness to estimate the mechanical characteristics [20,21] and evaluate surface quality 
[22–24]. In particular, the prediction performance of a model using feature extraction from geometric characteristics is limited by the 
resolution of input data. Bhandari and Park [22] predicted the roughness class on a milling surface via the CNN model to assist in 
acquiring the preferred machining condition. The milling surface roughness was categorized as fine, smooth, rough, and coarse from 
the 1–5 μm of roughness range with 93.31 % accuracy for the test data. Zhang et al. [24] evaluated the surface roughness of a grinding 
surface using an aliasing dispersion index. An aliasing measurement of a surface is reasonable from 0.2 to 0.8 μm of the roughness area 
with high accuracy above 98.5 %. Li et al. [21] described an online measurement of the surface roughness prediction from laser speckle 
on cold-rolled strip steel for the 1.0–2.0 μm range. The predicted surface roughness on a material is limited within a range of 1.0 μm 
[21,23], leading to estimation errors for extrapolation problems as out-of-range predictions. Although these suggested prediction 
methods have performed well for the target range, they have limitations in extending the prediction domain of surface roughness due 
to the nature of the input data. 

The developed CNN model predicts a logarithmic average surface roughness (log Ra) of a porous polymeric membrane from a group 
of uniformly cropped SEM images. Preprocessing of the image was feasible for predicting the log Ra, the membrane characteristics with 
emphasis on geometric patterns are revealed in a feature map. In the CNN model, we attempt to find a consistent pattern that de-
termines the roughness parameter of the membrane surface in multiple cropped images from an original SEM image. A 3-channel layer 
of each image for input data is displaced to preprocessed images with a contrast-limited adaptive histogram equalization (CLAHE), a 
binarization, and a two-dimensional discrete Fourier transform (2D-DFT) technique. Predicted values of the log Ra from each cropped 
image are described as a Gaussian distribution, and it would be used as an alternative approach to image-based quantification of 
surface characteristics by developing a CNN model to predict physical values from images with geometric patterns. This is the first-time 
surface roughness for a porous polymer membrane has been predicted through the 3-dimensional CNN, which requires an image and 
sequential image processing without any tabular data extraction. 

2. Experimental 

2.1. Data acquisition and preparation 

The building of a CNN architecture is performed in sequential steps in Fig. 1 to explore the relationship between the geometric 
character on an image and its average surface roughness. Two more steps are different from typical CNN methods: image preparation 
and statistical analysis. A group of cropped images subset from a raw SEM image creates a Gaussian distribution curve, which is 
composed of their prediction results. 

To construct a dataset for the CNN model, we gathered 71 SEM images and their corresponding atomic force microscopy (AFM) 
results from 25 references [15,25–48]. These SEM images depict nanofiber membranes with an average surface roughness ranging 
from 5 nm to 6.3 μm. For surface feature prediction on a porous membrane, raw data are obtained from a SEM image paired with an 

Fig. 1. The flowchart of the geometric feature map-based CNN development.  
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average surface roughness (Fig. S1 in the supplemental materials). The input data for the CNN model were obtained through a series of 
image preparation steps, including image resizing, cropping, augmentation, and selection, as shown in Fig. 2. Initially, all of the raw 
SEM images with different magnification levels ranging from ×500 to ×30,000 were adjusted to an equivalent magnification ratio. The 
resizing process reorganized the image size to 51.2 pixels/μm using a respective scale bar of each image. Afterward, the regulated size 
of SEM image was cropped into multiple images with a size of 256 × 256 pixels size. The cropped images were minimized to less than 

Fig. 2. Image preparation for data acquisition to the input layer of the CNN model. (a, b) Resizing raw SEM image based on the scale bar, (c) 
Cropping image to 512 × 512 pixels, (d) geometric image augmentation (flipping and rotating), and (e) random selection of 16 images as the 
one group. 

Fig. 3. Distribution of the number of cropped images before and after data augmentation by the log Ra.  
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50 % to avoid overlap areas between images (Fig. 2b and c). A cropped image containing text, arrows, or other markings was excluded 
from the input dataset. The number of cropped images increased by geometric augmentation. Images were rotated 90◦, 180◦, and 270◦

and flipped upside down (Fig. 2c and d). After image augmentation, each image group was created with the selected 16 cropped 
images. Therefore, two cropped images from a raw SEM image were required to create a single image group at least. 

The Ra data obtained from AFM analysis on the membrane surface were collected within an area ranging from 1 × 1 to 75 × 75 μm2. 
The distribution of the Ra data followed an inverse Gaussian distribution within a linear scale range. To enhance prediction accuracy 
and minimize overfitting, we normalized the input data for the CNN model. The image augmentation process and a log transformation 
for Ra approximated a normal distribution within the range of surface roughness (Fig. 3). After image augmentation, the skewness and 
kurtosis of the data distribution approached zero. The wide distribution of log Ra provided sufficient data to improve the prediction 
accuracy of the CNN model. 

2.2. Data preprocessing 

Image processing and the construction of a CNN model are performed using the TensorFlow platform within a Python environment. 
The CNN model analyzes nanofiber membrane images to derive the log Ra by applying convolution and max-pooling operations that 
extract spatial patterns. All image data is essential for regulating the distribution of gray level intensity, as the contrast and brightness 
of the SEM images are different depending on the image acquisition environment. Particularly in the preprocessing of low-level im-
ages, techniques such as edge sharpening [20] and contrast improvement are employed to extract dominant features from the SEM 
images by increasing the intensity gradient between adjacent pixels. The pixel intensity gradient contributes to pattern extraction on 
the convolution and pooling operations. As an image enhancement method, a histogram equalization technique is applied to improve 
the pixel intensity gradient within the images [49]. Afterward, image transformation is applied to reveal the embedded features in the 
CLAHE image by converting it through binarization and 2D-DFT processes. The binary image and the 2D-DFT assist in finding a 
geometric boundary pattern and a periodic pattern in the nanofiber membrane image, respectively. Binarization converts the CLAHE 
image into a binary image using a process of global fixed thresholding. 2D-DFT extracts periodic patterns in the nanofiber membrane 
image, revealing spectral characteristics based on the pixel intensity values in the frequency domain of the image [50]. ImageJ 
software was utilized for image analysis and conversion to grayscale images [51]. The grayscale intensity of the CLAHE image is 
obtained using ImageJ plugins. Scatter plots are extracted from the binary images by counting the number of isolated black areas and 
the ratio of white areas. The average and maximum peaks in the magnitude spectrum are determined to be at half-width at 
half-maximum (HWHM) on the radial profiles. 

2.3. Construction of CNN architecture 

In general, a CNN assists in looking for correlations between a numerical value in parameter and pixel intensity values in a color 
image composed of three channels of a two-dimensional array, known as a red, a green, and a blue (RGB) color layer. Convolution 
operation involves multiplying weights in kernels that slide following the stride over each single channel matrix. Regression analysis 
validates the architecture’s performance in determining correlations between a correct value and a feature map of the convolution 
layer. The architecture of the developed model is shown in Table 1. After resizing, the input image size to the CNN model has 256 ×

Table 1 
Architecture of CNN model to predict log Ra from the grayscale images.  

Operation Group Operation Layer name Number of filters Filter size Output size 

Group_0 Input image Input layer n/a n/a 256, 256, 3 
Group_1 Convolution (2 times) Convolution layer 4 3, 3, 4 256, 256, 4 

ReLU layer n/a n/a 256, 256, 4 
Pooling Max pooling layer 1 2, 2 128, 128, 4 

Group_2 Convolution (2 times) Convolution layer 8 3, 3, 8 128, 128, 8 
ReLU layer n/a n/a 128, 128, 8 

Pooling Max pooling layer 1 2, 2 64, 64, 8 
Group_3 Convolution (2 times) Convolution layer 16 3, 3, 16 64, 64, 16 

ReLU layer n/a n/a 64, 64, 16 
Pooling Max pooling layer 1 2, 2 32, 32, 16 

Group_4 Convolution (2 times) Convolution layer 32 3, 3, 32 32, 32, 32 
ReLU layer n/a n/a 32, 32, 32 

Pooling Max pooling layer 1 2, 2 32, 32, 64 
Group_5 Convolution (2 times) Convolution layer 64 3, 3, 64 16, 16, 64 

ReLU layer n/a n/a 16, 16, 64 
Group_6 Inner product Flatten n/a n/a 16384 

Fully connected layer n/a n/a 1024 
ReLU layer n/a n/a 1024 

Dropout Dropout layer (dropout = 0.8) n/a n/a 1024 
Group_7 Inner product Fully connected layer n/a n/a 1024 

ReLU layer n/a n/a 1 
Output Output layer n/a n/a 1  
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256 pixels with 3 channels of grayscale processed images. The images goes through the five operation groups consisting of the 
convolution layer, rectified linear unit (ReLU) activation layer, and Max-pooling layer, followed by two fully-connected layers. The 
kernel size of the convolution and the max-pooling layers are 3 × 3 and 2 × 2 pixels, respectively. The model is trained using the Adam 
optimizer to adjust the weights, and the final output layer predicts the value of log Ra. The performance of the developed CNN model is 
compared with the classic CNN architectures applied to the preprocessed images, namely VGG16 and VGG19 [52], MobileNet [53], 
Xception [54], ResNet50 [55], and EfficientNetB0 [56]. All fine-tuned CNN architectures are implemented using the Keras open-source 
software library in Python and are configured to use the ReLU function as activation function for the classifier and to output a single 
class, with a fine-tuning approach used for optimization. The width and height of input images are scaled to the default input size for 
each model. The last hidden layer in the VGG16 and VGG19 architectures is reduced to 1/4 (from 4,096 to 1,024 nodes) due to the 
out-of-memory problem. Key parameters related to the model training and loss function optimization include the learning rate, batch 
size, and number of epochs. In this case, the Adam optimizer is used with a learning rate of 0.00005. The model is trained with a batch 
size of 1 and for a total of 100 epochs. These parameters remained the same in all CNN architectures. 

2.4. Splitting a dataset 

Although the CNN model predicts a single log Ra value from a pixel array of the cropped image, there can be variations in the 
predicted log Ra values depending on the cropped region of an image due to the irregularity of the membrane surface. The image 
dataset is divided into training and test datasets to assess the prediction performance. We analyze the average and standard deviation 
of the log Ra values obtained from a Gaussian distribution of the predicted log Ra values within an image group. The dataset is 
randomly split into training and test subsets in an 8:2 ratio. When an original image can generate more than 32 cropped images, two 
image groups are created by randomly selecting the images and separating them into training and test datasets. 

2.5. Image conversion to an array for concatenation in the CNN model 

To find features at the membrane image for extracting surface roughness, it is required to convert the input layer from an image 
format to an array of the feature extracted layers. As shown in Fig. 4, the sequential images are organized into three channels within a 
tensor array: CLAHE image, binary image, and magnitude spectrum. The process begins by converting the RGB color channels of the 
cropped image into a grayscale image using the average method. Then, data normalization is performed on the image to reduce the 
difference between images by normalizing the distribution of pixel intensity values, which correspond to the morphological charac-
teristics of the membrane. The measurement environment influences the distribution of the pixel intensity values of an image, such as 
brightness and contrast involving image resolution. The contrast of image should be regulated by pixel scaling regardless of image 
quality. Adaptive histogram equalization is performed to improve the pixel intensity value difference in the boundaries of the 
morphology. Global thresholding and 2D-DFT for a CLAHE image are used to capture inherent patterns related to surface roughness on 
SEM images. Input data array of a fourth-order tensor concatenates the preprocessed grayscale images in sequence for each channel. 

Fig. 4. Image preprocessing and conversion image to array process. (a) Convert RGB color images to grayscale and resize the image. (b) Image 
preprocessing using CLAHE, binarization, 2D-DFT methods, and conversion to vertical stack array. (c) Concatenating vertically stacked arrays of the 
CLAHE and binary images and magnitude spectrum. (For interpretation of the references to color in this figure legend, the reader is referred to the 
Web version of this article.) 
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3. Results and discussions 

3.1. Normalization of pixel intensity values on the image 

Regardless of the image quality, the borders of the fiber geometry in the image are sharpened through the CLAHE processing, as 
shown in Fig. 5a–c1. The cropped grayscale images display the highest (52 kB), middle (21 kB), and lowest (9 kB) resolution in the 
dataset. The grayscale histograms in Fig. 5a2-c2 display the distribution of pixel intensities before and after the CLAHE process. The 
center of the pixel intensity histogram moves closer to the middle of the grayscale range after the pixel scaling. The difference in the 
brightness level of an image describes the enhanced pixel intensity gradient at the boundary of geometry. Fig. 5a3-c3 illustrate the 
horizontal line of gray level intensity from the center of the grayscale images before and after the CLAHE process. The grayscale 
intensity distribution indicates the bright and dark areas within the image. The intensity peaks of the gray-level scale were obtained 
from the horizontal center line of the images. The peak-to-peak amplitude rises from 188 to 229, 113 to 193, and 38 to 80 on the 
highest, middle, and lowest quality images, respectively. The peak-to-peak amplitude increases by 2.67 times for the lowest-resolution 
image. The enhanced contrast enables better differentiation of depth differences in images. Comparisons between grayscale images 
and preprocessed images, depending on log Ra values, are described in Table S1 of the supplementary information. Despite the image 
quality stemming from its inherent resolution, the CLAHE process contributes to enhancing the contrast of pixel intensity in each 
image, thereby improving the distinction of geometric characteristics between fiber and pore regions. The process aids in the feature 
extraction of the fiber boundary upon thresholding. The thresholding process enables the classification of the fiber and pore regions of 
the membrane image. Binarization of the CLAHE images is achieved using global thresholding with a fixed pixel intensity value of 127. 
In this binary image, a pixel intensity value of 255 corresponds to the fiber area (white), while 0 represents the pore area (black). In 
addition, another global thresholding method for boundary extraction separates patterns for the periodicity of the brightness differ-
ence of the membrane. The separated feature depicts the fiber diameter and directionality in the magnitude spectrum through the 2D- 
DFT of the CLAHE grayscale image. 

3.2. Geometric pattern of pixel intensity values on preprocessing images 

A categorical scatter plot in Fig. 6 demonstrates the roughness characteristics, which depend on the ratio of white area to the 

Fig. 5. (a–c1) Image enhancement effect of gray level intensity by CLAHE images compared with grayscale images depending on the image res-
olution. (a2-c2) Relative frequencies of the gray level intensity. (a3-c3) Gray level intensity on the horizontal line of images. 
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number of isolated black areas in the binary image. The geometric boundaries in the binary image can be easily identified by detecting 
the maximum gradient of pixel intensity values. It allows for the extraction of patterns in the pore and fiber areas during the passage of 
the kernel in the subsequent convolutional and pooling layers. The scatter plot displays the distribution characteristics of boundary 
patterns in relation to the diameter and distribution of nanofiber structure in a membrane image. Previous research on membrane 
roughness has shown a strong positive correlation between the average fiber diameter and the Ra value [14]. Additionally, the fiber 
fraction in the image and contact angle exhibit a negative and positive correlation, respectively, indicating the hydrophilicity or 
hydrophobicity of the membrane’s surface energy. Fig. 7 presents the average and standard deviation of the feature extraction 
characteristics on the binary images within specific log Ra intervals. For Ra values higher than 3,000 nm (log Ra ≥ 3.5), the number of 
pores per unit area is 7.4. Due to the number of fibers appearing in the image, the fiber fraction is around 31 %. In the Ra range of 3,000 
to 1,000 nm (3.0 ≤ log Ra < 3.5), the number of fibers increases as the average fiber diameter decreases, resulting in fewer than 75 
pores and a fiber fraction of less than 55 %. Within the Ra range of 1,000–300 nm (2.5 ≤ log Ra < 3.0), characteristics extensively 
appear extensively on the scatter plot, indicating a more uniform fiber diameter distribution. A membrane, which has a wide range of 
fiber diameter distribution, accounts for a volume fraction of up to 75 %. In the Ra range of 300 to 30 nm (1.5 ≤ lopg Ra < 2.5), the 
membrane is composed of fibers with a small diameter difference of a few tens of nanometers. As the fiber diameter in a membrane 
decreases, the fiber fraction converges to around 60 %. With an increase in the number of fibers per unit area, the number of pores 
increases to 250. For Ra values below 30 nm (log Ra < 1.5), the predicted value appears larger than the true value in the scatter plot due 
to the extrapolation problems when the values are out-of-range. A relatively smooth surface of a membrane, for log Ra < 1.5, exhibits 
flat features with low pixel gradients. These can resemble images with high surface roughness and wide pores. The boundary iden-
tification is unable to distinguish a fiber area with an image resolution of 19.5 nm/pixel in the cropped image. Due to this ambiguous 
boundary, consistent characteristics in the number of pores and fiber fraction cannot be observed in the scatter plot, making it difficult 
to clearly recognize patterns at this resolution. According to the pixel intensity for the smooth surface, the fiber fraction in the binary 
image is classified under 20 %. The region limits the ability to distinguish pixel intensity values at fiber boundaries for feature 
extraction. 

Fig. 6. Binary image analysis depends on the number of the black area isolated on the image and the pixel fraction of the white area.  

Fig. 7. Feature extraction results of the binary images in the number of pores and a fraction of fiber surface depending on a specific log Ra interval.  
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Furthermore, the 2D-DFT of an image can be used to extract information about the directionality of fibers. The pixel intensity of an 
image on the spatial coordinates is rearranged in a frequency domain. The grayscale intensity appears along with specific angles in the 
magnitude spectrum for the fiber direction [57–59]. The result of the magnitude spectrum contains information about the angles at 
which the fibers appear in the image, and the intensity of the spectrum decreases exponentially from the center to the radial direction. 
To analyze the magnitude spectrum, a scatter plot is used to display a distribution characteristic of directionality with the diameter of 
fibers that originate from the difference of gray level intensity in the magnitude spectrum (Fig. 8). The periodic pattern on the 
magnitude spectrum can be expressed using the HWHM value and the difference between the maximum and average values. In a 
membrane image, the distribution of pores becomes more uniform as the number of pores increases by decreasing the Ra. The average 
pixel intensity improves as the gray level intensity increases in the high-frequency component, reducing the difference between the 
maximum and average gray level intensity. At the magnitude spectrum analysis, the log Ra value has positive and negative relations to 
the HWHM and the difference of gray level intensities, respectively. Fig. 9 presents the average and standard deviation of the spectral 
feature characteristics. Transforming an image to a frequency domain through the 2D-DFT is beneficial to describe the periodic pattern 
for fiber geometries appearing in a nanofiber membrane image. The fiber structures in the high log Ra membrane increase in pixel 
intensity value differences, where irregular pixel patterns increase the amplitude intensity of the low-frequency component, 
decreasing the HWHM of the magnitude spectrum. The CLAHE process enhances the contrast at the geometric boundary of a few thick 
nanofibers with a dark pore region. Therefore, the ratio of a bright region on a low-frequency component is relatively increased, which 
makes pixel intensity difference between the maximum and the average. In contrast, a nanofiber membrane image with several tens of 
nm fiber diameters is inadequate to describe the gradient of pixel intensity values in the image. When pixel intensity values are similar 
to the adjacent pixels in an image (where there is no distinction between fibers and pores on a relatively smooth membrane surface), 
the high-frequency components increase in the magnitude spectrum. The difference in pixel intensity values between the maximum 

Fig. 8. Magnitude spectrum analysis depends on the half-width at half-maximum of gray level intensity on the radial profile and the maximum 
difference with the average gray level intensity. 

Fig. 9. Feature extraction results in the difference and the HWHM of gray level intensity on the magnitude spectrum depending on a specific log 
Ra interval. 
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and average values on the magnitude spectrum is reduced. At the same time, the HWHM increases due to the reduction of the 
low-frequency component. Overall, 2D-DFT preprocessing for a nanofiber membrane image reflects pixel gradients about spectral 
characteristics of fiber distribution. The variation in surface roughness affects the frequency components. 

3.3. Prediction performance to average surface roughness 

The prediction results of the optimized architecture of the CNN model are demonstrated using a random subset of cropped images 
from the training subset. The subset is divided into training and validation subsets in an 8:2 ratio. Fig. 10 shows the Pearson correlation 
coefficient between the experimental and prediction log Ra values, with the blue line representing the perfect coincidence. Other 
evaluation indexes, namely the mean absolute percentage error (MAPE) and the coefficient of determination (R2), are described in the 
following equations: 

MAPE=
100%

n
∑n

i=1

|yi − ŷi|

yi
, (1)  

R2 =1 −

∑n
i=1|yi − ŷi|

2

∑n
i=1

⃒
⃒
⃒yi − ypred

⃒
⃒
⃒
2 , (2)  

where yi, ̂yi, and ypred represent the experimental value, predicted value, and the average of predicted value, respectively. n is a number 
of data points. As for the distribution of predictive results in the validation dataset, the number of outliers with lower log Ra than the 
experimental result occurred as the roughness value increased. The prediction performance for an image with high log Ra is restricted 

Fig. 10. Prediction values of the log Ra from randomly selected training and validation dataset for optimizing a CNN architecture.  

Fig. 11. Predicted log Ra from the selected groups of images for training and test dataset for evaluating predictive performance of the CNN model.  

D.H. Kang et al.                                                                                                                                                                                                        



Heliyon 10 (2024) e35358

10

to extracting geometric features appearing on a limited image space with a cropped size of 10 × 10 μm2. In Fig. 11, which is shown as a 
boxplot with the Pearson correlation coefficient, artificial classification depending on groups of the image of the input dataset is used to 
evaluate the prediction performance of the CNN model. The predicted result for training and test data of each image group describes 
similar correlation characteristics to those predicted by CNN model structure optimization. The evaluation index of the MAPE and R2 

presents decreasing error and increasing relations on a test dataset. The CNN model using the input data with the feature extraction 
channels showed improved evaluation metrics compared to the model using input data with the raw RGB channels, as shown in Fig. 12. 

The prediction performance of the log Ra in the developed model is compared with that of the fine-tuned classic CNN architectures. 
Table 2 shows the performance results of the developed CNN model and the fine-tuned CNN architectures. Selected CNN architectures 
from the Keras library were used to compare prediction performance in the order of the number of layers. In particular, compared to 
the VGG16 and 19 models, despite maintaining high prediction performance, the number of parameters is 58.2 % and 63.0 % smaller, 
which reduces the inference time to 26.7 % and 21.6 %, respectively. For all the range of log Ra in Table 3, the results of the MAPE and 
R2 for the developed model are optimized for data training and are similar to the prediction performance of the VGG architectures. 

A random subset of cropped images in a group has similar geometric patterns and common characteristics. The results with a 
Gaussian distribution from the predicted training and test data for each image group are presented in Fig. 13. A blue-dotted line and a 
number indicate the experimental value of log Ra from AFM at the center of each graph. The Gaussian distribution for each group of 
dataset prediction results with a statistical approach describes superior prediction accuracy than the prediction result of individual 
images. Feature extraction from pixel patterns represents the geometric irregularity in an original membrane image, which coincides 
with a categorical scatter plot. The predicted log Ra at the test dataset, which follows a Gaussian distribution, is similar to the 
experimental value. The average log Ra for the image groups matches the experimental value, as in Table 4. The MAPE is 4.80 % for the 
test dataset prediction in the CNN model. The predicted value from an original image matches the result. As a result, the CNN model 
with multiple images could obtain shared features with high accuracy for the average roughness. 

4. Conclusions 

A geometric feature map-based CNN model is proposed to predict the average surface roughness of a nanofiber membrane. The 
feature extraction from the fiber and pore is performed on a tensor of pixels from grayscale images, which are transformed to the 
spatial and spectral domain after pixel scaling. The irregularity of the nanofiber structure on the membrane surface is represented by 
the Gaussian distribution of the predicted log Ra, derived from the cropped 16 images. The distribution for the predicted log Ra matches 
the true value. As the geometric feature difference between cropped images increases, the distribution of log Ra values becomes 

Fig. 12. The MAPE and R2 of the CNN model evaluation depend on the image channel types for input data.  

Table 2 
Performance results of the developed CNN model compared with the fine-tuned CNN architectures to the preprocessed images.  

CNN Architecture Depth of 
model 

Total 
parameters 

Inference time (s/ 
step) 

MAPE R2 

Train Validation Test Train Validation Test 

Developed CNN 
model 

12 16.9 M 10.31 3.343 12.874 12.433 0.999 0.979 0.979 

VGG16a [52] 16 40.4 M 38.62 5.028 8.944 10.251 0.996 0.989 0.983 
VGG19a [52] 19 45.7 M 47.66 5.354 9.084 10.664 0.996 0.989 0.985 
MobileNet [53] 55 3.2 M 17.34 228.839 224.399 132.358 − 5.093 − 5.462 − 2.298 
Xception [54] 81 20.9 M 62.76 24.800 31.846 23.456 0.924 0.898 0.932 
ResNet50 [55] 107 23.6 M 48.90 46.254 58.753 39.167 0.791 0.690 0.836 
EfficientNetB0 [56] 132 4.1 M 48.92 34.065 35.516 30.904 0.886 0.894 0.885  

a The number of nodes of the last hidden layer (Fully connected layer) is reduced by 1/4 (from 4,096 to 1,024). 
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Table 3 
The MAPE and R2 results of the developed CNN model and the fine-tuned CNN architectures.  

CNN Architecture MAPE R2 

0 ≤ log Ra < 2.0 2.0 ≤ log Ra < 3.0 3.0 ≤ log Ra < 4.0 0 ≤ log Ra < 2.0 2.0 ≤ log Ra < 3.0 3.0 ≤ log Ra < 4.0 

Train Validation Test Train Validation Test Train Validation Test Train Validation Test Train Validation Test Train Validation Test 

Developed 
CNN model 

4.302 20.842 20.469 3.043 8.774 9.944 2.905 11.776 10.781 0.997 0.934 0.919 0.999 0.987 0.984 0.999 0.980 0.984 

VGG16a [52] 6.351 12.809 16.796 3.949 6.897 6.135 6.336 8.626 11.613 0.994 0.972 0.942 0.998 0.992 0.993 0.995 0.989 0.980 
VGG19a [52] 9.445 15.237 19.576 3.232 5.779 7.065 5.916 8.751 9.918 0.989 0.967 0.940 0.998 0.994 0.992 0.995 0.987 0.986 
MobileNet [53] 479.488 424.550 361.576 171.235 163.233 94.924 55.517 43.086 41.655 − 31.413 − 30.298 − 27.860 − 3.626 − 3.281 − 1.104 0.551 0.726 0.794 
Xception [54] 48.021 64.204 45.718 14.734 18.784 17.050 22.306 14.197 18.242 0.714 0.531 0.770 0.962 0.940 0.947 0.923 0.967 0.945 
ResNet50 [55] 124.007 153.666 110.861 20.972 19.381 25.521 13.746 10.881 13.311 − 0.597 − 1.257 − 0.340 0.932 0.938 0.894 0.975 0.984 0.974 
EfficientNetB0 [56] 67.568 67.483 36.327 17.620 18.551 23.374 35.979 33.016 37.377 0.598 0.633 0.867 0.954 0.950 0.934 0.855 0.876 0.846  

a The number of nodes of the last hidden layer (Fully connected layer) is reduced by 1/4 (from 4,096 to 1,024). 
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broader and deviates from the experimental values. Implementing an algorithm that infers physical meaning from an image is 
necessary to reveal geometric patterns corresponding to numerical values. After normalization for pixel intensity of images, sequential 
image preprocessing and conversion to a pixel array are performed to emphasize the geometric feature characteristics of the CNN 
model. The prediction results for the random subset of cropped images are plotted as a probability density function. It has been 
confirmed that the average of the Gaussian distribution is close to the true value. 

The main contribution of our work can be summarized as follows:  

• We integrated three feature maps (CLAHE image, Binary image, and 2D-DFT spectrum) into the CNN model. The geometric feature 
map-based CNN model predicts the average surface roughness (log Ra) from a group of cropped SEM images of a nanofiber 
membrane. 

• The CLAHE process contributes to data normalization and enhances the contrast of pixel intensity to distinct geometric charac-
teristics. The binarization clarifies to distinguish the fiber and pore region, and the 2D-DFT process reflects pixel gradient about 

Fig. 13. Comparison of the log Ra obtained from AFM (experimental data) and normalized distributions of the predicted training and test data in 
each group of images. 

Table 4 
Prediction results of the log Ra in the selected training and test dataset data groups.  

Data group Experimental data (log Ra) Training data group (log Ra) Test data group (log Ra) 

1 1.713 1.818 ± 0.061 1.973 ± 0.150 
2 1.871 1.989 ± 0.071 2.033 ± 0.215 
3 1.922 2.009 ± 0.056 1.900 ± 0.095 
4 1.929 2.063 ± 0.068 2.073 ± 0.223 
5 2.377 2.545 ± 0.075 2.388 ± 0.090 
6 2.556 2.628 ± 0.055 2.593 ± 0.088 
7 2.720 2.693 ± 0.083 2.900 ± 0.262 
8 2.742 2.795 ± 0.094 2.700 ± 0.267 
9 2.751 2.748 ± 0.053 2.847 ± 0.228 
10 2.870 2.926 ± 0.161 2.995 ± 0.170 
11 2.940 2.926 ± 0.098 2.836 ± 0.258 
12 2.968 2.993 ± 0.108 2.867 ± 0.271 
13 3.025 3.030 ± 0.055 2.825 ± 0.200 
14 3.037 3.014 ± 0.114 3.018 ± 0.236 
15 3.516 3.446 ± 0.133 3.252 ± 0.239  
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spectral characteristics of fiber distribution. Categorical scatter plots reveal the relation of the log Ra and the pixel distribution for 
the Binarization and 2D-DFT process.  

• A random subset of cropped images for a log Ra prediction with a statistical approach describes superior prediction accuracy than a 
prediction result of an individual image.  

• We verified the prediction accuracy (mean absolute percentage error) and model effectiveness (inference time) of the developed 
model compared with the classic CNN architectures of VGG16, VGG19, MobileNet, Xception, ResNet50, and EfficientNetB0. 

The developed CNN model predicts a wide range of surface roughness values, from 3 μm to 3 nm. The average surface roughness 
values from a group of cropped images describe a Gaussian distribution. The average of the distribution aligns with the actual surface 
roughness. However, the feature extraction approach using the magnitude spectrum restricts surfaces without regularity or a material 
surface where the roughness pattern extends beyond the cropped area. A geometric feature map-based CNN model requires careful 
architecture design, considering the trade-off between prediction accuracy and inference time for practical applications. Therefore, a 
different feature extraction strategy and proper architecture construction are needed to evolve the model into a general-purpose tool as 
a surface roughness prediction across various materials. In conclusion, the sequential image preprocessing for the CNN model and the 
accompanying statistical analysis of discrete predictive data present a practical approach to artificial intelligence technology. It would 
be a valuable solution to reveal geometric features and hidden physical characteristics from irregular pixel patterns in an array of 
images. 
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