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During binocular rivalry, visual perception alternates spontaneously between two different monocular images.
Such perceptual reversals are slowed or halted if stimuli are presented intermittently with inter-stimulus
intervals larger than ~400 ms — a phenomenon called stabilization. Often, the neural correlates of reversal and
stabilization are studied separately, and both phenomena in turn are studied separately from the neural
correlates of conscious perception. To distinguish the neural correlates of perceptual content, stabilization and
reversal, we recordedMEG signals associatedwith each in the same group of healthy humans observing repeated
trials of intermittent presentation of a dichoptic stimulus. Perceptual content correlatedmainlywithmodulation
of stimulus-specific activity in occipital/temporal areas 150–270 ms after stimulus onset, possibly reflecting
inhibition of the neural populations representing the suppressed image. Stability of perception reflected a
gradual build-up of thismodulation across at least 10 trials andwas also, to some extent, associatedwith parietal
activity 40–90 ms and 220–270 ms after stimulus onset. Perceptual reversals, in contrast, were associated with
parietal (150–270 ms) and temporal (150–210 ms) activity on the trial before the reversal and a gradual
change in perception-specific activity in occipital (150–270 ms) and temporal (220–420 ms) areas across at
least 10 trials leading up to a reversal. Mechanistically, these findings suggest that stability of perception
during rivalry is maintained by modulation of activity related to the two monocular images, and gradual
adaptation of neuronal populations leads to instability that is eventually resolved by signals from parietal
and late sensory cortices.

© 2014 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/3.0/).
Introduction

Perceptually ambiguous stimuli have long been used to study the
neural correlates of visual awareness as several different contents of
consciousness can be elicited by the same physical stimulus. Binocular
rivalry (BR; Blake and Logothetis, 2002; Blake and Wilson, 2011;
Breese, 1899; Tong et al., 2006) is a form of bistable perception that
occurs when an image is viewed monocularly while at the same time
another, incongruent, image is presented to the same retinal location
in the other eye. Perception alternates spontaneously between each
monocular view every few seconds; but if a blank interval longer
than ~400 ms is inserted between intermittent periods of binocular
search Unit, Aarhus University
, Denmark.
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presentations, the perceptual alternation rate drops dramatically as a
function of the duration of the blank interval (Leopold et al., 2002).
Perception during consecutive trials stabilizes to one of the two
monocular alternatives implying the existence of a perceptual memory
across subsequent trials, a phenomenon termed stabilization (Leopold
et al., 2002).

The intermittent presentation paradigm, where bistable stimuli are
presented for b1 s separated by blank intervals of anywhere between
100 ms and 10 s, has been used to study the neural correlates of
conscious perception (Sandberg et al., 2013) as well as those of percep-
tual reversals (see Kornmeier and Bach (2012) for a review) and stabi-
lization (see Pearson and Brascamp (2008) for a review). Although
Leopold et al. (2002) recognized the importance of the paradigm for
studying changes in conscious perception in general, there is, neverthe-
less, very little comparison between studies of the neural correlates
of conscious perception and of the neural correlates of perceptual
the CC BY license (http://creativecommons.org/licenses/by/3.0/).
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reversals/stabilization. Even comparisons between studies of the
correlates of reversals and stabilization are infrequent. In one example
of cross-referencing Koivisto and Revonsuo (2010) referred to
Kornmeier and Bach’s (2004) Reversal Negativity as possible modula-
tion of consciousness-specific activity, and in another example, Pearson
andBrascamp (2008) referred to Reversal Positivity as potential evidence
for the involvement of early visual areas in stabilization. However, until
now there has been no explicit comparison within the same participants
of these potentially different neural mechanisms.

In the present experiment, we intensively examined the neural
correlates of conscious perception, reversals, and stabilization in the
same participants using intermittent presentations of binocular rivalry.
The first goal was to map the MEG correlates of perceptual content
during binocular rivalry. We then mapped the MEG correlates of
stabilization/reversals and examinedwhich of these correlates reflected
modulation of percept-specific activity. Finally, we examined the
temporal extent of these correlates (i.e. across how many trials be-
fore/after a reversal each type of activity was observed). This allowed
us to separate components associated with stabilization (which were
expected to be found on many trials before/after a reversal) from
thosemore directly associatedwith the perceptual reversal (i.e. activity
specific to the trials immediately before and/or after the reversal).

Materials and methods

Data analyzed in the present article were previously reported in
Sandberg et al. (2013). This previous article was concerned only with
the correlates of conscious perception.

Participants

Eight healthy young adults (six females; 21–32 years mean 26.0 SD
3.55)) with normal or corrected-to-normal vision gave informed
consent to participate in the experiment, which was approved by the
UCL Research Ethics Committee.

Apparatus and MEG recording

Stimuli were generated using the MATLAB toolbox Cogent (http://
www.vislab.ucl.ac.uk/Cogent/). They were projected onto a 19” screen
Fig. 1. Experimental setup. Top: Stimuli (a face and a grating)were presented dichoptically to th
Trials were ~800 ms and the inter-trial interval was around ~900 ms. Bottom: Participants rep
soon as they were able to meaningfully categorize the trial. Trials were labeled according to th
series of identical perceptual reports were assigned the label 10). For instance, the first of four s
face after a series of gratings or mixed percepts) and “Face − 4” (as it was the fourth face perc
below and are referred to as stabilization weights and destabilization weights respectively.
at a resolution of 1024 × 768 pixels and at a refresh rate of 60 Hz
using a JVC D-ILA, DLA-SX21 projector. Participants viewed the stimuli
through a mirror stereoscope positioned at approximately 50 cm
from the screen. MEG data were recorded in a magnetically shielded
room with a 275 channel CTF Omega whole-head gradiometer system
(VSM MedTech, Coquitlam, BC, Canada) at a 600 Hz sampling rate.
After participants were comfortably seated, head localizer coils were
attached to the nasion and 1 cm anterior of the left and right outer
canthus to monitor head movement during the recording sessions.

Stimuli

A red Gabor patch (contrast = 100 %, spatial frequency = 3 cycles/
degree, standard deviation of the Gaussian envelope = 10 pixels) was
presented to the right eye of the participants, and a green face was
presented to the left eye (Fig. 1). To avoid piecemeal rivalry, the stimuli
rotated at a rate of 0.7 cycles per second in opposite directions, and in
order to prevent the stimuli from being perceived in non-overlapping
areas of the visual field, each stimulus was presented within an annulus
(inner/outer r= 1.3/1.6 degrees of visual angle) consisting of randomly
oriented lines. In the center of the circlewas a small circularfixation dot.

Procedure

Participants looked into the mirror stereoscope while the fixation
circles around the stimuli were displayed, and the stereoscope was
calibrated by adjusting the mirrors until the circles fused. In order to
minimize perceptual bias (Carter and Cavanagh, 2007), we increased
the chances that participants would report each percept equally often
during the experiment by adjusting the relative luminance of the
images for each participant before the experiment. The starting
luminance for each image was maximum screen value, and one value
was decreased until the participant reported seeing both images equally
often (+/−5%) during a one minute long continuous presentation. For
all participants, the luminance of the green face was decreased, and the
end luminance (used in the experiment) was 58.0% (SD = 17.9%) of
maximum screen value. Physical luminance was not measured. When
stimuli were displayed during the calibration phase, participants
reported what they saw using one of three buttons, each corre-
sponding to either face, grating, or mixed perception. During the
e eyes of the participant. Stimuli were counter-rotating at a rate of 0.7 rotations per second.
orted their perceptual experience (face/grating/mixed perception) with a button press as
eir position in relation to a perceptual reversal (for simplicity, all trials after the 10th in a
uccessive trials of face perceptionwas labeled both “Face+ 1” (as it was the first perceived
eption trial before a perceptual reversal). These labels are used as weights in the analyses
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experiment, participants used the same three report options but swapped
the hand used to report between blocks in order to minimize report-
related confounds.

Each participant completed 6–9 runs consisting of 12 identical
blocks of 20 identical trials, i.e. a total of 1440–2160 trials were com-
pleted per participant. Each trial consisted of presentation of the
rivalling images (face/grating), and trials were separated by a blank
(grey) screen. The exact durations of stimulus and blank presentation
were calibrated for each participant for the reasons given in the follow-
ing. Immediately after onset of binocular rivalry, participants may
perceive a mix of the two images for around 150 ms before one image
is perceived clearly (O’Shea and Crassini, 1984; Wolfe, 1983). As it
was of key importance that participants were able to distinguish
mixed perception throughout a trial from any initial mixed perception
(which theywere told to not report), stimulus duration had to be longer
than a few hundred milliseconds. However, for longer stimulus dura-
tions, there is a risk that a reversal may occur during the presentation,
and we wanted to avoid this as it would have an impact on the percep-
tual decisions of the participants and the interpretation of the study.
The exact stimulation period was thus calibrated individually for
each participant so that they experienced a stable perceptual state,
i.e. perception had time to form and did not switch during the stim-
ulation period. This resulted in stimulus durations of 750–900 ms
(mean = 806, SD = 50.0) across participants. Furthermore, the
duration of the blank periods has a large impact on the degree of
stabilization (Orbach et al., 1963). In order to ensure that partici-
pants experienced a high degree of stabilization (but not 100%),
each trial was separated by a blank (grey) screen appearing for
around 800–1000 ms (mean = 931, SD = 80.0) (Fig. 1). Between
each block participants were given a short break of 8 s. Between
runs participants took a break and signaled when they were ready
to start the next run. Participants were instructed not to blink
outside of the breaks between blocks and were generally able to
follow these instructions. They were further instructed that if
they needed to blink outside of the breaks, they should do it after
stimulus offset.

Preprocessing

SPM8 (http://www.fil.ion.ucl.ac.uk/spm/) was used for prepro-
cessing the data. Before analysis, all datasets of the individual runs
of each participant were high-pass filtered at 0.5 Hz and downsampled
to 300Hz.1 Next, the data were epoched from −600 to 1400 ms
around stimulus onset, and the reports of perception were used to
divide stimulation intervals into face (44.1%, SD = 13.8), grating
(38.6%, SD = 15.2) and mixed epochs (17.3%, SD = 13.0). Trials
with mixed perception were not analyzed and were thus only used
to establish when stabilization no longer occurred. Trials were then
relabeled based on the behavioral responses: the first reported
face after a series of grating or mixed perception was thus labeled
“Face + 1”, the second “Face + 2”, and so on up to a maximum of
10 at which point perception was presumed to be fully stable. This
subdivision allowed us to examine the modulations of the MEG
signal as a function face stabilization (using linear models based on
Face 1–10 trials), grating stabilization (using linear models based
on Grating 1–10 trials), general stabilization (using linear models
based on Face 1–10 and Grating 1–10 trials) and perception
(contrasting face and grating perception using all trials of each kind).
When examining destabilization (i.e. signal changes prior to a
1 The impact of high-pass filters of 0.1 Hz and 1 Hz on the data was also examined.
Whereas the 1 Hz filter appeared to distort particularly some of the later components
slightly, the 0.1 Hz filter led to low-frequency noise (Kappenman and Luck, 2010), which
in turn led to a poor source reconstruction. In order to ensure that the selected high-pass
filter of 0.5 Hz did not lead to invalid results, subsequent CVA analyseswere performed on
sensor space data at both 0.1 Hz and 0.5 Hz filtered data and very similar patterns
were obtained.
perceptual switch), data were labeled so that “Face − 1” was the
last trial of reported face perception before a perceptual reversal,
“Face − 2” the trial before that and so on. Finally, before source
reconstruction, trials containing artifacts were removed at a threshold
of 3pT – on average 1.06% (SD = 1.46) – and the data were low-pass
filtered at 30 Hz. Visual inspection of the data revealed that the
instructions on when to blink (see “Procedure”) were generally
followed and eye blinks were generally not observed in the ana-
lyzed epochs. Furthermore, as all analyses were performed on
data reconstructed in source space (see below), activity related to
eye blinks/movement is localized to the cortical surface around
the eyes, and activity at these sources within the analyzed epoch
was insignificant and not included in the reconstructed dataset.

Data analysis

A schematic of the basic data analysis is shown in Fig. 2. In the
sections below, each analysis step is explained in detail. In brief, first
the data were projected into cortical space using the multiple sparse
priors algorithm (Friston et al., 2008b; Litvak and Friston, 2008). This
gave us approximately 109 sources or regions of interest each with
an individual time series. We then used canonical variates analysis
(Chatfield and Collins, 1980), CVA, to determine the times at which
any linear mixture of sources (regardless of source location) could
explain the behavioral response. In order to examine these time periods
in more detail we then used a multivariate Bayesian, MVB, scheme
(Friston et al., 2008a) to test how well single anatomical regions
(each consisting of a subset of the original sources) could explain
the behavioral responses.

To clarify our notation, in the following we use the terms “sources”,
“features”, and “components”. We use the term ‘component’ to describe
typical evoked response temporal peaks of interest (like the M170).
A source, in this context, simply refers to a cortical location. A feature
is a data reduction device and comprises a linear combination of
sources; importantly it is definedwithout reference to the experimental
design. This data reduction increases statistical power by reducing
the number of variables in the multivariate test. So for example, for
the canonical variates analysis in each trial at each time point, we
consider 120 sources that we reduce to 20 features, we then identi-
fied linear combinations of these features (canonical vectors) that
explained linear combinations (also canonical vectors) of the behav-
ioral data. Classical CVA returns a statistic (in this case Chi squared)
per pair of canonical vectors that can be tested against a well-defined
null distribution (Chatfield and Collins, 1980). The first canonical
vector pair is the combination of features that predicts perception
(or stabilization/destabilization) the best, and the second vector
pair (which has to be uncorrelated with the first) is the combination
of features that explains perception the second best, and so on. If
there is only a single behavioral regressor, there is effectively only
one canonical vector pair. In this manuscript we only deal with the
first canonical vector pair.

Source space activity reconstruction
In this section, we project the MEG sensor level data to the brain

space. This means that we gain some anatomical specificity and avoid
problemswith sensor level datawhichwill depend on the headposition
of an individual. Source analysis was performed within a window from
−200 to 700ms around stimulus onset using themultiple sparse priors
(MSP) algorithm (Friston et al., 2008b) based on all trials (over all
conditions) from all eight participants (Litvak and Friston, 2008). We
used an inverse normalized canonical brain to provide the structural
and a single shell approximation to the inner skull boundary to give
the forward model (Nolte, 2003). The MSP algorithm operates by
finding the minimum number of patches (least complexity) on a
canonical cortical mesh that explain the largest amount of variance
(most accuracy) in the MEG data. This tradeoff between complexity

http://www.fil.ion.ucl.ac.uk/spm/


Fig. 2. Experimental analyses. Participants’ neural activity during performance of the task
was measured with MEG. For analyses, the most active sources during the stimulation
period were identified and activity was reconstructed at these sources. The figure shows
the most activated sources 0–700 ms after stimulus onset independently of trial type
across all participants. All analyses were performed on source reconstructed datasets.
Canonical variates analysis (CVA) was performed to identify the time points for which
the MEG signal varied as a function of perception (face vs. grating) and as a function of
stabilization/destabilization (linear models based on the trial number relative to a
perceptual reversal as explained in Fig. 1). Next, Multivariate Bayesian (MVB) models
were constructed for each cortical area to compare the relative importance of the areas
for perception and stabilization/destabilization. Finally, different MVB models of the
stabilization/destabilization memory trace were compared.

Fig. 3. Source peaks for activity reconstruction. Left: Sources for which MEG field strength
amplitude across all trialswas different from zero at an uncorrected significance threshold
of p b 0.05 (shown with infinite search depth). Right: Source peaks at which activity was
reconstructed and analyzed. Activity was reconstructed at a source peak if the field
strength amplitude across all trials was different from zero at a significance threshold p
b 0.05 (uncorrected for multiple comparisons) with a minimum peak-to-peak distance
of 3 mm. This liberal criterion for source activation was selected to ensure a large number
of sources (109) for subsequent multivariate analyses on which conclusions are based.
Sources were grouped according to overall cortical position: Green = occipital lobe,
cyan = temporal lobe, hot red/yellow = parietal lobe, blue = precentral/postcentral
gyri, red = prefrontal areas. Note that these color codes are unrelated to those used in
Figs. 4, 5, 8, and 9.
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and accuracy is optimized through maximization of model evidence
in a variational Laplace scheme (Friston et al., 2007). The group level
inversion restricts the sources to be the same in all participants, but
allows for different activation levels. The analysis identified 109
source peaks activated during stimulus presentation (0–700 ms) at
an uncorrected threshold of p b 0.05. This liberal threshold was
selected in order to ensure that data from a wide distribution of cor-
tical sources would be included in the analyses below. The activity
map and the map of selected source peaks can be seen in Fig. 3. All
subsequent analyses were conducted on the (typically N1300) single
trial current density estimates across the 109 cortical sources for
each participant.

Canonical variates analysis (CVA)
In this section, we want to establish how (if at all) the estimated

electrical activity across the cortical surfacemight predict the behavioral
data. CVA was used at a single-participant level to establish the time
points for which activity differed significantly as a function of perceptu-
al content, face stabilization, grating stabilization, and stabilization in
general. CVA is a generic multivariate framework which subsumes a
number of univariate and multivariate tests (like linear regression,
ANCOVA, MANOVA etc.). It provides a single statistic (in this case
chi square, an approximation to Wilk’s Lambda for reasonable (N30)
degrees of freedom) which describes the ratio of explained to
unexplained (co)variance (and therefore becomes equivalent to F
for univariate tests). In this case, we wanted to examine if there
were any linear combinations of cortical sources that could explain
the behavioral data (over trials). For all models, this was performed
by extracting 20 orthogonal features using principal components
analysis (PCA) and based on all conditions, at a single time point
from across the 109 source space estimates per trial (typically
Nt N 1300 trials). In principle, we could have used all 109 sources
as input features, but as many of the source space estimates were
highly linearly correlated we chose to reduce this to 20 orthogonal
features for computational efficiency and because our region of in-
terest (MVB) analysis below also used around 20 sources per area.
We should note, however, that the number of components (in the
interval between 8 and 50) had little or no impact on the results as
the number of trials was so large in comparison. Canonical correlation
was calculated between the Nt behavioral measures (e.g. perception
of face) and the Nt (rows) × 20 (columns) source level estimates
separately for each time point (i.e. every 3.33 ms) across the −200 to
700 ms time window (i.e. this is a multiple regression problem). For
Bonferroni correction, we corrected for 21 comparisons reflecting the
effective 33 ms smoothness of the 30 Hz low-pass filtered data across

image of Fig.�2
image of Fig.�3
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the 700 ms of the epoch for which the stimuli were presented. As at
each time point we were conducting a single multivariate test (with
an analytically well described null distribution) rather than a series of
univariate tests there was no need to correct for multiple comparisons
over space. These analyses are shown in Fig. 5.

Multivariate Bayesian (MVB) model testing
Finally we wanted to look at how cortical activity within specific

anatomical regions over trials could be predicted by the perceptual
state on previous trials. In order to examine cortical sources where
activity varied as a function of perceptual content and stabilization/
reversals across participants, we constructed MVB models (Friston
et al., 2008a) consisting of subsets of five groups of sources corre-
sponding to different cortical areas (see Fig. 3). The five source
groups were selected in order to reduce the total of 109 sources to a
meaningful subset based on a division of the cortex into anatomically
distinct areas. By restricting the sources used to a particular anatomical
area (whilst attempting to explain the same behavioral data) we were
able to compute model evidence values showing the relative impor-
tance of each anatomical region (in predicting behavior). This meant
that now rather than the features being orthogonal mixtures of sources,
each source (within the anatomical area) became a feature. We then
used a random effects analysis to pool these individual model evidence
values over the group (Stephan et al., 2009). This analysis was per-
formed at the peaks in statistical significance identified by the CVA.
The significant canonical vectors identified in the CVA typically had a
temporal spread 50–80mswith the peaks of the individual participants
occurring at slightly different time points. We therefore computed
model evidence at 10 ms steps over each subject over this time range
and the resulting model probabilities were averaged (over time) across
the entire peak timewindow. These peak timewindows are listedwhen
results are first presented (i.e. in Fig. 6). MVB was also used to examine
the stabilizationmemory trace.We did this by constructing a behavioral
response vector in which each trial either contained a function of the
number of stimulus presentations since the last perceptual reversal
(in the stabilization analysis) or the number of presentations until the
next reversal (in the destabilization analysis). Each function was a
count of the number of trials since (or until) the previous (next) percep-
tual reversal with fixed ceiling (between 2 and 10 trials)(see Fig. 7A).
Using the data from each region in turn, we then compared the model
evidence for each of these different functions (Figs. 8–9).

Results

As expected from previous studies (Leopold et al., 2002; Orbach
et al., 1963), blank periods between stimulus presentations of around
800 ms resulted in a high degree of stabilization while nevertheless
experiencing occasional perceptual reversals (average probability of
stabilization from trial to trial was 87% (SD = 8.8) for face perception
and 86% (SD = 13.7) for grating perception). This setup thus
allowed us to distinguish the gradual build-up of signals related
to stabilization/destabilization from activity specific to the trials
associated with a perceptual reversal.

We first examined the correlates of conscious perception during
intermittent presentation of binocular rivalry. This allowed us to
distinguish stimulus-specific from non-stimulus-specific correlates
of stabilization/destabilization.

Percept-related activity

Based on more than 30 independent EEG studies employing differ-
ent paradigms, Koivisto and Revonsuo (2010) conclude that visual
awareness is correlated with activity often referred to as the Visual
Awareness Negativity (VAN). At least 3MEGexperiments have reported
activity corresponding to the VAN (Liu et al., 2012; Sandberg et al.,
2013; Vanni et al., 1996). The exact time window of the VAN varies
slightly between studies but is typically within the 130–320 ms time
window (see for instance Busch et al., 2010; Koivisto, 2005). The VAN
can be divided temporally into an early and a late part (Koivisto and
Revonsuo, 2010), and in some experiments, these two parts of the
VAN are observed as separate ERP/ERF components (Fahrenfort et al.,
2007; Sandberg et al., 2013). Although authors of various studies inter-
pret their findings slightly differently, most emphasize the importance
of one or both of these ERP components in visual awareness. However,
although Dehaene and others report that signals around the second
VAN component, peaking around 270 ms, correlate with subjective,
graded ratings of visibility, they consider temporally later, bimodal
responses as the correlates of conscious report (Dehaene et al., 1998,
2006; Sergent and Dehaene, 2004; Sergent et al., 2005). Based on
these previous findings, we hypothesized that reports of perceptual
content during rivalry would correlate with MEG field strength mainly
around latencies of the two face-specific peaks in the 130–320ms inter-
val, theM170 and the P2m, but later components were also considered.

Most previous studies use univariate (primarily ERP) analyses. We
have nevertheless previously demonstrated that perceptual content
during intermittent binocular rivalry can be predicted highly signifi-
cantly (with around 80% accuracy) using a combination of sensors
(i.e. multivariate analysis) which in univariate analyses perform no
better than chance (50%) (Sandberg et al., 2013). For this reason, we
used multivariate analyses (CVA and MVB) in the following. However,
for optimal comparison with previous studies, we have plotted topo-
graphical maps and ERFs in Fig. 4. As seen here, the largest ERF differ-
ences between face and grating perception trials were observed
around the M170 (at 190 ms) and the P2m (270 ms) as expected.
Components at higher latencies were also identified, but the analyses
below show that they are much less predictive of conscious perception.

TheM170 and the P2m, 150–270ms: Themain peaks in the canonical
correlation between the MEG field strength and perceptual reports
were found around the face-specific M170 (150–210 ms) and P2m
(220–270ms) (Fig. 5A). As seen in Fig. 6A, the Bayesianmodel selection
for group studies (Stephan et al., 2009) showed that the models based
on occipital and temporal activity were most likely for both compo-
nents. Not surprisingly, perceptual content was thus generally best
explained by ventral stream activity. Components at higher laten-
cies remained above the significance threshold, but were much
less predictive.

Destabilization, stabilization and reversal specific activity

The most consistent ERP correlate of reversals/stabilization is the
Reversal Negativity (RN) found around 220–280 ms (Britz and Pitts,
2011; Kornmeier and Bach, 2004, 2005; Pitts et al., 2007, 2009).
Reversal/stabilization related modulation of earlier components has
nevertheless also been observed, sometimes referred to as Reversal
Positivity (RP). The modulations have been observed at around
110–150 ms (Britz and Pitts, 2011; Kornmeier and Bach, 2005;
Kornmeier et al., 2011), but in some experiments two distinct
modulations have been observed, one around the P1 at around
115 ms and one at the N1 at around 175 ms (Pitts et al., 2007).
Similarly, modulation of alpha band activity in a larger time window
around 130–200 ms has been observed (Ehm et al., 2011). We thus
refer to any effects in this 110–200 ms time window as Reversal
Positivity (RP) although the termmay have been used to refer to several
components in general. Finally, very early correlates (from −50 to
70 ms) have been observed in some studies (Britz and Pitts, 2011;
Britz et al., 2009, 2011).

All these components (the temporally early difference, the RP
and the RN) were our main focus of analysis. As seen in Fig. 4, ERF
differences between highly stable trials (Face 10/Grating 10) and trials
immediately after a reversal (Face + 1/Grating + 1) were found at
around the peak times indicated by the existing literature with the
earliest (small) difference peaking at around 80 ms, the so-called



Fig. 4. Event-related fields (ERFs) and topographies for illustrative purposes. RP: Reversal positivity. RN: Reversal negativity. FP: Frontopolar positivity. PP: Parietal positivity. A) Topography
(bottom) and event-related activity (top) for the face-grating contrast (averages of all Grating 1–10 trials subtracted from averages of all Face 1–10 trials). Large differences in activity as a
function of reported perceptual content (face/grating)was found around theM170 (190ms after stimulus onset) and the P2m (260ms after stimulus onset). For each component, the ERF
graphwindowon the left plots the ERFs for trials immediately following a reversal (Face 1 andGrating 1) aswell as for trialswhen perceptionwas fully stable (Face 10 andGrating 10). The
ERF graph window on the right plots the face-grating contrast using all trials. Note that the difference is present for both types of trials but also that it is larger for fully stable perception.
B) Topography (top) and event-related activity (bottom) for the stabilization/reversal related activity. Large differences in activity between trials immediately after a reversal
(Face 1/Grating 1) and trials with fully stable perception (Face 10/Grating 10) were found at 70, 190, 260, 310, 363, and 430ms after stimulus presentation. For each component, the ERF
graphwindow at the top plots the ERFs for all four above-mentioned trial types. The ERF graphwindow at the bottomplots the stabilization contrast for face (Face 1–Face 10) and grating
(Grating 1–Grating 10) trials combined. Please note that these plots are for illustrative purposes only and do not take into account intermediate trials (Face 2–9/Grating 2–9), and neither
aremultivariate effects considered. Conclusions are based on analyses below. For improved readability, the color codes for the ERF plots are reused in Figs. 5, 8, and 9. Yellow, for instance,
always marks the M170, and the degree of significance of the component is reported in Fig. 5 whereas stabilization vs. reversal model fit is reported in Figs. 8 and 9.
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reversal positivity peaking at 190 ms (the time of the m170), followed
by the Reversal Negativity at around 270 ms.

Later correlates were also identified at around 340–420 ms and
420–500 ms corresponding to what has been termed “Frontopolar
positivity” (FP) and “Parietal Positivity” (PP) respectively. However,
these components have been interpreted as reflecting working
memory processes, and recognition/appraisal of a reversal (Britz
and Pitts, 2011; Kornmeier and Bach, 2006), or other cognitive pro-
cesses during (O’Donnell et al., 1988) or following (Isoglu-Alkaç
et al., 2000) a perceptual reversal. As they do not appear directly
related to the reversal, we report the analyses of these components
briefly, but do not provide further in-depth interpretations. We also
observed a small separate peak slightly later, at around 300 ms — what
we refer to as a P3m. This peak shared sources and trace development
with the temporally late peaks and is discussed briefly with those.

Using a single linear model, it is difficult to distinguish activity
related to destabilization/stabilization from activity related to rever-
sals in general, as in both cases a difference in activity is observed for
trials immediately before/after a reversal compared to intervening
trials when perception is stable. The main difference is the temporal
extent of the modulations. For reversal-related activity, the modulation
is expected only around the reversal; for stabilization-related activity,
the modulation is expected to continue across several trials after the
reversal. In this section, we do not distinguish between the two.
We do, however, distinguish between correlates of stabilization and
destabilization; i.e.we refer to the resultswhen using trials after a rever-
sal as correlates of stabilization and we refer to the results when using
trials before a reversal as correlates of destabilization. In the next sec-
tion, we examine the temporal extent of each component in detail
and distinguish between reversal and stabilization/destabilization
related activity.

Fig. 5B shows the time points where the MEG signal significantly
predicted the degree of destabilization (dashed line) and stabiliza-
tion (solid line) independently of perception (i.e. at which latencies
the MEG signal was linearly modulated in the same way by
destabilization/stabilization of faces and gratings). Notice that the
peaks were observed at or around the latencies of the reversal-related
components mentioned above. Fig. 5C–D shows the significance levels
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Fig. 5. Canonical Variates Analysis (CVA). Average Chi2 across participants is plotted as a function of time. Chi2 values were obtained using both stabilization and destabilization weights
(see Fig. 1 for a description) in separate design matrices. A) Chi2 for prediction of perception (Face-Grating contrast using all trials). The highest values were found for perception in the
time window of the two face-specific ERF components, theM170 and the P2m. B) Chi2 values for stabilization/destabilization in general (i.e. linear models inwhich both face and grating
trials are included andweighted according to the degree of stabilization/destabilization). The dashed line plots CVA evidence based on trial number before a perceptual reversal (i.e. what
may be called destabilization), and the solid line plots CVA based on trial number after a perceptual reversal (i.e. stabilization). Note the similar peak latencies for stabilization and
destabilization, and note how these differ from those for perception. C–D) Chi2 for grating and face perception individually. Note that face stabilization/destabilization values follow
those of stabilization in general whereas grating stabilization/destabilization values follow the values of both perception and stabilization. This indicates that stabilization/destabilization
of grating perception correlates with modulation of the face-specific M170 and P2m, thus indicating that stabilization correlates with suppression of the non-perceived item. Horizontal
medium dashed line: p = 0.05 significance threshold. Horizontal long dashed line: p = 0.05 significance threshold after correcting for multiple comparisons.
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for grating and face destabilization/stabilization. Note the similarity of
the stabilization and destabilization curves for all analyses. This shows
that the latencies for which activity changed across 10 trials before a
perceptual reversal were almost identical to the latencies for which
activity changed across 10 trials after a perceptual reversal. Below, we
report the CVA evidence and source composition of each component
individually.

Earliest difference, 40–90 ms
We observed a peak at 40–90 ms. Based on averaged chi2 values,

the peak was close to significant for grating and general stabilization
(p = 0.06, corrected for multiple comparisons). However, at the
single subject level the peak was significant for 3 of 8 participants
(after Bonferroni correction) (the cumulative probability of observing
3 significant results (at the p = 0.05 level, after correction) out of 8
possible is p= 0.006) (Fig. 5B–C). As shown in Fig. 5B–C, this temporal-
ly early peak was mainly explained by precentral/postcentral and pari-
etal sources. Most notable compared to perception-specific activity was
the involvement of parietal sources. Interestingly, this peakwas present
only on trials following a reversal, thus indicating a role in the build-up
of stabilization. Given the uncertainty about whether this component
should be considered significant, we suggest that it is studied separately
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Fig. 6.Multivariate Bayesian (MVB) model probabilities. MVB model probabilities that a single cortical area explains the modulation of MEG activity as a function of perception (A) and
stabilization (B–D) for all perception and stabilization-related components identified by CVA. Note that perception is primarily explained by extrastriate and to some extent temporal
sources whereas parietal sources play a larger role in stabilization at the early components before 290 ms.
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in experiments with more statistical power to ensure that it is not a
false positive.
M170/“reversal positivity” (RP), 150–210 ms
This peak was significant for all stabilization and destabilization

conditions and peaked at the individual participant level at around
170 ms (Fig. 5B–D). Note that a larger peak was observed for grating
stabilization/destabilization than for face stabilization and that this
peak followed the pattern of perception evidence. This could indicate
that the best correlate of stabilization at this latency was increased
suppression of the non-perceived image (that is, stabilized grating per-
ception correlated with suppression of the face-specific M170). As seen
in Fig. 6, especially activity in occipital, temporal and parietal regions
explained stabilization well at this component. Unlike at most other
components, the distribution of source probabilities at the M170/RP
was different for face and grating stabilization,with grating stabilization
primarily correlating with changes in occipital activity and face stabili-
zation mainly correlating with changes in temporal lobe activity.
P2m/“reversal negativity” (RN), 220–270 ms
This peak was observed for general/grating/face stabilization/

destabilization (Fig. 5B–D) and again the peak was larger for grating
than face stabilization, possibly indicating increased suppression of
the non-perceived image as a function of stabilization. As shown in
Fig. 6B–D, the main predictor of stabilization/destabilization around
this time was activity in occipital, temporal, and parietal areas. As for
the M170/RP, the distribution of source probabilities at the P2m/RN
was different for face and grating stabilization, with grating stabili-
zation primarily correlating with changes in temporal and parietal
activity and face stabilization mainly correlating with changes in oc-
cipital and temporal activity. These slightly different profiles for face
and grating stabilization, along with the timing of the components,
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indicate that stabilization at the M170/RP and P2m/RN mainly
correlates with modulation of perception-specific activity.

P3m and “frontopolar/parietal positivity” (FP/PP), 290–500 ms
These three high latency components were significant for general/

grating/face stabilization/destabilization (Fig. 5B–D). Mainly temporal
and precentral/postcentral sources were predictive (Fig. 6B–D). The
involvement of sensory/motor sources lends support to the earlier claims
that these components are not directly related to the stabilization/
reversal process.

Summary
We found that the amplitude of the MEG signal across several

sources predicted the degree of stabilization (ranging from immediately
after a reversal to 10 trials after a reversal) and destabilization (ranging
from immediately before a reversal to 10 trials before a reversal).
Although a very early peak (40–90 ms) was observed for stabilization,
the first highly significant peaks were observed around the time range
of ERP components in previous studies contrasting reversal and stability
trials (the RP and the RN). These two peaks (M170/RP and P2m/RN)
were observed at the timepointswhen activity predicted theperceptual
content the best, thus indicating that some components related to
reversals/stabilization are in factmodulation of percept-specific activity.
However, we also identified involvement of parietal sources which
were not observed when predicting perceptual content, and these
sources thus appeared primarily related to reversals/stabilization. In
the section below, we analyze the temporal extent of each component
(i.e. across how many trials before/after a reversal it is observed) in
order to separate the correlates of destabilization/stabilization from
those of perceptual reversals.

Distinguishing reversal and stabilization related activity

In order to distinguish the correlates of stabilization/destabilization
from those of perceptual reversals, we examined the temporal extent
Fig. 7. Examples of reversal and stabilization specific MVBmodel evidence distributions. Nine d
are plotted in (A). The models differ in howmany trials before/after a perceptual reversal they
reversal and theweight 10 to any other trial. This model is thus expected to give high evidence
trial. The model 10+, in contrast, assigns different (increasing) weights to 10 trials following
gradually evolving stabilization trace is found. (B) Example of model probability when a com
after a reversal to all other trials, and model probability drops when more distinctions are inc
related. Model probability is highest when a long stabilization trace of 10 trials is considered in
of the memory trace in the cortical areas primarily responsible for the
effects. If a component changes gradually across, for instance, 10 trials
leading up to a perceptual reversal, the best model would thus be one
that assigned monotonically increasing weights to each of the 10 trials
leading up to the reversal. The weights for one such possible model
can be seen in Fig. 7A, labeled 10+/−, and the model probability for
such amodel should thus be higher than for models taking into account
fewer trials when slowly developing stabilization trace is present
(Fig. 7C). In contrast, if a component is involved primarily in the process
of perceptual reversal (i.e. on the trial immediately before or after
the reversal) the best model should simply assign a large weight
(here 10) to trial 1 after (or before) a reversal and a much smaller
(here 1) weight to all other trials. The weights for such a model can be
seen in Fig. 7A, labeled 2+/−. If such a model were correct, including
more trials would not improve the model and would result in a
worse fit, thus leading to lower model probabilities for such models.
An example of this is shown in Fig. 7B.

Stabilization/destabilization tracemodel evidencewas calculated for
all models assigned probabilities of greater than 20% in the previous
analyses of general stabilizationmodels. The estimatedmodel probabil-
ities of the stabilization/destabilization traces are reported in Fig. 8 by
component and source for general stabilization. However, as source
probabilities were different between face, grating, and general
stabilization for the M170/RP and the P2m/RN, additional trace
model probabilities were calculated separately for face and grating
stabilization/destabilization for these components at the relevant
sources. These results are presented in Fig. 9.

As seen in Figs. 8 and 9, the best model for trials following a reversal
was the 10+ model for most components/sources, corresponding to a
long, robust stabilization trace. Specifically, activity at occipital, temporal
and parietal sources around the M170/RP (150–210 ms) and the
P2m/RN (220–270ms) was stabilization related, but also parietal activ-
ity at the early difference (40–90 ms) and late temporal (290–500 ms)
and precentral/postcentral (290–320 ms) activity was stabilization
related. On trials following a reversal, there was no clear evidence for
ifferent linear models were tested for stabilization and destabilization. The model weights
consider. The model 2+, for instance, assigns the weight 1 to the trial immediately after a
levels for components where activity differs mainly between a reversal trial and any other
a reversal and is thus expected to give high evidence levels at components for which a
ponent is reversal related. High model probability is obtained when comparing trial 1

luded in the model. (C) Example of model probability when a component is stabilization
the model.
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Fig. 8.General reversal/(de)stabilizationmemory traceMVBmodel probabilities. For all components, stabilization/reversal tracemodel probabilities were estimated for sources obtaining
higher than 20%probability in the analysis reported in Fig. 6B.Note thatmodels taking into account a long stabilization trace (10 trials) typically had highprobabilities inoccipital/temporal
areas whereas reversal related components were localized to activity in parietal sources immediately prior to a reversal (i.e. the 2− models were most probable).
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reversal-related activity — only the 3+ model at parietal sites was
assigned a high probability, but this was not as high as the probability
of the 10+model. On the trials leading up to a reversal, the 2− reversal
model received the highest probability at parietal sites for theM170/RP
and the P2m/RN and at temporal sites for the M170/RP. In contrast,
activity at occipital sites around the M170/RP and the P2m/RN was
destabilization-related, as was activity at temporal sites for the
P2m/RN, the P3 and the FP.
The results are summarized in Fig. 10. Taken together, the results
show that there is great overlap in the components and sources
involved in conscious perception and destabilization, both involving
sensory sources early as well as late in the visual hierarchy. In contrast,
only activity at parietal and late sensory (temporal) sources predicted
the occurrence of perceptual reversals. The temporally very early
predictor of perceptual reversals (i.e. destabilization, observed several
trials before a reversal) is thus changes in the activity related to
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Fig. 9.Grating and face reversal/(de)stabilizationmemory traceMVBmodel probabilities. For the analysis reported in Fig. 6, face andgrating stabilizationmodel probabilitieswere typically
very similar to those for stabilization in general, but not for the M170 and the P2m. For this reason, additional reversal/stabilization trace probabilities were estimated at these two
components for face and grating stabilization using the activity at the sources with the highest probabilities in Figs. 6C–D. Results are generally highly consistent with the analysis for
general reversal/(de)stabilization.
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conscious perceptionwhereas the actual reversal is predicted by activity
in late sensory (temporal) areas and especially by parietal activity, more
closely associated with the attentional network. For stabilization, the
results were more mixed as more sources were involved. One interpre-
tation is that stabilization, like destabilization, is related to modulation
of activity related to conscious perception (e.g. increased suppression
of the non-perceived image) as these, again, were the main sources
involved, but the attentional network may be involved in building
up the stabilization memory trace. This interpretation is discussed
further below.

Discussion

In the analyses above, we disambiguated the neural correlates of the
contents of perception, stabilization/destabilization and perceptual
reversals during rivalry through detailed analysis of a large dataset
from a small number of participants.

Perception

We first found that perceptual content correlated mainly with
occipital, but also temporal, activity around the M170 and the P2m in
the 150–270 ms time window (Fig. 10A). This corresponds very well
with the findings of a number of EEG studies (Koivisto and Revonsuo,
2010) as well as a previous analysis of the present dataset using
different methods (Sandberg et al., 2013).

One line of EEG/MEG research has used analyses of frequency-
tagged bistable perception in sensor space (Srinivasan et al., 1999;
Tononi et al., 1998) and source space (Cosmelli et al., 2004) to argue
that perception in this case is related to the degree of synchronization
between distant brain areas in accordance with information integration
theories of consciousness. However, some later studies have found
mainly modulation of activity at early visual (occipital) sources
during frequency-tagged bistable perception (Kamphuisen et al.,
2008; Parkkonen et al., 2008). Furthermore, one of these studies
(Kamphuisen et al., 2008) concluded that a limited set of occipital
sources could account for the apparent widespread synchronization
(i.e. the widespread activity could in fact originate from the same
source). This phenomenon is called field spread and is a problem for
synchronization measures even at the source level (Schoffelen and
Gross, 2009). In accordance with the latter studies, we found evidence
that primarily sensory sources predicted perception even though a
wide range of sources across the cortex were generally active during
binocular rivalry. This supports the notion that visual awareness
correlates best with activity in visual areas of the brain, although it is
important to emphasize that coherence measures were not employed
in our model.

Stabilization

One fMRI study (De Jong et al., 2012b) and several behavioral studies
(Chen and He, 2004; De Jong et al., 2012b; Pearson and Clifford, 2004;
Sandberg et al., 2011) have found evidence of stabilization related
activity in early and late areas of the visual system as well as in parietal
areas whereas other fMRI studies foundmainly late sensory and fronto-
parietal sources to be important (Schwiedrzik et al., 2012; Sterzer and
Rees, 2008). Using EEG, one study found late visual activity around
240–350 ms to be the main correlate of stabilization (Britz and Pitts,
2011). Generally, our results are compatible with these findings and
allow for further conclusions.

First, one reason that only one study finds involvement of relatively
early visual (occipital) areas may be because these areas, in our study,
correlated with stabilization across a much smaller time window than
the later sensory areas (150–270 ms vs. 150–600 ms, see Fig. 10C) and
at least for fMRI studies this is expected to lead to lower statistical
power for low-level visual areas. Second, our results bridge a gap
between previous studies based on the BOLD response and studies
based on electrophysiological responses with the finding that parietal
neuromagnetic signals correlate with stabilization. We further expand
the knowledge from the fMRI studies by demonstrating that the parietal
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Fig. 10. Summary graph. Each graph window (A–D) presents the latencies and sources at which activity correlates with the phenomenon of interest (e.g. perception) relative to
stimulus onset. Note that for stabilization/destabilization, the modulation of activity occurs over a larger time scale, i.e. several trials. The main correlate of perception (A) was
activity in occipital and temporal cortices in the time window 150–270 ms after stimulus onset. The main correlate of perceptual reversals (B) was parietal activity 150–270 ms
and late sensory (temporal) activity at 150–210 ms after stimulus onset on trials immediately prior to a reversal. The main correlates of stabilization (C) and destabilization
(D) were modulation of the perception-specific activity across at least 10 trials leading up to and following a perceptual reversal. Activity at temporal locations was also
modulated and higher latencies. Additionally, activity at precentral/postcentral sources was modulated briefly around the P2m (290–320 ms). Finally, parietal sources were
possibly involved in the buildup of stabilization 40–90 ms and 220–270 ms after stimulus onset on trials following a reversal.
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cortex may play a role at two different time windows, i.e. immediate
after the stimulus-specific signal reaches the cortex (40–90 ms after
stimulus onset) and again later during the perception-specific process-
ing of the stimulus (220–270ms). This indicates that one potential role
of the temporally early parietal lobe activity is to bias the incoming
visual signal in the direction of the new perceived image after a percep-
tual reversal, and the component may thus be partially responsible for
later, more significant correlates of stabilization.
Third, as shown in previous fMRI studies we find that modulation of
perception-related activity is a highly significant correlate of stabilization.
We further find that this modulation takes place in the 150–270 ms
time window across at least ten trials following a reversal. In other
words, stabilization was related to a large difference between the
activity related to the perceived and the non-perceived images in
the time window and cortical location where activity correlates
with the content of consciousness. As the amplitude of particularly
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the face-specific M170 was much lower for stable than unstable
gratings (Grating 1 vs. Grating 10, see Fig. 4B) and as evidence for grat-
ing stabilization was higher than for face stabilization at this compo-
nent, a main correlate of stabilization could be increased suppression
of activity related to the non-perceived image. In other words, an in-
crease in stabilization of grating perception led to a reduction of the
amplitude of a component typically found to be related to the non-
perceived image category. However, not only suppression of the
non-perceived image but also increased activity related to the per-
ceived image appeared to be related to stabilization. Both these find-
ings are consistent with a recent behavioural study (De Jong et al.,
2012a) demonstrating that exposure to one of two rivalling stimuli
prior to rivalry leads to an immediate positive bias towards the pre-
viously perceived stimulus at the onset of rivalry (thus indicating a
facilitating effect), but also to a subsequent, longer-lasting increase
in duration of perception of the alternative stimulus. Changes in
the inhibitory capacity of the previously presented stimulus seem
the most straightforward explanation for this change in dominance
duration of the alternative stimulus as this was modulated without
the stimulus having been shown previously although it should be
noted that this is an interpretation as MEG does not provide a direct
measure of inhibition. In our experiment, we thus interpret the
build-up of stabilization to be related to a build-up of modulation
of consciousness-specific activity (inhibition and/or facilitation)
that was “remembered” and increased from trial to trial in visual
areas, possibly assisted by parietal activity.

The interpretation of stabilization as related to gradually increasing
inhibition of activity related to the non-perceived image fits well with
the recent proposal by Klink et al. (2010) of the involvement of an
anti-Hebbian learning mechanism for inhibitory synapses in binocular
vision. In this framework, the interocular inhibition during binocular
rivalry is remembered across a period of stimulus removal (even when
different stimuli are displayed if these do not activate the same cells).
In the intermittent presentation paradigm, the blank intervals would
thus not interfere with the strength and direction of the inhibition, but
would nevertheless decrease adaptation, thus reducing the probability
of perceptual instability and allowing for further build-up of the
inhibitory connection strength on the following trial.

Finally, we found that the sources we labelled as precentral/
postcentral correlated with stabilization 290–320 ms after stimulus
onset, and possibly also already 40–90 ms after stimulus onset. This
could be taken as evidence of a correlation between stabilization
and sensory/motor activity, however other interpretations are also
possible. One alternative explanation could be that we are in fact
measuring an insula response as this area was included in the
model, and at least one fMRI study has found the insula to be
involved in stabilization (Schwiedrzik et al., 2012). We suggest that
particularly the temporally early component is studied separately
in experiments with more statistical power.

Destabilization

Interestingly, the main correlate of destabilization was changes in
perception-specific activity at occipital sources around 150–270 ms as
well as at 220–270 ms and slightly higher latencies at temporal sources
(Fig. 10D). This finding is consistent with the claim that adaptation of
the neurons responsible for inhibiting the suppressed image culminates
in perceptual reversals as explained above (Noest et al., 2007; Wilson,
2007). In otherwords,we interpret thefindings of a long destabilization
trace as an indication of a slow build-up of adaptation of the neurons
responsible for suppressing the activity related to the non-perceived
image. As temporal sources were involved during a shorter time
window for destabilization than for stabilization, the data are also
largely consistent with one fMRI experiment finding that adaptation
leads to reversals and that the adaptation process primarily occurs in
areas of the occipital lobe, i.e. in the early parts of the cortical visual
system (Schwiedrzik et al., 2012). In further agreement with that
fMRI study, we found no involvement of parietal sources.

Generally, our data are thus consistent with the notion that while
adaptation is slowed by the blank interval, it is nevertheless not
prevented entirely, and a gradual build-up of adaptation will lead to a
gradual removal of inhibition of the suppressed image. Changes in the
stimulus-specific activity in the 150–270 time window across many
trials was thus in principle a much earlier predictor of perceptual
reversals compared to the parietal activity observed only on trials
immediately prior to a reversal (see below). We expand upon the
previous fMRI experiment by providing the temporal details of the
correlates of stabilization/destabilization, both in terms of the latency
(relative to stimulus onset) of components related to stabilization, but
also the general extent of the destabilization trace across trials, which
has not been examined previously.
Reversals

In apparent contrast to the models predicting destabilization
are findings of fronto-parietal activity during perceptual reversals
(Lumer et al., 1998; Sterzer and Kleinschmidt, 2007). Such activity
may, however, be more closely related to our findings of activity
changes on trials immediately before a reversal.

We identified parietal lobe activity at around 150–270 ms after
stimulus onset and temporal lobe activity 150–210 ms after stimulus
onset on trials immediately prior to a perceptual reversal (Fig. 10B).
This activity corresponded well with the so-called Reversal Positivity
(Kornmeier and Bach, 2005, 2012) although the latency was slightly
delayed compared to some studies, but seemed to fit with a response
reported by Pitts et al. (2007) for reversals for Rubin’s vase and
Schröder’s staircase as well as with a temporal lobe response also
found to be predictive at 180 ms on the trial prior to a reversal
(O’Shea et al., 2013). In order to resolve the apparent conflict between
theories emphasizing a role of visual areas and theories emphasizing a
role of fronto-parietal areas, one fMRI study (Knapen et al., 2011) has
claimed that parietal/prefrontal activity around reversals of perception
during continuous rivalry is a consequence of an ongoing reversal and
not a cause of it as it is present during exposure to monocular displays
of mixed perception and appears during transitions of continuous
binocular rivalry. Nevertheless, some experimental findings argue
against this interpretation and suggest a causal role for frontal and
parietal activity. For example, De Graaf et al. (2011) used TMS to
demonstrate a causal role of the frontal cortex specifically for voluntary
reversals whereas Carmel et al. (2010) and Kanai et al. (2010, 2011)
demonstrate that at least two parietal sites play a causal role in
reversals of ambiguous perception. Our parietal model included areas
very close to the peak coordinates reported by these previous studies.
Additionally, we have previously shown (Sandberg et al., 2013) that
reaction times when reporting conscious experience during inter-
mittent BR decrease as a function of stabilization across at least 10
trials before and after a reversal whereas this is not the case when
the participant experiences a series of mixed perception. This indi-
cates that perceptual clarity increases across at least 10 trials after
a reversal, but parietal activity is only present immediately before
and after a reversal. Based on our findings, parietal activity thus
appears more closely tied to reversals of perception than to unclear
or mixed perception in general.

Overall, our findings may thus be interpreted as support for causal
roles for both visual and parietal areas, and in fact, there seems to be
little reason that these two explanations should be mutually exclusive.
By plotting the long-term development of the destabilization trace,
it seems clear that changes in extrastriate visual cortex activity is the
earliest predictor of a perceptual reversal, yet the reversal occurs only
on the trial at which parietal and late visual (i.e. temporal lobe) sources
become active.
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General considerations

One approach that seems able to accommodate our findings is
the predictive coding framework. In one predictive coding model of
binocular rivalry (Hohwy et al., 2008) late sensory areas predict
the activity of lower areas based on a hypothesis of what is being per-
ceived. On the trials leading up to a reversal, destabilization leads to a
weaker suppression of the activity related to the non-perceived
image, which in turns leads to a larger prediction error. The predic-
tion, for instance, that a grating is present in the stimulated area
of the visual field fails to account for an increasing amount of
face-specific activity, and eventually the hypothesis must be up-
dated and a reversal initiated.

It should be noted that the present study focused only on activity
below 30 Hz. This cutoff was chosen because a previous analysis of the
data revealed that gamma band activity (above 30 Hz) did not predict
conscious contentmuch above chance (Sandberg et al., 2013). However,
more detailed analyses of high frequency activity is still needed to
determine the exact role of this activity for conscious perception,
stabilization, and reversals.

A long destabilization process as separate from restabilization/
disambiguation has been suggested previously by Kornmeier and Bach
(2012), who argue that it may start as early as immediately following
a reversal. Although they predict that this destabilization process should
develop across seconds or even minutes, previous evidence have found
mainly parietal activity as a predictor of reversals up to around 1 s prior
to report (in the continuous case) or 1 s prior to the onset of the trial on
which a new percept is reported (in the intermittent case). This is
somewhat surprising as it would be expected that destabilization is
linked to, for instance, adaptation, would be detectable mainly in
perceptual areas of the occipital/temporal lobes. Our study provides
the first clear neuroscientific evidence of a long-term destabilization
trace, and this trace is indeed linked to activity changes in occipital/
temporal areas. Parietal activity, such as that found prior to reversals
in other studies, appears exclusively on the trial immediately to a rever-
sal in our study, and we thus link it more closely to the disambiguation/
reversal process than to the long-term destabilization. It could either
reflect reversal-related processes directly or simply be a marker of
maximal instability as suggested by Kornmeier and Bach (2012).

It should further be noted that we have compared our findings to
other studies of bistable perception, but as noted, not all of these have
used binocular rivalry — some have used ambiguous figures. These dif-
ferent cases of bistable (or multistable) perception have many aspects
in common, but there are also some differences. For instance, the sup-
pression during intermittent binocular rivalry is mainly eye specific
(Chen and He, 2004; Pearson and Clifford, 2004; Sandberg et al., 2011)
whereas this cannot be the case for ambiguous figures. We therefore
emphasize that some of the observed differences between studies
could also be attributed to slightly different mechanisms involved.

In the discussion of our findings, we have compared the results to
those of studies of continuous presentations of ambiguous stimuli, and
although there appears to be great overlap in the areas involved, it
may reasonably be questioned whether the mechanisms are the same.
Indeed, different mechanisms have been proposed to account for the
two phenomena (Noest et al., 2007). Nevertheless, it is important to
remember that reversal rates are modulated non-monotonically as a
function of inter-stimulus interval (ISI) and that so-called continuous
presentation is in fact typically a case of intermittent presentation
with a very short ISI (dependent on the frequency of the display cycle
and luminance changes across the cycle). For these reasons, it may be
entirely possible that the behavioral changes caused by gradual increase
in ISI may be accounted for not by the appearance of the “extra
mechanism” needed to account for the intermittent case (whether it
be increased excitability of the dominant neurons (Wilson, 2007),
increased subthreshold elevation of baseline activity for the dominant
neurons (Noest et al., 2007), or anti-Hebbian learning), but by a
relatively larger impact of this mechanism due to the slower increase
of adaptation. If this is true, the intermittent paradigm allows for the
study of both mechanisms whereas the non-adaptation mechanism is
difficult to study in the continuous case.

Our results may also be compared to those using a slightly different
paradigm, first used by Kaernbach and colleagues (Kaernbach et al.,
1999). Here, one of the rivalling stimuli is replaced by a stimulus
identical to the other stimulus (thus abolishing rivalry and instead
resulting in fused perception). When the suppressed image is
replaced, no change in awareness is expected (as the participant is
already perceiving the image now presented to both eyes), but
when the dominant image is replaced, awareness changes to the
new fused percept. This allows for study of exogenous changes of
awareness during continuous viewing, but time-locked to an event,
thus allowing for analyses of event-related responses. Since the per-
ceptual reversal is exogenous, larger similarity to percept specific
(rather than reversal specific activity) is to be expected. The activity
differences obtained using this paradigm (Roeber et al., 2008, 2011)
are somewhat similar to those observed for intermittent rivalry with
evidence of an occipital difference around the P1 found in some
rivalry studies (e.g. Pitts et al., 2007) as well as differences around
180 ms and from 250 ms and onwards. The main difference appears
to be consistent modulation of the P1 component, which is typically
not found to be a consistent predictor of awareness (Sandberg et al.,
2013). One explanation for this difference could be that changes in
perception are linked to a new stimulus being presented to the
dominant eye whereas no change is linked to presentation of a stim-
ulus to the suppressed eye. Presentation to the suppressed eye may
cause a slight suppression of all stimulus processing, even temporal-
ly very early components that could be precursors for awareness
without being directly linked.

Some studies have indicated a larger role of the right hemisphere in
perceptual reversals (Britz et al., 2009; Ehm et al., 2011) whereas other
studies have found evidence for the involvement of both left and right
hemispheres (Britz and Pitts, 2011; Kanai et al., 2010), and one study
primarily found evidence for left hemisphere activity being predictive
(O’Shea et al., 2013). In our study, therewas a tendency for hemispheric
lateralization towards the right in the raw data, and indeed a previous
analysis of the data showed that right hemisphere sensors were gener-
ally slightly more predictive of perceptual content (Sandberg et al.,
2013). However, the strength of our current multivariate approach
is that it combines information from many features (sources in our
case), and reducing the number of features to one half would cause
the individual models to be composed of a critically low number of
sources (below 15, see for instance Sandberg et al. (2013) and Haynes
and Rees (2005)).We propose that the question of hemispheric lateral-
ization as well as inter-hemispheric communication is addressed in
future studies, possibly using dynamic causal modelling (DCM) as the
analysis paradigm. Such a paradigm could also be used to examine the
role of different areas within one of our general areas. For instance,
it would be interesting to examine if the proposed different functions
of the posterior and anterior parts of the superior parietal lobule
(Kanai et al., 2011) could be related to the involvement in both
stabilization and perceptual reversals.

In summary, we studied the neural correlates of perceptual content,
stability of perception and reversals of perception for the first time
in a single experiment. We also examined, for the first time, the
changes in neural activity across around 15 s during the build-up of
stabilization of binocular rivalry as well as the gradual decay of stabi-
lization (i.e. destabilization) and discovered that the temporal devel-
opment of these two processes was almost identical. We interpret
the findings mechanistically as indicating that the human brain
maintains stability of perception by suppressing competing interpre-
tations and that gradual adaptation of the inhibiting cells leads to
a state of instability that is eventually resolved by parietal and
late-stage visual (temporal) sources.



175K. Sandberg et al. / NeuroImage 100 (2014) 161–175
Acknowledgements

This work was supported by theWellcome Trust (GR and GRB), the
Japan Society for the Promotion of Science (RK), the European Research
Council (BB, KS and MO) and the MRC UK MEG Partnership Grant,
MR/K005464/1.

References

Blake, R., Logothetis, N.K., 2002. Visual competition. Nat. Rev. Neurosci. 3, 13–21.
Blake, R., Wilson, H., 2011. Binocular vision. Vis. Res. 51, 754–770.
Breese, B.B., 1899. On inhibition. Psychol. Monogr. 3, 1–65.
Britz, J., Pitts, M.A., 2011. Perceptual reversals during binocular rivalry: ERP components

and their concomitant source differences. Psychophysiology 48, 1490–1499.
Britz, J., Landis, T., Michel, C.M., 2009. Right parietal brain activity precedes perceptual

alternation of bistable stimuli. Cereb. Cortex 19, 55–65.
Britz, J., Pitts, M.A., Michel, C.M., 2011. Right parietal brain activity precedes perceptual

alternation during binocular rivalry. Hum. Brain Mapp. 32, 1432–1442.
Busch, N.A., Fründ, I., Herrmann, C.S., 2010. Electrophysiological evidence for different

types of change detection and change blindness. J. Cogn. Neurosci. 22, 1852–1869.
Carmel, D., Walsh, V., Lavie, N., Rees, G., 2010. Right parietal TMS shortens dominance

durations in binocular rivalry. Curr. Biol. 20, R799–R800.
Carter, O., Cavanagh, P., 2007. Onset rivalry: Brief presentation isolates an early

independent phase of perceptual competition. PLoS ONE 2, e343.
Chatfield, C., Collins, A.J., 1980. Introduction to multivariate analysis. Chapman and Hall.
Chen, X., He, S., 2004. Local factors determine the stabilization of monocular ambiguous

and binocular rivalry stimuli. Curr. Biol. 14, 1013–1017.
Cosmelli, D., David, O., Lachaux, J.-P., Martinerie, J., Garnero, L., Renault, B., Varela, F., 2004.

Waves of consciousness: Ongoing cortical patterns during binocular rivalry.
NeuroImage 23, 128–140.

De Graaf, T.A., de Jong, M.C., Goebel, R., van Ee, R., Sack, A.T., 2011. On the functional
relevance of frontal cortex for passive and voluntarily controlled bistable vision.
Cereb. Cortex 21, 2322–2331.

De Jong, M.C., Knapen, T., van Ee, R., 2012a. Opposite influence of perceptual memory on
initial and prolonged perception of sensory ambiguity. PLoS ONE 7, e30595.

De Jong, M.C., Kourtzi, Z., van Ee, R., 2012b. Perceptual experience modulates cortical
circuits involved in visual awareness. Eur. J. Neurosci. 36, 3718–3731.

Dehaene, S., Kerszberg, M., Changeux, J.P., 1998. A neuronal model of a global workspace
in effortful cognitive tasks. Proc. Natl. Acad. Sci. U. S. A. 95, 14529–14534.

Dehaene, S., Changeux, J.-P., Naccache, L., Sackur, J., Sergent, C., 2006. Conscious,
preconscious, and subliminal processing: A testable taxonomy. Trends Cogn.
Sci. 10, 204–211.

Ehm, W., Bach, M., Kornmeier, J., 2011. Ambiguous figures and binding: EEG frequency
modulations during multistable perception. Psychophysiology 48, 547–558.

Fahrenfort, J.J., Scholte, H.S., Lamme, V.A.F., 2007. Masking disrupts reentrant processing
in human visual cortex. J. Cogn. Neurosci. 19, 1488–1497.

Friston, K., Mattout, J., Trujillo-Barreto, N., Ashburner, J., Penny, W., 2007. Variational free
energy and the Laplace approximation. NeuroImage 34, 220–234.

Friston, K.J., Chu, C., Mourão-Miranda, J., Hulme, O., Rees, G., Penny, W., Ashburner, J.,
2008a. Bayesian decoding of brain images. NeuroImage 39, 181–205.

Friston, K.J., Harrison, L., Daunizeau, J., Kiebel, S., Phillips, C., Trujillo-Barreto, N.,
Henson, R., Flandin, G., Mattout, J., 2008b. Multiple sparse priors for the M/EEG
inverse problem. NeuroImage 39, 1104–1120.

Haynes, J.-D., Rees, G., 2005. Predicting the stream of consciousness from activity in
human visual cortex. Curr. Biol. 15, 1301–1307.

Hohwy, J., Roepstorff, A., Friston, K., 2008. Predictive coding explains binocular rivalry: an
epistemological review. Cognition 108 (3), 687–701. http://dx.doi.org/10.1016/j.cog-
nition.2008.05.010.PMID:18649876.

Isoglu-Alkaç, U., Basar-Eroglu, C., Ademoglu, A., Demiralp, T., Miener, M., Stadler, M.,
2000. Alpha activity decreases during the perception of Necker cube reversals: An
application of wavelet transform. Biol. Cybern. 82, 313–320.

Kaernbach, C., Schröger, E., Jacobsen, T., Roeber, U., 1999. Effects of consciousness on
human brain waves following binocular rivalry. Neuroreport 10, 713–716.

Kamphuisen, A., Bauer, M., van Ee, R., 2008. No evidence for widespread synchronized
networks in binocular rivalry: MEG frequency tagging entrains primarily early visual
cortex. J. Vis. 8, 4.1–4.8.

Kanai, R., Bahrami, B., Rees, G., 2010. Human parietal cortex structure predicts individual
differences in perceptual rivalry. Curr. Biol. 20, 1626–1630.

Kanai, R., Carmel, D., Bahrami, B., Rees, G., 2011. Structural and functional fractionation of
right superior parietal cortex in bistable perception. Curr. Biol. 21, R106–R107.

Kappenman, E.S., Luck, S.J., 2010. The effects of electrode impedance on data quality and
statistical significance in ERP recordings. Psychophysiology 47 (5), 888–904.

Klink, P.C., Brascamp, J.W., Blake, R., van Wezel, R.J.A., 2010. Experience-driven plasticity
in binocular vision. Curr. Biol. 20, 1464–1469.

Knapen, T., Brascamp, J., Pearson, J., van Ee, R., Blake, R., 2011. The role of frontal and
parietal brain areas in bistable perception. J. Neurosci. 31, 10293–10301.

Koivisto, M., 2005. Independence of visual awareness from the scope of attention:
An electrophysiological study. Cereb. Cortex 16, 415–424.

Koivisto, M., Revonsuo, A., 2010. Event-related brain potential correlates of visual
awareness. Neurosci. Biobehav. Rev. 34, 922–934.

Kornmeier, J., Bach, M., 2004. Early neural activity in Necker-cube reversal: Evidence for
low-level processing of a gestalt phenomenon. Psychophysiology 41, 1–8.
Kornmeier, J., Bach, M., 2005. The Necker cube—An ambiguous figure disambiguated in
early visual processing. Vis. Res. 45, 955–960.

Kornmeier, J., Bach, M., 2006. Bistable perception — Along the processing chain from
ambiguous visual input to a stable percept. Int. J. Psychophysiol. 62, 345–349.

Kornmeier, J., Bach, M., 2012. Ambiguous figures — What happens in the brain when
perception changes but not the stimulus. Front. Hum. Neurosci. 6, 51.

Kornmeier, J., Pfäffle, M., Bach, M., 2011. Necker cube: Stimulus-related (low-level) and
percept-related (high-level) EEG signatures early in occipital cortex. J. Vis. 11, 12.

Leopold, D.A., Wilke, M., Maier, A., Logothetis, N.K., 2002. Stable perception of visually
ambiguous patterns. Nat. Neurosci. 5, 605–609.

Litvak, V., Friston, K., 2008. Electromagnetic source reconstruction for group studies.
NeuroImage 42, 1490–1498.

Liu, Y., Paradis, A.-L., Yahia-Cherif, L., Tallon-Baudry, C., 2012. Activity in the lateral
occipital cortex between 200 and 300 ms distinguishes between physically identical
seen and unseen stimuli. Front. Hum. Neurosci. 6, 211.

Lumer, E.D., Friston, K.J., Rees, G., 1998. Neural correlates of perceptual rivalry in the
human brain. Science 280, 1930–1934.

Noest, A.J., van Ee, R., Nijs, M.M., vanWezel, R.J., 2007. Percept-choice sequences driven by
interrupted ambiguous stimuli: A low-level neural model. JOV 7, 1–14.

Nolte, G., 2003. The magnetic lead field theorem in the quasi-static approximation and its
use for magnetoencephalography forward calculation in realistic volume conductors.
Phys. Med. Biol. 48, 3637–3652.

O’Donnell, B.F., Hendler, T., Squires, N.K., 1988. Visual evoked potentials to illusory
reversals of the Necker cube. Psychophysiology 25, 137–143.

O’Shea, R.P., Crassini, B., 1984. Binocular rivalry occurs without simultaneous presentation
of rival stimuli. Percept. Psychophys. 36, 266–276.

O’Shea, R.P., Kornmeier, J., Roeber, U., 2013. Predicting visual consciousness electrophys-
iologically from intermittent binocular rivalry. PLoS ONE 8, e76134.

Orbach, J., Ehrlich, D., Heath, H., 1963. Reversibility of the Necker cube: I. An examination
of the concept of “satiation of orientation”. Percept. Mot. Skills 17, 439–458.

Parkkonen, L., Andersson, J., Hämäläinen, M., Hari, R., 2008. Early visual brain areas reflect
the percept of an ambiguous scene. Proc. Natl. Acad. Sci. U. S. A. 105, 20500–20504.

Pearson, J., Brascamp, J.W., 2008. Sensorymemory for ambiguous vision. Trends Cogn. Sci.
12, 334–341.

Pearson, J., Clifford, C., 2004. Determinants of visual awareness following interruptions
during rivalry. J. Vis. 4, 196–202.

Pitts, M.A., Nerger, J.L., Davis, T.J.R., 2007. Electrophysiological correlates of perceptual
reversals for three different types of multistable images. J. Vis. 7, 6.

Pitts, M.A., Martínez, A., Stalmaster, C., Nerger, J.L., Hillyard, S.A., 2009. Neural generators
of ERPs linked with Necker cube reversals. Psychophysiology 46, 694–702.

Roeber, U., Widmann, A., Trujillo-Barreto, N.J., Herrmann, C.S., O’Shea, R.P., Schröger, E.,
2008. Early correlates of visual awareness in the human brain: Time and place from
event-related brain potentials. J. Vis. 8, 21.1–21.12.

Roeber, U., Veser, S., Schröger, E., O’Shea, R.P., 2011. On the role of attention in binocular
rivalry: Electrophysiological evidence. PLoS ONE 6, e22612.

Sandberg, K., Bahrami, B., Lindelov, J.K., Overgaard, M., Rees, G., 2011. The impact of
stimulus complexity and frequency swapping on stabilization of binocular rivalry.
J. Vis. 11, 1–10.

Sandberg, K., Bahrami, B., Kanai, R., Barnes, G.R., Overgaard, M., Rees, G., 2013. Early visual
responses predict conscious face perception within and between subjects during
binocular rivalry. J. Cogn. Neurosci. 25 (6), 969–985. http://dx.doi.org/10.1162/
jocn_a_00353.

Schoffelen, J.-M., Gross, J., 2009. Source connectivity analysis with MEG and EEG. Hum.
Brain Mapp. 30, 1857–1865.

Schwiedrzik, C.M., Ruff, C.C., Lazar, A., Leitner, F.C., Singer,W., Melloni, L., 2012. Untangling
perceptual memory: Hysteresis and adaptation map into separate cortical networks.
Cereb. Cortex 24 (5), 1152–1164. http://dx.doi.org/10.1093/cercor/bhs396.

Sergent, C., Dehaene, S., 2004. Neural processes underlying conscious perception:
Experimental findings and a global neuronal workspace framework. J. Physiol. Paris
98, 374–384.

Sergent, C., Baillet, S., Dehaene, S., 2005. Timing of the brain events underlying access to
consciousness during the attentional blink. Nat. Neurosci. 8, 1391–1400.

Srinivasan, R., Russell, D.P., Edelman, G.M., Tononi, G., 1999. Increased synchronization
of neuromagnetic responses during conscious perception. J. Neurosci. Off. J. Soc.
Neurosci. 19, 5435–5448.

Stephan, K.E., Penny, W.D., Daunizeau, J., Moran, R.J., Friston, K.J., 2009. Bayesian model
selection for group studies. NeuroImage 46, 1004–1017.

Sterzer, P., Kleinschmidt, A., 2007. A neural basis for inference in perceptual ambiguity.
Proc. Natl. Acad. Sci. U. S. A. 104, 323–328.

Sterzer, P., Rees, G., 2008. A neural basis for percept stabilization in binocular rivalry. J.
Cogn. Neurosci. 20, 389–399.

Tong, F., Meng, M., Blake, R., 2006. Neural bases of binocular rivalry. Trends Cogn. Sci.
(Regul. Ed.) 10, 502–511.

Tononi, G., Srinivasan, R., Russell, D.P., Edelman, G.M., 1998. Investigating neural
correlates of conscious perception by frequency-tagged neuromagnetic responses.
Proc. Natl. Acad. Sci. U. S. A. 95, 3198–3203.

Vanni, S., Revonsuo, A., Saarinen, J., Hari, R., 1996. Visual awareness of objects correlates
with activity of right occipital cortex. Neuroreport 8, 183–186.

Wilson, H.R., 2007. Minimal physiological conditions for binocular rivalry and rivalry
memory. Vis. Res. 47, 2741–2750.

Wolfe, J.M., 1983. Influence of spatial frequency, luminance, and duration on binocular
rivalry and abnormal fusion of briefly presented dichoptic stimuli. Perception 12,
447–456.

http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0005
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0010
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0015
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0025
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0025
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0020
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0020
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0030
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0030
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0035
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0035
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0040
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0040
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0045
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0045
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0050
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0055
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0055
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0060
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0060
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0065
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0065
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0065
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0070
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0070
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0075
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0075
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0085
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0085
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0080
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0080
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0080
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0090
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0090
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0095
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0095
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0100
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0100
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0105
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0110
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0110
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0115
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0115
http://dx.doi.org/10.1016/j.cognition.2008.05.010.PMID:18649876
http://dx.doi.org/10.1016/j.cognition.2008.05.010.PMID:18649876
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0120
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0120
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0125
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0125
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0130
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0130
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0130
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0135
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0135
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0140
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0140
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0350
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0350
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0150
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0150
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0155
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0155
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0160
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0160
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0165
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0165
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0170
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0170
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0175
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0175
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0180
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0180
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0185
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0185
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0190
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0190
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0195
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0195
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0200
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0200
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0205
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0205
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0205
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0210
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0210
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0215
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0215
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0220
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0220
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0220
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0225
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0225
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0230
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0230
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0235
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0235
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0240
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0240
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0245
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0245
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0250
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0250
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0255
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0255
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0265
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0265
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0260
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0260
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0275
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0275
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0270
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0270
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0285
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0285
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0285
http://dx.doi.org/10.1162/jocn_a_00353
http://dx.doi.org/10.1162/jocn_a_00353
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0290
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0290
http://dx.doi.org/10.1093/cercor/bhs396
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0300
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0300
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0300
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0295
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0295
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0305
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0305
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0305
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0310
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0310
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0315
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0315
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0320
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0320
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0325
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0325
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0330
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0330
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0330
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0335
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0335
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0340
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0340
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0345
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0345
http://refhub.elsevier.com/S1053-8119(14)00500-X/rf0345

	Distinct MEG correlates of conscious experience, perceptual reversals and stabilization during binocular rivalry
	Introduction
	Materials and methods
	Participants
	Apparatus and MEG recording
	Stimuli
	Procedure
	Preprocessing
	Data analysis
	Source space activity reconstruction
	Canonical variates analysis (CVA)
	Multivariate Bayesian (MVB) model testing


	Results
	Percept-related activity
	Destabilization, stabilization and reversal specific activity
	Earliest difference, 40–90ms
	M170/“reversal positivity” (RP), 150–210ms
	P2m/“reversal negativity” (RN), 220–270ms
	P3m and “frontopolar/parietal positivity” (FP/PP), 290–500ms
	Summary

	Distinguishing reversal and stabilization related activity

	Discussion
	Perception
	Stabilization
	Destabilization
	Reversals
	General considerations

	Acknowledgements
	References


