
Physics and Imaging in Radiation Oncology 16 (2020) 149–155

Available online 1 December 2020
2405-6316/© 2020 The Authors. Published by Elsevier B.V. on behalf of European Society of Radiotherapy & Oncology. This is an open access article under the
CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

Original Research Article 

Automatic evaluation of contours in radiotherapy planning utilising 
conformity indices and machine learning 

Samsara Terparia a,*, Romaana Mir b, Yat Tsang a,b, Catharine H Clark b,c,d, Rushil Patel b 

a Radiotherapy Physics, Mount Vernon Cancer Centre, Northwood, UK 
b NIHR Radiotherapy Trials Quality Assurance Group, Mount Vernon Cancer Centre, Northwood, UK 
c Radiotherapy Physics, University College London Hospital, London, UK 
d National Physical Laboratory, Teddington, UK   

A R T I C L E  I N F O   

Keywords: 
Machine learning 
Conformity index 
Quality assurance 
Interobserver variation 
Delineation 
SABR 

A B S T R A C T   

Background and purpose: Peer-review of Target Volume (TV) and Organ at Risk (OAR) contours in radiotherapy 
planning are typically conducted visually; this can be time consuming and subject to interobserver variation. This 
study investigated automatic evaluation of contouring using conformity indices and supervised machine 
learning. 
Methods: A total of 393 contours from 253 Stereotactic Ablative Body Radiotherapy (SABR) benchmark cases 
(adrenal gland, liver, pelvic lymph node and spine), delineated by 132 clinicians from 25 centres, were visually 
evaluated for conformity against gold standard contours. Contours were scored as “pass” or “fail” on visual peer 
review and six Conformity Indices (CIs) were applied. CI values were mapped to pass/fail scores for each contour 
and used to train supervised machine learning models. A 5-fold cross validation method was employed to 
determine the predictive accuracies of each model. 
Results: The stomach structure produced models with the highest predictive accuracy overall (96% using Support 
Vector Machine and Ensemble models), whilst the liver GTV produced models with the lowest predictive ac
curacy (76% using Logistic Regression). Predictive accuracies across all models ranged from 68–96% (68–87% 
for TV and 71–96% for OARs). 
Conclusions: Although a final visual review by an experienced clinician is still required, the automatic contour 
evaluation method could reduce the time for benchmark case reviews by identifying gross contouring errors. This 
method could be successfully implemented to support departmental training and the continuous assessment of 
outlining for clinical staff in the peer-review process, to reduce interobserver variability in contouring and 
improve interpretation of radiological anatomy.   

1. Introduction 

Interobserver variability amongst clinicians in outlining of Target 
Volumes (TV) and Organs at Risk (OARs) is a challenge in radiotherapy. 
Inaccuracies in TV and OAR contour delineation may impact on both 
tumour control and normal tissue toxicities [1]. Though The Royal 
College of Radiologists recommends that all radiotherapy departments 
should have processes that enable optimal TV delineation and peer- 
review [2], no formal outlining training exists for clinical staff at 
present. 

The assessment of the contours can be conducted both visually and 
quantitatively using Conformity Indices (CIs) against pass/fail criteria 

[3]. Visual inspection is currently the most common approach however, 
this is time consuming as it requires a meticulous slice-by-slice evalua
tion of TV and OARs. There is no current standard in radiotherapy 
Quality Assurance (QA) to quantitatively evaluate the agreement of 
contours. CIs are mathematical metrics which can be used to quantify 
contour conformity with a Gold Standard (GS). Some of these include 
the Dice Similarity Coefficient (DSC), Jaccard Conformity Index (JCI), 
van’t Riet Index (VRI), Geographical Miss Index (GMI), Discordance 
Index (DI) and Hausdorff Distance (HD) [4,5]. Whilst these CIs provide a 
quantitative evaluation of contour conformity, without standardised 
assessment criteria this data is limited in use. 

Manually establishing pass/fail criteria for a wide range of CI data 
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across multiple TV and OAR structures can be laborious. Machine 
Learning (ML) models may be employed to decipher statistical patterns 
between a qualitative pass/fail score and quantitative DSC, JCI, VRI, 
HD, GMI and DI values for each investigator contour. 

Supervised ML is branch of Artificial Intelligence (AI) where com
puter algorithms learn from prior experience [6]. Supervised ML algo
rithms use training data with known input (predictors) and output 
(responses) values, to detect patterns and correlation through the 
learning process [7], which can then be used to predict whether inves
tigator contours “pass” or “fail” pre-trial outlining exercises. Whilst 
several studies have investigated the use of AI for auto-segmentation 
contouring in radiotherapy planning [8–10], the use of ML to assess 
TV and OAR contour conformity is limited. 

This study examined the feasibility of using qualitative pass/fail 
criteria and CIs to develop ML models to assess the compliance of TV and 
OAR contour delineations according to a standardised protocol. 

2. Methods 

2.1. Data pre-processing 

The United Kingdom National Institute for Health Research (NIHR) 
Radiotherapy Trials Quality Assurance (RTTQA) Group implements pre- 
trial outlining benchmark exercises for clinical trials to reduce interob
server variability, ensuring that patients are treated according to pro
tocol guidelines. Before a new clinician (an investigator) can recruit 
patients to a clinical trial, the investigator must delineate TV and OAR 
contours for each benchmark and submit the contours to the RTTQA 
Group for review. The contours are reviewed to determine outlining 
compliance against GS contours, which have been delineated by the 
Chief Investigator, or agreed as a consensus by the Trial Management 
Group (TMG) [11]. 

A total of 393 investigator contours from 253 Stereotactic Ablative 
Body Radiotherapy (SABR) pre-trial outlining benchmark exercises, 
delineated by 132 clinicians from 25 centres across the UK, that had 
previously been reviewed by the RTTQA Group SABR credentialing 
programme [12,13] were utilised for this study. Outlining benchmark 
cases were created using data from previously treated SABR patients 
who had consented for their data to be used for education and training 
purposes. The RTTQA Group provided investigators with detailed con
touring atlases over a range of imaging modalities to aid contour 
delineation (Table 1). 

Each investigator contour was imported into Velocity (v4.01 Varian 
Medical Systems). An experienced RTTQA clinician was blinded to the 
investigator submitting the contours and visually compared each
investigator contour in transverse, coronal, and sagittal planes to the GS, 
evaluating if the respective contours encompassed the TV or OAR 
structure in full and if the OAR contour extended into an adjacent OAR. 
Contours were scored as either “pass” or a “fail” dependending on 

agreement to the GS; an example of a “fail” included an OAR structure 
not contoured to completion (e.g. oesophageal wall not contoured in 
entirety) or an OAR structure extending into an adjacent structure (e.g. 
submitted stomach contour includes the GS duodenum contour). This 
scoring was required in order to label the investigator contours into the 
“pass” or “fail” categories, as required by the training process in su
pervised ML. 

The investigator and GS contours for each benchmark were then 
exported from Velocity and imported into CERR (Computational Envi
ronment for Radiotherapy Research) to calculate JCI, DSC, VRI, HD, 
GMI and DI values; formulae for the CIs used are detailed in Fig. S1. 
CERR is an open source application written in a Matlab environment, for 
viewing and analysing radiotherapy data. CI values for each investigator 
contour were then mapped to their corresponding pass/fail score. 

2.2. Supervised machine learning 

CI data and mapped pass/fail scores for each investigator contour 
were imported into The Classification Learner Application in Matlab to 
apply supervised ML using the classification technique, which involves 
building and evaluating ML models for discrete responses that can be 
classified into categories [14]. The JCI, DSC, VRI, HD, GMI and DI values 
were used as predictors and the corresponding pass/fail scores were 
used as responses. The aim was to allow each ML model to decipher 
trends between CIs and pass/fail scores, such that they could then pre
dict a pass/fail outcome based on the CI values of unseen investigator 
contours. 

When training ML models, it is recommended to have at least five to 
ten samples per predictor [15]. The requirement on the minimum 
number of samples per predictor can vary based on the complexity of the 
data and model. Due to the simplicity of our proposed models and the 
limitation of the small sample size, five samples per predictor was 
chosen in this study and this required a minimum of thirty investigator 
contours per model. Datasets are typically split 70%/30% into training 
and testing datasets [16], where the training dataset is used to train the 
model and the testing dataset is used to validate the model to determine 
its predictive accuracy, sensitivity and specificity. For smaller datasets, a 
k-fold cross validation technique can be applied to test and validate the 
data and produce each model’s predictive accuracy, sensitivity and 
specificity. To maximise the training dataset size, a 5-fold cross valida
tion technique for testing and validation was used, where k = 5 was 
chosen as this has shown to yield test error rate estimates with low bias 
[17]. 

Suitability of the ML model is highly dependent on the nature of the 
dataset. In addition to this, the weighting of each predictor is deter
mined by each specific model. To mitigate this effect, the dataset should 
be applied to more than one model to establish which is the most 
appropriate [18]. The models considered were Decision Tree, Logistic 
Regression, Support Vector Machine (SVM), K-Nearest Neighbour (KNN) 
and Ensemble (summarised in Table S1), as these have been used in 
previous radiation oncology related studies [19–21]. 

All CI predictors, except the HD, were dimensionless quantities that 
took a value between zero and one; the HD was given as a distance value 
in centimetres. The KNN model uses a distance metric to calculate the 
closeness of data. When training the KNN model, the predictor values 
should be scaled to be of similar magnitude to allow all predictors to 
contribute equally [14]. Therefore, a normalised HD that took a value 
between zero and one, was used instead of the HD to train KNN models 
to produce more reliable results. 

Models were trained using CI values mapped to pass/fail scores in 
three approaches: (i) for all 393 contours as a single group; (ii) for TV 
structures and OAR structures as two separate groups; (iii) for individual 
structure type. 

Non-parametric Kruskal-Wallis tests were used to investigate stasti
cally significant differences in the variations of (i) all CI values across 
each structure type; (ii) ML model predictive accuracies, sensitivities 

Table 1 
Table of benchmarks, structures and imaging provided to clinicians to aid 
delineation in the pre-trial outlining benchmark exercises.  

SABR 
Benchmark 

Spine Pelvic Lymph 
Node 

Adrenal 
Gland 

Liver 

Number of 
Cases 

71 85 44 53 

Imaging 
Modalities 
Provided to 
aid 
Delineation 

CT, MRI (T1 
and T2 
weighted) 

Contrast 
enhanced CT, 
MRI (T2 
weighted) 

Contrast 
enhanced 
CT 

4DCT, 3DCT, 
MRI (T2 
weighted) 

Structures 
Considered 

GTV GTV Liver GTV 
Stomach Liver 

Stomach 
Oesophagus 
Heart  
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and specificities among the groups of all contours, TV and OARs; (iii) ML 
model predictive accuracies, sensitivities and specificities among the 
groups of liver GTV, node GTV, spine GTV, liver, stomach, oesophagus 
and heart. 

3. Results 

Resulting predictive accuracies, sensitivities and specificities of 
trained models are shown in Table 2. Predictive accuracies observed 
across all models in this study ranged from 68–96%, where models for 
TV and OARs ranged from 68–87% and 71–96%, respectively. No sta
tistically significant differences were found in the variations of predic
tive accuracies (p = 0.08), sensitivities (p = 0.11), nor specificities (p =
0.50) amongst the models created for all contours, TV and OARs. For 
liver GTV, node GTV, spine GTV, liver, stomach, oesophagus and heart 
models, there were statistically significant differences in the variations 
in predictive accuracies, sensitivities and specificities (p < 0.05). Fig. 1 
shows that by training structure specific models, higher predictive ac
curacies, sensitives and specificities may be achieved. There were 

statistically significant differences in variations of JCI, DSC, VRI, HD, 
GMI and DI values across each structure type (p < 0.05). The relation
ship between each CI is illustrated in Figs. S2–S6. 

The stomach structure produced models with the highest predictive 
accuracy (96% using SVM and Ensemble models) whilst the liver GTV 
produced models with the lowest predictive accuracy (highest accuracy 
of 76% using Logistic Regression). The Receiver Operator Characteristic 
(ROC) curves (Fig. 2) demonstrate the sensitivity (100%) and specificity 
(93%) for the stomach SVM model, with an Area Under Curve (AUC) of 
0.97, and sensitivity (82%) and specificity (65%) for the liver GTV Lo
gistic Regression model with an AUC of 0.84. These two models are 
fitted in Fig. 3 and demonstrate that the data is closer together for the 
liver GTV Logistic Regression model in comparison to the stomach SVM 
model and that the liver GTV Logistic Regression model incorrectly 
classified more contours than the stomach SVM model. The liver GTV 
structure had the highest rate of re-submissions and in some instances, 
re-submissions were still deemed a “fail”. Qualitative comparisons of 
stomach and liver GTV investigator contour submissions to their GS are 
demonstrated in Fig. 4. 

Table 2 
Table showing resulting 5-fold predictive accuracies, sensitivities and specificities of trained models by structure and algorithm type.  

Structure Type (number of “Pass” contours/total number of contours) Machine Learning Model accuracy (%) (Sensitivity %/Specificity %)  

Tree Logistic Regression Support Vector Machine K- Nearest Neighbour Ensemble 

All (242/393–62%) 77 
(75/79) 

72 
(93/39) 

80 
(88/66) 

78 
(89/58) 

78 
(81/74) 

TV (148/209–71%) 84 
(88/71) 

80 
(93/49) 

80 
(94/48) 

80 
(89/56) 

79 
(88/61) 

All OAR (94/184–51%) 78 
(77/76) 

71 
(87/54) 

78 
(84/76) 

79 
(87/71) 

82 
(85/79) 

TV Liver GTV 
(34/53–64%) 

68 
(79/55) 

76 
(82/65) 

70 
(97/25) 

68 
(82/45) 

68 
(88/35) 

Node GTV 
(66/85–78%) 

81 
(91/47) 

81 
(94/37) 

85 
(94/42) 

86 
(97/37) 

82 
(94/42) 

Spine GTV 
(48/71–68%) 

79 
(90/70) 

83 
(94/57) 

86 
(94/70) 

87 
(92/78) 

83 
(85/78) 

OAR Liver 
(41/68–60%) 

78 
(88/63) 

78 
(85/67) 

84 
(85/78) 

85 
(90/78) 

81 
(81/82) 

Stomach 
(25/67–37%) 

93 
(88/93) 

92 
(92/93) 

96 
(100/93) 

91 
(96/88) 

96 
(96/95) 

Oesophagus 
(20/32–63%) 

81 
(85/75) 

72 
(85/50) 

75 
(90/50) 

84 
(75/92) 

84 
(90/75) 

Heart 
(8/17–47%) 

71 
(88/56) 

88 
(88/89) 

94 
(100/89) 

88 
(88/89) 

82 
(75/89)  

Fig. 1. Bar chart demonstrating the median predictive accuracies, sensitivities and specificities obtained across all trained ML models.  
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4. Discussion 

This study investigated the feasibility of building an assessment tool, 
based on conformity indices and supervised ML, to evaluate contouring. 
Our study found that this is achievable for selected structures and ML 
models. No statistically significant differences in model predictive ac
curacy, sensitivity nor specificity amongst the groups of all contours, all 
TV and all OARs, were identified. By dividing the dataset into structure 
type, statistically significant differences in predictive accuracy, sensi
tivity and specificity are seen. Furthermore, statistically significant dif
ferences were found in CI values amongst different structures and may 
explain why higher specificities, and in some cases sensitivities, were 
observed when models were trained by structure type. This may have 

aided the ML models in correctly classifying data in to “pass” and “fail” 
categories, in comparison to the dataset as a whole. 

The stomach structures provided trained models with the highest 
predictive accuracies, sensitivities and specificities. This may be due to 
several clinicians incorrectly including the first superior slices of the 
duodenum as the inferior part of the stomach, which would have had an 
effect on the CI values in terms of over-contouring. Inclusion of the 
duodenum for stomach contours were automatically scored as a fail. As 
this was a common issue, the ML models learnt to associate the CI values 
of these over-contoured stomach structures with their corresponding 
“fail” score during the training process, validated during the 5-fold cross 
validation process. This is likely to be the reason for the high specificities 
attained for the stomach models, as shown in the ROC curve (Fig. 2). 
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Fig. 2. Receiver Operator Characteristic (ROC) curves for Liver GTV Logistic Regression Model (Top) and Stomach SVM Model (Bottom). The Area Under Curve 
(AUC) represents the model’s overall ability to correctly classify structures into each category. 
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Whilst the heart SVM model achieved a predictive accuracy of 94%, 
this was based on seventeen investigator contours which violates the 
five sample per predictor rule. One study [6] created models that 
violated this rule and produced adequate results, however, this heart 
SVM model may be limited in use as the high predicative accuracy could 
have arisen as a result overfitting. This is where a ML model learns and 
represents the training dataset very well, but cannot accurately deal 
with unseen data. 

The liver GTV structure produced models with the lowest predictive 
accuracies and specificities. Fig. 3 demonstrates that the liver GTV 
investigator contours were fairly well conformed to the GS and perhaps, 
the closeness of the data may have resulted in the liver GTV models 
struggling to correctly classify “pass” and “fail” contours. This is indic
ative that more examples may be needed for this model to improve its 

ability to categorise “pass” and “fail” structures. 
Using CIs alone to assess conformity is limited, as CI values vary 

between structures. Currently, no criteria exist to define structure spe
cific CI values that demonstrate high and low conformity. In this study, 
we mapped CI values to a “pass” or “fail” score and used ML to allow 
models to determine these criteria for themselves, for future investigator 
contours to be assessed against. Careful consideration was taken when 
selecting this dataset as the limitations of ML originate from data 
quality, where models are subject to “garbage in, garbage out”. Inves
tigator contours had previously been reviewed by the RTTQA Group and 
underwent a second evaluation by an experienced RTTQA clinician to be 
scored. Determining the optimal distribution of data in each “pass” and 
“fail” category to train ML models is complex, as there are arguments 
that favour both a balanced [22] and unbalanced [23] split. Using 

Fig. 3. Scatter plots showing Liver GTV Logistic Regression Model (Top) and Stomach SVM Model (Bottom), fitted with DSC against Hausdorff distance. Blue crosses 
indicate where the model has predicted an investigator contour as a “fail”, but was visually scored as a “pass”. Blue dots indicate where the model has correctly 
predicted an investigator contour as a “fail”. Red crosses indicate where the model has predicted an investigator contour as a “pass”, but was visually scored as a 
“fail”. Red dots indicate where the model has correctly predicted an investigator contour as a “pass”. 
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different distributions of data for a given ML model have shown to affect 
the learning process [24] which may have an effect on predictive 
accuracies. 

The predictive accuracies, sensitivities and specificities produced in 
this study were based on a 5-fold cross validation technique, used in 
favour of a training and testing dataset split, in order to increase the 
training dataset size to produce maximally robust models. As a result, 
the true sensitivity and specificity of each model could not be estab
lished, rendering it unclear as to how well these models would perform 
on unseen data. The more representative examples of “pass” and “fail” 
data, the more robust and accurate a trained model will be. More data is 
required to refine and test these models before they can be used 
routinely. Alternatively, if small datasets are unavoidable, fewer pre
dictors could be used for training. For example, as the JCI, DSC and VRI 
are mathematically similar (Figs. S2–S6), two of these could be omitted 
as predictors. With four predictors, the minimum number of samples 
required is reduced to twenty however, having too few predictors leads 
to underfitting. This is a phenomenon in ML where too few predictors 
result in oversimplified models that cannot identify data trends [16]. 
Models presented here are relatively simple with few predictors and 
removing predictors may increase the risk of underfitting. Whilst some 
CIs used here are mathematically correlated, using them together does 
not impact upon a model’s ability to make predictions of new observa
tions on unseen data [25] and helps increase model complexity to reduce 
the likelihood of underfitting. Alternatively, the use of other types of 
mathematical metrics, such as the surface DSC [26] and added path 
length [27], could be investigated to determine their suitability for this 
purpose. 

Whilst this method cannot yet replace a clinical review, these models 
may be used to pre-evaluate investigator contours prior to clinical re
view, to highlight gross contouring errors to the reviewer. The balance 
of sensitivities and specificities should be considered when choosing a 
ML model for this purpose. Models with specificities close to 100% are 
ideal as this results in a low false positive rate, reducing the number of 
investigator contours being scored as a “pass” by the model that would 
have failed a visual review. This expedites the review process whilst 
minimising the number of false positive contours being accepted in the 
credentialing process. The RTTQA Group SABR Expansion Programme 
expect a further 300 outlining benchmark submissions that will enable 

testing of these models on unseen data to determine their true sensi
tivities and specificities. A larger data set would enable investigation of 
alternative ML models and the effect of varying the number of predictors 
and distributions of data in each category on predictive accuracy, 
sensitivity and specificity. This will allow fine-tuning of the models to 
handle unseen data more effectively, improving their reliability so that 
they can be used to replace aspects of the clinical review. 

The automatic contour evaulation method could be successfully 
implemented in supporting departmental training and the continuous 
assessment of outlining for clinical staff. The collection of completed 
outlining exercises, that have been visually evaluated against a GS, can 
be mapped to their corresponding CI values and used to create and train 
departmental ML models. These models may then be used to assess 
outlining performed by staff in training. CI values calculated for the 
investigator contour and GS would be provided to the models to identify 
failed contours that require further visual review, expediting the peer- 
review process. 

At present no formal outlining training exists for clinical staff. The 
Royal College of Radiologists recommends that all radiotherapy de
partments should have processes that enable optimal TV delineation and 
peer-review. Developing a QA programme such as this could provide a 
proactive and standardised approach to comply with these recommen
dations to support departmental training and the continuous assessment 
of outlining for clinical staff in the peer-review process, reducing 
interobserver variability in contouring and improving interpretation of 
radiological anatomy. 
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Fig. 4. Comparison of passed (green) and failed (red) Liver GTV (top) and Stomach contours (bottom) in transverse, coronal and sagittal views (left to right). The 
Gold Standard is outlined in blue. 
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Appendix A. Supplementary data 

Supplementary data to this article can be found online at https://doi. 
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