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Abstract
This study undertook a head-to-head comparison of best-worst, best-best and 
ranking discrete choice experiments (DCEs) to help decide which method to use 
if moving beyond traditional single-best DCEs. Respondents were randomized to 
one of three preference elicitation methods. Rank-ordered (exploded) mixed logit 
models and respondent-reported data were used to compare methods and first and 
second choices. First choices differed from second choices and preferences differed 
between elicitation methods, even beyond scale and scale dynamics. First choices 
of best-worst had good choice consistency, scale dynamics and statistical efficiency, 
but this method's second choices performed worst. Ranking performed best on 
respondent-reported difficulty and preference; best-best's second choices on statis-
tical efficiency. All three preference elicitation methods improve efficiency of data 
collection relative to using first choices only. However, differences in preferences 
between first and second choices challenge moving beyond single-best DCE. If 
nevertheless doing so, best-best and ranking are preferred over best-worst DCE.
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1  |  INTRODUCTION

Discrete choice experiments (DCEs) are widely used to answer a range of research questions relating to health care prefer-
ences (de Bekker-Grob et al., 2012; Soekhai et al., 2019). More recently academic interest in the way in which respondents 
process information and in which DCE questions are asked has been increasing (Cornelsen et al., 2020; Genie et al., 2021; 
Gonzalez Sepulveda et al., 2021; Mansfield et al., 2020). In DCEs it is standard practice to elicit preferences by repeatedly 
presenting respondents with a range of alternatives presented in choice sets. In each choice set, respondents evaluate alternatives 
that differ in their attribute levels. These traditional DCEs only ask participants to choose the best alternative per set. In addition 
to asking respondents their single-best alternative, there is an increasing interest in obtaining more preference information per 
set by also asking participants to choose among the remaining alternatives, which can lead to elicitation of a full preference 
order. These additional observations per choice set offer three potential benefits. Firstly, a smaller sample size is required to 
obtain similar efficiency, that is, similar standard errors, which might be useful if there are budget constraints, or if the research 
population is small (Hausman & Ruud, 1987; Lancsar et al., 2013; Palma, 2017; Vermeulen et al., 2011). Otherwise, one can 
choose to work with the same sample size, but present fewer choice sets to each respondent to decrease respondent burden and 
still have similar efficiency. Lastly, it facilitates more advanced analyses like the estimation of individual-level models (Hess 
& Rose, 2009; Lancsar & Louviere, 2008; Louviere, Street, et al., 2008). Especially in health, these potential benefits have 
encouraged researchers to move beyond single-best DCE.

Full preference orders that go beyond single-best DCE can be elicited by (1) ranking all alternatives simultaneously, (2) 
repeatedly choosing the best and the worst alternatives, or (3) repeatedly choosing the best alternatives. Ranking has been 
used in DCEs for many years (Beggs et al., 1981; Chapman & Staelin, 1982; Punj & Staelin, 1978). It provides a full prefer-
ence order, and the sequence in which alternatives are ranked can be specified by the researcher or left up to the respondent. 
However, it has been argued to be burdensome and the stability of the results have been found to differ per rank (Ben-Akiva 
et al., 1991; Bradley & Daly, 1994; Fok et al., 2012; Hausman & Ruud, 1987). Best-worst DCE (BWDCE) is another method 
to elicit partial or full preference orders that has been proposed to overcome cognitive burden (Marley & Louviere, 2005). In 
BWDCE, respondents are asked to choose the best and worst alternative from a set of at least three alternatives. 1 This can be 
sequential (i.e., first choosing the best alternative, then worst and repeat this for the remaining alternatives until all alterna-
tives are eliminated) or simultaneous (i.e., choosing the best and worst alternative at the same time and repeat this until a full 
preference order is reached). Regardless of the way in which best and worst choices are elicited, there are studies that question 
whether positive (i.e., best) choices and negative (i.e., worst) choices have the same underlying mental processes (Delle Site 
et al., 2019; Dyachenko et al., 2014; Hawkins et al., 2014, 2019). As outlined in Dyachenko et al. (2014), in addition to the 
decision sequence affecting preferences if best and worst choices are elicited sequentially, the mere framing of best and worst 
choices may lead to two different mental processes. To overcome this, the method best-best DCE (BBDCE) was introduced 
relatively recently to avoid the need to swap between positive and negative mental processes (Ghijben et al., 2014). This third 
method to move beyond traditional single-best DCE is characterized by eliciting single-best choice, second-best choice from 
the remaining alternatives and so on until a full preference order is obtained.

If the objective is to obtain more preference information per choice set than from a traditional single-best DCE, key, to date 
unanswered, questions are (1) which of BWDCE, BBDCE and ranking is most appropriate to do so and (2) what are potential 
downsides if using one of these elicitation methods.

We identified 15 studies that empirically compared elicitation methods that move beyond single-best DCE. These can be 
arranged into three categories, namely studies that explored differences in choices (a) within a preference elicitation method 
(e.g., differences between best and worst choices in BWDCE); (b) between preference elicitation methods (e.g., differences 
between BWDCE and ranking); or (c) both within and between methods. None of these studies provide a head-to-head compar-
ison of choices within and between BWDCE, BBDCE and ranking DCE, that is, (c) above with all three methods. Instead, 
they were restricted to a comparison of (usually subsets of) best-worst, ranking, and traditional single-best DCE and only one 
included BBDCE. Most were performed outside health. We provide an overview of the identified studies below and their char-
acteristics in Table A1 with their results discussed in more detail in Supporting Information S1.

Six studies (Ben-Akiva et  al.,  1991; Delle Site et  al.,  2019; Hausman & Ruud,  1987; Hawkins et  al.,  2019; Lancsar 
et al., 2013; Scarpa et al., 2011) were of type (a), meaning preferences were elicited using the same method but first, second and/
or follow-up choices were analyzed separately. These studies compared choices within a preference elicitation method, but they 
did not compare between different elicitation methods. Only Lancsar et al. (2013) studied choices in the health domain. They 
generally found differences in preferences, scale, and/or efficiency between choices. Another six studies (Akaichi et al., 2013; 
Caparrós et al., 2008; Chang et al., 2009; Petrolia et al., 2018; Xie et al., 2014; Yangui et al., 2019) experimentally compared 
a subset of the methods that move beyond DCE or compared one or two of these methods to traditional single-best DCE, that 
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is, (b) above. These studies compared different elicitation methods but did not compare choices within a preference elicitation 
method. They found differences in preferences, respondent burden, predictive ability, and/or scale. Only Xie et al. (2014) stud-
ied choices in the health domain.

Hawkins et al.  (2014), Krucien et al.  (2019), and Giergiczny et al.  (2017) studied differences both within and between 
methods, that is, (c) above, but found conflicting results regarding similarity of preferences and none compared ranking, 
BBDCE and BWDCE. None compared all three of ranking, BBDCE and BWDCE. Krucien et al. (2019) was the only study that 
compared choices within and between methods in the health context. Hawkins et al. (2014) compared three types of elicitation 
methods: best choice, worst choice, and best-worst choices. They found that the first choices were similar, regardless of the 
presence of a second choice. Also, best and worst choices were inversely related, based on which the authors conclude that they 
are based on the same underlying information. Krucien et al. (2019) compared the same methods as Hawkins et al. (2014) but 
found that preferences differed between choices, even beyond scale. Choice consistency was higher in best choices. Giergiczny 
et al. (2017) compared best-best and best-worst elicitation methods and single-best, best-best and best-worst model specifica-
tions. They found in both elicitation methods that willingness to pay estimates from models using all choices were significantly 
different from estimates in models using only first choices, even if correcting for scale. However, preferences and scale param-
eters were similar between elicitation methods if the data were modeled using the same (recoded) exploded logit specification.

While all these studies provide interesting and varied insights into the various elicitation methods and their first, second and/
or follow-up choices, none provide a comparison within and between methods in best-worst, best-best and ranking DCEs. As 
such, the primary objective of this study was to undertake a head-to-head comparison of choices within and between methods 
in BWDCE, BBDCE, and ranking DCEs to inform the decision on which preference method to use if wanting to move beyond 
traditional single-best DCE. We focus on the health domain, namely by eliciting preferences for Australian obesity reduction 
policies. To provide a practical overview of the advantages and disadvantages of all three methods, we compare them using six 
criteria. Four criteria are defined using choice modeling estimates, namely: (1) trade-off consistency; (2) choice consistency; 
(3) scale dynamics, interpreted as learning or fatigue effects; and (4) statistical efficiency. The remaining two criteria are based 
on respondent-reported data, namely (5) difficulty and (6) respondent stated preference between the three preference elicitation 
approaches. Each criterion is defined in the methods section, along with an explanation of the study format and the details of 
the analyses. Results are presented per assessment criterion, followed by a discussion of the findings.

2  |  METHODS

2.1  |  Study format

To enable a direct comparison between BWDCE, BBDCE and ranking DCE, the study consisted of three treatment arms that 
each represented one of the methods. Importantly, the experiments per arm were identical (same choice sets, versions etc.) 
except that the elicitation task, that is, the choice questions asked, differed. Respondents were randomized to one of three arms. 
The survey involved four parts. Firstly, respondents answered screening questions that enabled quota sampling. Secondly, 
respondents were presented with 16 DCE choice sets (see “Attributes, levels and data collection”). In the BWDCE and BBDCE 
arms respondents faced two choices per choice set. In the first choice they were asked to choose their most preferred alterna-
tive. This chosen alternative was then removed from the choice set. Respondents were subsequently asked to choose their worst 
or best alternative from the remaining alternatives, respectively in best-worst and best-best. The resulting choices implied a 
complete preference order over the three alternatives per choice set in each of these elicitation methods. In the ranking arm, 
respondents were asked to provide an explicit preference order by placing a one under the alternative they most preferred, a two 
under the alternative they next most preferred and a three under the alternative they preferred least. All alternatives were visible 
until the respondent provided the full preference order and moved to the next choice set. Examples of the choice tasks can be 
found in Supporting Information S2. Thirdly, respondents answered questions about the DCE. In particular, they stated the 
perceived difficulty of the experienced elicitation method and their preference between each of the three elicitation methods: 
one of which they had experienced, the other two were described to them. Lastly, respondents answered socio-demographic, 
health-related and attitudinal questions relating to obesity.

2.2  |  Attributes, levels and data collection

The study concerned taxpayer preferences for healthcare policies to reduce obesity in Australia. For more information about the 
attributes, levels, experimental design, and the online survey design, please see Lancsar et al. (2021) which explores preferences 
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based on single-best data. Attributes in the study were policy type, effectiveness in reducing obesity rates, and cost in terms of 
higher taxes. The attributes and their levels are described in Table 1.

A total of 256 choice sets were blocked into 16 versions of 16 choice sets. As mentioned earlier, respondents were rand-
omized to one of three arms. Within each arm respondents were randomized to one of the 16 versions of 16 choice sets. Each 
choice set consisted of three alternatives. Two alternatives were generic and designed to vary per choice set (Policy A and Policy 
B), the other alternative was a constant status quo that reflected the current situation. This current situation was described as 
no additional policy interventions, no change to the projected obesity rate (i.e., 32% would be obese in 2020) and no additional 
cost. The survey was administered to a sample of taxpayers from an online panel, representative of the Australian population 
of taxpayers in age and gender. The sample size was chosen to allow estimation of reliable models in each arm, while consid-
ering the number of attributes, levels, respondents per version and the parameters to be estimated (Lancsar & Louviere, 2008). 
Respondents were asked to suppose the Australian government was considering introducing new policies to reduce obesity and 
is interested in taxpayer preferences.

2.3  |  Statistical analysis

The discrete choice data in this study are modeled using random utility theory. To capture all information contained in a full 
preference order, we used rank-ordered (also called exploded) mixed logit models (Train, 2003). We first elaborate on this 
modeling approach, followed by a description of the six assessment criteria used to compare the preference elicitation methods. 
Lastly, we describe the four different stages of analysis.

Following random utility theory, each respondent i makes choices concerning the alternativesin a choice set t based on 
thelatent utility of each alternative j, given by Uijt. The utility is comprised of a systematic component 𝐴𝐴 𝐴𝐴′

𝑖𝑖𝑖𝑖𝑖𝑖
βi and a random 

component εijt :

𝑈𝑈𝑖𝑖𝑖𝑖𝑖𝑖 = 𝑋𝑋′

𝑖𝑖𝑖𝑖𝑖𝑖
𝛽𝛽𝑖𝑖 + 𝜀𝜀𝑖𝑖𝑖𝑖𝑖𝑖,� (1)

where βi is an individual-specific vector describing the preference weights of the attributes and Xijt represents the attribute levels 
for individual i, alternative j in choice set t. Following Swait and Louviere (1993), one can extend (1) to allow for variation in 
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Attribute Levels

Policy type Nutritional information labeling using traffic light symbols

National mass media campaign to encourage healthy lifestyle choices

Ban unhealthy food and drink advertising to children

Improve nutritional quality of foods sold in public institutions

Funding for physical activity infrastructure and outdoor spaces

Tax sugar-sweetened beverages

Payment incentive for the obese to increase physical activity

Pre-paid cards for healthy foods in supermarkets (reference level)

Impact on obesity rates in 2020 (effectiveness) 32% will be obese in 2020 (no change to the projected obesity rate)

31% will be obese in 2020 (moderate reduction in the projected 
obesity rate)

29% will be obese in 2020 (large reduction in the projected obesity 
rate)

28% will be obese in 2020 (very large reduction in the projected 
obesity rate)

Additional cost to you per year, paid as an increase in income taxes by (cost) $12 per year ($1 per month)

$120 per year ($10 per month)

$240 per year ($20 per month)

$480 per year ($40 per month)

T A B L E  1   Attributes and levels

2633



choice consistency by including a scale parameterλ. This scale parameter can differ per elicitation method and/or choice and 
scales the systematic component of utility 2:

𝑈𝑈𝑖𝑖𝑖𝑖𝑖𝑖 = 𝜆𝜆𝑠𝑠 ⋅

(

𝑋𝑋′

𝑖𝑖𝑖𝑖𝑖𝑖
𝛽𝛽𝑖𝑖

)

+ 𝜀𝜀𝑖𝑖𝑖𝑖𝑖𝑖.� (2)

To identify the scale effects, we impose λ1 = 1 for the reference scenario, where a scenario refers to the combination of 
the elicitation method and the choice within that method. If mean preference weights over all individuals in the sample (β) 
are stable across elicitation methods and/or choices, beyond scale, then one would obtain mean preference weights specific 
to a scenario s: βs = λs β1 (Louviere, Islam, et al., 2008). However, when not only the relative importance of the error term is 
different, but also the trade-offs as characterized by the mean preference weights β, then this approach can no longer be used 

to capture scale differences. Instead, we build on the ideas of the McKelvey and Zavoina (1975) pseudo R-squared, given by 

𝐴𝐴 𝐴𝐴2
=

𝑉𝑉 𝑉𝑉𝑉𝑉(𝑋𝑋
′𝛽𝛽)

𝑉𝑉 𝑉𝑉𝑉𝑉(𝑋𝑋′𝛽𝛽)+𝜎𝜎2
𝜀𝜀

 , which captures the relative importance of the systematic part in choice models using the variance of X′β. 
Using the variation in the systematic utility component within choice sets, we generalize the definition of the utility scale λ as 
follows:

𝜆𝜆𝑠𝑠 =

√

√

√

√

√

√

√

√

√

𝑆𝑆
∑

𝑡𝑡=1

∑

𝑗𝑗≠𝑘𝑘

((

𝑋𝑋𝑡𝑡𝑡𝑡𝑡 −𝑋𝑋𝑡𝑡𝑡𝑡𝑡

)

𝛽𝛽𝑠𝑠
)2

𝑆𝑆
∑

𝑡𝑡=1

∑

𝑗𝑗≠𝑘𝑘

((

𝑋𝑋𝑡𝑡𝑡𝑡𝑡 −𝑋𝑋𝑡𝑡𝑡𝑡𝑡

)

𝛽𝛽1
)2

.� (3)

Here βs and β1 represent the mean preference weights in the elicitation method and/or choice under evaluation and the 
reference scenario, respectively. Furthermore, Xt,j and Xt,k represent the vectors of attributes of alternatives j and k in choice set 
t, respectively. This definition relies on the notion that choices are more consistent when the differences between the systematic 
utility components of the alternatives in the choice set become larger. Note that this indeed generalizes the usual definition of 
the utility scale when 𝐴𝐴 𝐴𝐴𝑠𝑠 = 𝜆𝜆𝑠𝑠𝛽𝛽1.

To also capture variation in choice consistency over the course of the choice sets, the scale parameter λs is defined using 
a combination of γs, the choice consistency of the first choice set (i.e., t = 1), and δst, the linearly specified 3 scale dynamics 
over the course of the choice sets, relative to t = 1 (i.e., from task t = 2 to t = 16). To ensure a positive value for λs, a log-linear 
specification is used:

log (𝜆𝜆𝑠𝑠𝑠𝑠) = 𝛾𝛾𝑠𝑠 + (𝑡𝑡 − 1) ⋅ 𝛿𝛿𝑠𝑠𝑠𝑠,� (4)

where, for identification purposes, γs is set to zero if β can differ between elicitation methods and/or choices.
By moving beyond single-best DCE, more information is elicited from one respondent or one choice set. To account 

for this multitude of choices per choice set, we used a rank-ordered logit (also called exploded logit) model as first intro-
duced by Punj and Staelin (1978). Furthermore, to also capture heterogeneity between individuals, and hence to estimate the 
individual-specific preference weights βi as specified in Equation (1), rank-ordered mixed logit models were used (Train, 2003). 
Note that as explained in study format, in BWDCE and BBDCE respondents faced two sequential choices per choice set. In 
ranking, respondents were asked to provide an explicit one-off preference order. As each choice set had three alternatives, all 
three methods resulted in a complete preference ordering. This allows analysis using the same exploded logit version of the 
likelihood. By keeping everything constant across elicitation methods, including the analyses, observed differences between 
elicitation methods and/or choices can be directly attributed to the way in which the preferences were elicited.

2.3.1  |  Criteria

Six assessment criteria are used to compare the methods best-worst, best-best and ranking. The first four criteria are based on 
the choice modeling approach described above; they are (1) trade-off consistency, (2) choice consistency, (3) scale dynamics 
and (4) and statistical efficiency. The last two criteria are based on respondent-reported variables: (5) difficulty and (6) pref-
erence. Now we provide further explanation of the criteria; a summary of the criteria and their operationalization is provided 
in Table 2. Choice modeling analyses were performed in Julia version 1.6.1. Other statistical analyses were performed in R 
version 4.1.2.
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2.3.2  |  Trade-off consistency

We assess trade-off consistency by comparing the marginal rates of substitution (MRS) of attributes between elicitation meth-
ods and/or choices. This MRS between two attributes Xk and Xl can be computed as:

MRS =
𝜕𝜕𝜕𝜕∕𝜕𝜕𝜕𝜕𝑘𝑘

𝜕𝜕𝜕𝜕∕𝜕𝜕𝜕𝜕𝑙𝑙

.� (5)

Note that the MRS simplifies to the ratio of the preference weights βk and βl if the utility function is specified to be linear in 
parameters. In this study, the ratio of the mean preference weights is studied and standard errors of the MRS are approximated 
using the parametric bootstrap (Krinsky & Robb, 1986; Park et al., 1991), that is, by randomly sampling for each MRS from the 
corresponding multivariate normal distribution with mean preference weights and covariance matrices of the random param-
eters βk and βl and calculating the ratio using 10,000 replications. We focus on the MRS between cost and effectiveness for its 
ease of interpretation, other MRS are also reported. From a methodological perspective, there is no preferred value of the MRS. 
However, similar values between elicitation methods and/or choices are preferred, as these indicate that preferences do not vary 
between elicitation methods or choices.

Furthermore, in line with Swait and Louviere (1993) consistency in preferences across elicitation methods and/or choices 
is assessed by testing whether parameters in the various elicitation methods and/or choices are similar (i.e., can be pooled) 
while allowing for differences in scale per elicitation method, per choice or both. Poolability of parameters across elicitation 
methods  and/or choices is formally tested using likelihood-ratio tests. Again, similarity of estimates and hence poolablity of 
preference weights is preferred.

2.3.3  |  Choice consistency

The second criterion, choice consistency, assesses whether differences between the systematic utility components of the alter-
natives in the choice set are larger, relative to the scale of the error term, resulting in higher choice consistency. Higher choice 
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Criterion Operationalization Values and interpretation Preferred direction

Trade-off consistency Marginal rate of substitution 
(MRS); poolability

Zero to infinity No preferred direction for MRS value; 
similarity and poolability are preferred

Choice consistency Relative scale differences in 
systematic utility (λ)

Compared to ref. scenario: Higher values are preferred

0–1: Choices less consistent

1: Choices equally consistent

>1: Choices more consistent

Log of the scale of the first choice 
set (γ)

Compared to ref. Scenario: Higher values (less negative) are preferred

<0: Choices less consistent

0: Choices equally consistent

>0: Choices more consistent

Scale dynamics Change in error scales over choice 
sets (δ)

<0: Fatigue Close to zero is preferred over positive or 
negative values0: Neutral

>0: Learning

Statistical efficiency Precision of MRS (𝐴𝐴
1

√

𝑁𝑁 ⋅𝜎𝜎
 ) Zero to infinity Higher values are preferred

Difficulty Respondent-reported (easy, neutral, 
difficult)

0%–100% easy Higher values are preferred if easy, lower 
values are preferred if difficult0%–100% neutral

0%–100% difficult

Preference Respondent-reported (yes, no) 0%–50%: Experienced method is 
preferred

Lower values are preferred if 0%–50%, 
higher values are preferred if 
50%–100%50%–100%: Described method is 

preferred

T A B L E  2   Summary assessment criteria
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consistency means lower variability in choices. Firstly, if βs is estimated separately for the elicitation methods and/or choices, 
we capture choice consistency using λs, the scale of the systematic utility component defined in Equation (3). A value below 
one indicates that choices are less consistent than the reference scenario, a value above one indicates choices are more consist-
ent than the reference scenario. Higher choice consistency is preferred. Secondly, if βs is restricted to be the same (up to scale) 
for the elicitation methods and/or choices (i.e., aggregate-level analysis), we capture choice consistency using γs, the choice 
consistency of the first choice set as defined in the log-linear specification in Equation (4). Again, higher choice consistency is 
preferred. Values of γs below zero, that is, log (1), indicate lower choice consistency, values above zero indicate higher choice 
consistency. It should be noted that this measure only indicates how (in)consistent choices are for a given number of alterna-
tives, and hence cannot be used to make a comparison between choice sets with different numbers of alternatives.

2.3.4  |  Scale dynamics

Thirdly, scale dynamics indicates choice consistency over the course of the choice sets. Increasing unexplained variance and 
hence lower choice consistency over the choice sets could indicate fatigue (Bradley & Daly, 1994). Vice versa, if choice consist-
ency is increasing, there could be learning effects. In this study, scale dynamics is quantified with δst, defined in Equation (4), 
which is related to the scale of the systematic component of utility. 2 A negative value of δst indicates that scale is decreasing, 
and that unexplained variance is increasing over the choice sets, and hence we interpret it as fatigue. Similarly, we interpret 
positive values as evidence of learning. We consider values close to zero to be preferable. Learning and fatigue both indicate 
that choices might be too difficult at the beginning or end of the series of choice sets, respectively.

2.3.5  |  Statistical efficiency

The last choice modeling criterion is statistical efficiency of the parameter estimates. As mentioned, if more information is 
elicited from one respondent or one choice set, a smaller sample size or fewer choice sets per respondent is required to obtain 
similar efficiency (i.e., similar precision of estimates). Our measure of efficiency uses the standard error of the MRS as in 
Equation (5). We use as measure of efficiency of a method the obtained standard error of the MRS, corrected for the impact of 
sample size, as this is informative about the information content and hence efficiency of a single respondent. Specifically, our 
efficiency measure is defined as:

Eff iciency =
1

√

𝑁𝑁𝑠𝑠 ⋅ 𝜎𝜎𝑠𝑠

.� (6)

Here Ns is the sample size used in the elicitation method and/or choice s under evaluation and σs is the standard error of 
the estimated MRS on the sample of N respondents in that particular elicitation method and/or choice. This measure is tightly 
connected to the efficiency analysis and sample size calculations in Rose and Bliemer (2013), with the required sample size for 
a certain precision of the MRS being proportional to this efficiency measure.

2.3.6  |  Difficulty

The first criterion based on respondent-reported data is difficulty. All respondents were asked to report the difficulty of the 
(sub) choices they experienced by picking which description best reflects their experience: easy, difficult, or neither. These 
results are compared between elicitation methods and first and second choices using chi-squared tests. The exact phrasing of 
the question is reported in Table A2.

2.3.7  |  Preference

The last criterion, preference, is also measured using respondent-reported data. To assess this, respondents in each arm (i.e., in 
each method) were asked whether they would have preferred another (described) method than the one they experienced. Results 
are compared descriptively between elicitation methods. The phrasing of the questions is reported in Table A2.
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2.3.8  |  Four-stage analysis

To evaluate the preference elicitation methods, the criteria are compared in four stages. Firstly, trade-off consistency, choice 
consistency, scale dynamics and efficiency are evaluated on a disaggregate level, meaning that parameters are separately esti-
mated for first and second choices in all three elicitation methods. In the second stage of analysis, first and second choices are 
aggregated within the elicitation method. These aggregate-level analyses allow a direct comparison between the three methods 
best-worst, best-best and ranking in terms of trade-off consistency, choice consistency, scale dynamics and efficiency. Thirdly, 
to assess first and second choices regardless of the elicitation method, parameters are estimated by aggregating per choice 
across the three methods. This allows comparison between first and second choices in terms of trade-off consistency, choice 
consistency, scale dynamics and efficiency. Lastly, descriptive analyses are performed to assess the criteria difficulty and pref-
erence. A summary of the assessment criteria can be found in Table 2.

3  |  RESULTS

No statistically significant differences between arms in age, gender, employment status, general health, education and survey 
response time were identified using Bonferroni adjusted tests. Respondent characteristics per arm can be found in Table A3 in 
the Appendix.

Table 3 provides a concise overview of the results across methods and across criteria. The tick marks indicate which elic-
itation method or choice performed best on a particular criterion, multiple tick marks per criterion implies that methods or 
choices performed equally well, a hyphen indicates that we could not draw a conclusion based on the available data. We further 
elaborate on these findings below and in the discussion.

Before continuing to the results, we note the following. In the disaggregate analyses, the parameters were estimated for 
every elicitation method and choice separately. Preferences were not the same across the six choices, not even up to scale 
implying strictly speaking one should not aggregate preferences within or between methods. However, following the aim of this 
study to help researchers decide which method to use if moving beyond traditional single-best DCEs, we do present how well 
the methods performed on every criterion if one would pool choices within a method (i.e., aggregate per elicitation method). 
Additionally, we also want to inform the decision on whether to even move beyond single-best DCE by presenting how well first 
choices performed compared to second choices (i.e., aggregate per choice). The remainder of this section describes the results 
per stage of analysis and per criterion. For brevity, only a subset of the estimation results is presented; the full set of estimation 
results are found in Supporting Information S3. Tables OSM 1–6.

3.1  |  Disaggregate analyses per method and choice

Table 4 presents the results of the model on a disaggregate level, meaning that the model parameters were estimated for every 
elicitation method and choice separately.

3.1.1  |  Trade-off consistency

In the first choices of the three methods, the MRS between cost and effectiveness was lower ($5.44/%–$5.77/% increased 
effectiveness) than in the second choices ($6.40/%–$7.71/%). A similar pattern was found in the MRS for the majority of the 
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Disaggregate per method and choice Aggr. per elicitation method Aggr. per choice

Criterion BW1 BW2 BB1 BB2 R1 R2 BW BB Rank 1 st 2 nd

Trade-off consistency - - - - - - - - - - -

Choice consistency √ √ √ √

Scale dynamics √ √ √ √ √ √

Statistical efficiency √ √ √ √ √

Difficulty √ √ √

Preference √ √ √ - -

Abbreviations: BB, best-best; BW, best-worst.

T A B L E  3   Summary results per criterion and per stage of analysis
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policies, as shown in Supporting Information S3: Table OSM 2. Furthermore, based on the likelihood ratio (LR) tests for pool-
ability, preferences were not the same across all six sub choices (test-statistic = 2262.8, df = 175, p < 0.001), not even up to 
scale (test-statistic = 1827.8, df = 170, p < 0.001).

3.1.2  |  Choice consistency

Choice consistency, quantified with λ as specified in Equation (3), was below one in all choices in all elicitation methods, 
indicating lower choice consistency than the reference scenario (the first choice of best-worst). In best-best and ranking, first 
and second choices within a method were relatively similar. Overall, responses were most consistent in the first choices of 
best-worst and least consistent in the second choices of best-worst.

3.1.3  |  Scale dynamics

Besides the second choices of ranking, scale dynamics (i.e., scale over the course of the choice sets) were positive in all choices 
and elicitation methods, but statistically significantly different to zero only for the second best-worst choice and first ranking 
choice. This indicates that in these cases, unexplained variance was decreasing over the choice sets, which could be interpreted 
as learning.

3.1.4  |  Statistical efficiency

Statistical efficiency as specified in Equation (6), connected with the inverse of the standard errors of the MRS between cost 
and effectiveness, was higher in the first choices as compared to the second choices. Since the first choice is a choice out of 
all three, and the second choice is a choice out of two statistical efficiency is expected to be higher in the first than the second 
choices (Vanniyasingam et al., 2016). In the first choices efficiency was highest in best-worst, in the second choices it was 
highest in ranking. However, most efficiency parameters for the different policies, as shown in Supporting Information S3: 
Table OSM 2, show that efficiency of the first choices was highest in ranking. For the second choices, it was generally highest 
in best-best and lowest in best-worst.

3.2  |  Aggregate analyses per elicitation method

A summary of the results in which preferences were estimated for every elicitation method separately, but preferences of the 
choices were aggregated, that is, assumed identical, within the method can be found in Table 5. Choice consistency and scale 
dynamics were allowed to be different for first and second choices, as pooling tests showed that these parameters could not be 
aggregated. 4
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BW1 BW2 BB1 BB2 Rank1 Rank2

Variables Est. SE Est. SE Est. SE Est. SE Est. SE Est. SE

MRS (𝐴𝐴
𝜕𝜕𝜕𝜕∕𝜕𝜕eff

𝜕𝜕𝜕𝜕∕𝜕𝜕𝜕𝜕cost
 ) $5.77/% 0.469 $7.71/% 0.874 $5.72/% 0.593 $6.69/% 0.743 $5.44/% 0.484 $6.40/% 0.579

Choice consistency (λ) REF 0.393 0.730 0.731 0.691 0.610

Scale dynamics (δ) 0.001 0.005 0.033 0.006 0.008 0.005 0.004 0.006 0.010 0.004 −0.001 0.006

Efficiency (𝐴𝐴
1

√

𝑁𝑁 ⋅𝜎𝜎
 ) 0.067 0.036 0.055 0.044 0.065 0.054

N parameters 2 × 36 2 × 36 2 × 36

N respondents 997 926 1012

Log-likelihood −20552.3 −17928.9 −19778.7

Abbreviations: BB, best-best; BW, best-worst.

T A B L E  4   Disaggregate results
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3.2.1  |  Trade-off consistency

The MRS between cost and effectiveness was $6.10/% increase in effectiveness in best-worst, $6.64/% in best-best and $6.43/% 
in ranking. For the policies, the MRS was generally lowest for best-best and highest for best-worst, as shown in Supporting 
Information S3: Table OSM 4. However, for all methods the model that pooled choices within the method was rejected in favor 
of the model with separate first and second choices (LR test statistics 860.4, 508.0, and 187.0 for BW, BB and ranking, respec-
tively, all df = 34, p < 0.001). These results of the pooling test show that even if allowing differences in choice consistency and 
scale dynamics between choices, preferences of the first and second choices could not be pooled in any of the methods, and 
hence first and second choices should be analyzed separately. The results below should therefore be interpreted with caution. 
They show how the elicitation methods would perform if disregarding the fact that preferences from first and second choices 
could not be pooled for any of the methods.

3.2.2  |  Choice consistency

Like preferences, choice consistency could not be pooled between the first and second choices. As such, choice consistency was 
measured using two different estimates for choice consistency in these analyses. Firstly, choice consistency (λ) as specified in 
Equation (3) was below one in best-best and ranking, indicating less consistent responses in the first choices of those elicitation 
methods than in the reference scenario best-worst. Secondly, a separate estimate of choice consistency (γ) as specified in Equa-
tion (4) was estimated for the second choices in each elicitation method, as compared to the choice consistency of that method's 
first choices. Here, the negative parameters indicate that second choices were less consistent than first choices. In best-best, 
second choices were closest to the first choices in terms of consistency.

3.2.3  |  Scale dynamics

Most scale dynamics parameters were positive, suggesting that in most elicitation methods respondents experienced learning. 
However, it was only significant for the second choices of best-worst and best-best. In ranking, none of the parameters were 
statistically different from zero suggesting the least learning over the course of the choice sets in this method.

3.2.4  |  Statistical efficiency

Statistical efficiency of the preference estimates as computed using the standard errors of the MRS between cost and effective-
ness was highest for best-best, then ranking and least for best-worst. A similar pattern was observed in all policy parameters as 
shown in Supporting Information S3: Table OSM 4.
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BW BB Rank

Variables Est. SE Est. SE Est. SE

MRS (𝐴𝐴
𝜕𝜕𝜕𝜕∕𝜕𝜕eff

𝜕𝜕𝜕𝜕∕𝜕𝜕𝜕𝜕cost
 ) $6.10/% 0.687 $6.64/% 0.494 $6.43/% 0.511

Choice consistency (λ) 1 st REF 0.850 0.828

Choice consistency (γ) 2 nd −1.024 0.076 −0.172 0.000 −0.247 0.060

Scale dynamics (δ) 1 st −0.004 0.005 0.006 0.005 0.009 0.005

Scale dynamics (δ) 2 nd 0.033 0.006 0.014 0.007 0.005 0.006

Efficiency (𝐴𝐴
1

√

𝑁𝑁 ⋅𝜎𝜎
 ) 0.046 0.066 0.061

N parameters 38 38 38

N respondents 997 926 1012

Log-likelihood −20982.5 −18182.9 −19872.2

Pooling test for combining two 
choices within method

860.4,
df = 34, p < 0.001

508.0,
df = 34, p < 0.001

187.0,
df = 34, p < 0.001

Abbreviations: BB, best-best; BW, best-worst.

T A B L E  5   Aggregate results per elicitation method
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3.3  |  Aggregate analyses per choice

Table 6 presents a summary of the results of the model in which preferences were estimated for first and second choice sepa-
rately but pooled between elicitation methods. Like before, choice consistency and scale dynamics were allowed to differ 
between methods, as pooling tests showed that these parameters could not be aggregated (results not reported).

3.3.1  |  Trade-off consistency

The MRS between cost and effectiveness was $5.61/% effectiveness in the first choices and $7.59/% in the second choices. As 
shown in Supporting Information S3: Table OSM 6, the MRS was generally lower in first than in second choices. However, 
neither the first nor second choices could be pooled between elicitation methods (LR test statistics 132.2, and 224.0 for first and 
second choices, respectively, both df = 68, p < 0.001). This shows that even after allowing for differences in choice consistency 
and scale dynamics between methods, preferences could not be pooled between methods, and hence first and second choices 
should be analyzed separately. Based on this finding, again, the results below should be interpreted with caution.

3.3.2  |  Choice consistency

As in the aggregate analysis, we report two different types of choice consistency: choice consistency (λ) as specified in Equa-
tion (3) if preferences are estimated separately per choice across methods, and choice consistency (γ) as specified in Equa-
tion (4) if preferences are assessed in aggregate. Firstly, in the second choices, choice consistency (λ) was below one, indicating 
less consistent choices than in the reference scenario (i.e., first choices of best-worst). Secondly, separate estimates of choice 
consistency (γ) were estimated for the choices of the other elicitation methods, as compared to the choice consistency of 
best-worst. Within first choices, the positive parameter for ranking indicates that first choices in ranking were more consistent 
than first choices of best-worst. Within the second choices, responses in best-best and ranking were more consistent than the 
second choices in best-worst. Furthermore, the estimates of choice consistency (γ) in the first choices were closer to zero than 
in the second choices, indicating more similar choice consistency of responses in first than second choices.

3.3.3  |  Scale dynamics

Like observed when aggregating preferences over the elicitation methods, most scale dynamics parameters were positive, suggest-
ing that most respondents experienced learning. Besides in ranking, scale parameters of first choices were closer to zero than 
second choices meaning that first choices are preferred. Scale dynamics were especially large in the second choice of best-worst.
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Variables 1 st Est. SE 2 nd Est. SE

MRS (𝐴𝐴
𝜕𝜕𝜕𝜕∕𝜕𝜕eff

𝜕𝜕𝜕𝜕∕𝜕𝜕𝜕𝜕cost
 ) $5.61/% 0.370 $7.59/% 0.450

Choice consistency (λ) BW REF NA 0.510 NA

Choice consistency (γ) BB −0.066 0.065 0.340 0.089

Choice consistency (γ) rank 0.011 0.067 0.295 0.086

Scale dynamics (δ) BW 0.011 0.005 0.037 0.007

Scale dynamics (δ) BB 0.010 0.005 0.018 0.007

Scale dynamics (δ) rank 0.009 0.005 0.007 0.006

Efficiency (𝐴𝐴
1

√

𝑁𝑁 ⋅𝜎𝜎
 ) 0.086 0.073

N parameters 40 40

N respondents 2935 2935

Log-likelihood −33499.4 −25113.8

Pooling test for combining three choices 
between methods

132.2,
df = 68,  

p < 0.001

224.0,
df = 68,  

p < 0.001

T A B L E  6   Aggregate results per choice
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3.3.4  |  Statistical efficiency

The MRS between cost and effectiveness showed highest statistical efficiency for the first choices. This also holds for all policy 
parameters, as shown in Supporting Information S3: Table OSM 6.

3.4  |  Descriptive analysis

Descriptive results provided additional insights into respondent stated perceived difficulty and preference of respondents 
regarding which of best-worst, best-best and ranking DCEs they thought were “best” and are presented in Table 7.

3.4.1  |  Difficulty

Difficulty was found to vary between choices and elicitation methods. The majority of respondents who were randomized to 
the ranking task perceived the ranking task to be easy (69%), higher than in best-worst (59%–63% depending on first or second 
choice) and best-best (49%–62%). Respondents who were randomized to the best-worst and best-best tasks both more often 
perceived the first choice to be easy (63% and 62% respectively) than the second choice (59% and 49% respectively). The 
second choice in best-best was most often reported to be difficult (14%). The differences in perceived difficulty were statisti-
cally significant for nearly all choices (p < 0.001), no statistically significant differences were found between the first choice 
of best-worst and best-best (p = 0.77).

3.4.2  |  Preference

At the end of the survey, the two elicitation methods respondents did not experience were described to them and they were asked 
whether they would prefer each over the one they just completed (See Table A2 for phrasing of questions). Some respondents 
would have preferred another method than the one they experienced (27%–41% depending on the experienced and described 
method). In the ranking arm, the lowest number of respondents would have preferred another method over the one they experi-
enced. In the best-best arm, 38% would have preferred best-worst and 38% would have preferred ranking. In the best-worst arm, 
the highest number of respondents would have preferred another method than best-worst. These results suggest ranking is the 
most preferred method, followed by best-best, and then best-worst.

4  |  DISCUSSION

This study undertook a head-to-head comparison of BWDCE, BBDCE and ranking DCEs between and within methods, to 
inform the decision on which preference method to use when considering moving beyond traditional single-best DCE. Eliciting 
additional observations per choice set can translate into needing a smaller sample size, reducing respondent burden with fewer 
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Best-worst Best-best Ranking

N = 997 N = 926 N = 1012

How did you find the task of… a Best Worst Best 2nd best Ranking

Easy 63% 59% 62% 49% 69%

Neither 32% 32% 33% 37% 26%

Difficult 5% 9% 5% 14% 4%

% Who would have preferred b

Best-best 38% 36%

Best-worst 38% 27%

Ranking 41% 38%

 aStatistically significant differences between all choices (p < 0.01) besides difference between first choice in best-worst and best-best (p = 0.77). See Table A2 for exact 
phrasing of question.
 bPercentages don't add up to 100% because questions were not mutually exclusive. See Table A2 for phrasing of questions.

T A B L E  7   Difficulty and preference per elicitation method—descriptive results
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choice sets for each respondent and/or enabling more advanced analyses. We compared the preference elicitation methods using 
six criteria, namely: (1) trade-off consistency, (2) choice consistency, (3) scale dynamics, also known as learning or fatigue 
effects, (4) statistical efficiency, (5) stated difficulty and (6) stated preference. These were tested in a health-based study that 
elicited preferences for obesity reduction policies in Australia.

Most importantly, we found that preferences were not the same across the methods and their sub-choices, not even up to 
scale, based on poolability testing. This implies that in this study, the first to compare all three methods, we should not aggre-
gate preferences within or between methods. However, for some researchers the benefits of moving beyond single-best DCE 
weigh strongly. To inform their decision on which preference method to use if moving beyond traditional single-best DCEs, 
we analyzed the methods' performance on every criterion by means of aggregate analyses per elicitation method. Ranking 
performed best in terms of scale dynamics, respondent-reported difficulty, and respondent-reported preference. Best-worst 
performed best in terms of choice consistency, while statistical efficiency of the preference estimates was highest for best-best.

In the disaggregate analyses, where we separately analyze first and second choices, the first choices of best-worst performed 
well in terms of choice consistency and scale dynamics and statistical efficiency, but this method's second choices performed 
worst on these criteria. First choices from ranking and best-best performed less well than those of best-worst on these criteria 
but their second choices performed better than those of best-worst. Of these two methods, ranking performed better on effi-
ciency and best-best on choice consistency. The low efficiency of each individual choice in best -best is in contrast with its high 
performance when pooled. This might be due to the two choices being more similar—although not poolable—for best-best. 
The results of this study can also be used to inform the decision on whether to even move beyond single-best DCE by compar-
ing first choices to second choices (i.e., aggregate per choice). We found that first choices outperformed second choices on all 
criteria, but that neither the first nor second choices could be pooled across elicitation methods.

With preferences from second choices and especially worst choices reflecting different trade-offs, combining them with 
first choices will make the overall results less accurate and potentially invalid. Furthermore, with preferences from first choices 
differing between elicitation methods, we suggest using a traditional single-best DCE would generally be most appropriate. 
However, if one considers moving beyond first choice, for example, due to a tight budget or if the research population is small, 
based on our empirical results we recommend best-best or ranking. Our results provide an empirical basis for the decision to 
move beyond single-best DCE and choosing an elicitation method to do so, however, the actual decision will always depend on 
the criteria at hand.

These differences in elicitation methods and choices are in line with the empirical work that found that preferences were 
different, depending on method or choice (Ben-Akiva et al., 1991; Delle Site et al., 2019; Hausman & Ruud, 1987). In particu-
lar, the large differences between best and worst choices are in line with literature that states that attributes and alternatives are 
weighted differently depending on whether the choice is to accept or reject (Dhar & Wertenbroch, 2000; Laran & Wilcox, 2011; 
Meloy & Russo, 2004; Shafir, 1993) as this likely shifts a person's mindset from a promotion to a prevention focus (Brockner 
& Higgins, 2001; Higgins et al., 1997). Furthermore, like Giergiczny et al. (2017) and Krucien et al. (2019), we found that 
first choices are different from second choices, which raises doubts regarding whether to move beyond traditional single-best 
preference elicitation methods. If the aim is to measure what people want most, then this is measured well with the first choice 
(de Bekker-Grob et al., 2019, 2020).

This study is the first to provide a head-to-head comparison of the three elicitation methods, including the relatively new 
method BBDCE that had been hypothesized to overcome some of these difficulties by using the same mindset for each decision 
(Ghijben et al., 2014). This extensive comparison between various elicitation methods has not yet been made in health nor in 
the literature more broadly. There are, however, some aspects of the study worth noting to allow careful interpretation of the 
findings. Firstly, from a methodological point of view, we note that respondents had to choose between three alternatives with 
two sequential choices in BWDCE and BBDCE and an explicit one-off preference order in the ranking task. As such, there were 
only three ranks to be studied and there was a fixed order in best-best and best-worst but not in ranking. Due to only having 
three alternatives in the choice set, this study design allowed us to impose the same econometric model specification on a full 
preference order for all elicitation methods. As such, observed differences between elicitation methods can be directly attributed 
to the way in which the preferences were elicited. If wanting to use more than three alternatives, the econometric model spec-
ification no longer matches the data generation process of all elicitation methods and such a comparison is no longer possible. 
Alternative model specifications that match the data generation process such as the sequential best worst DCE model proposed 
in Lancsar et al. (2013) can then be used. Secondly, the findings from this sample may not generalize to other groups or respond-
ents that complete DCEs. We collected data in a sample of taxpayers from an online panel in which the level of engagement in 
the choice tasks may differ from a sample of patients or clinicians. Lastly, although Hawkins et al. (2014) showed that the mere 
existence of a second choice did not change preferences of the first, it should be noted that we did not elicit single-best only. 
The direct comparison between single-best DCE and BBDCE would be a useful contribution to the health economics literature.
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Other avenues for future research would be to further study the external validity of these elicitation methods, and to compare 
if any of these elicitation methods is more suitable for a particular type of research question or context. In some contexts, choices 
are framed in a positive manner and focus on the promotion of the best alternative, for example, preference for a treatment. In 
other contexts, choices are framed negatively and focus on prevention of the worst alternative, for example, when choosing to 
take medication to prevent a particular health state. Following this reasoning, it would also be interesting to elicit worst and 
second-worst preferences. Furthermore, it would be interesting to study the implications of our results for dual-response choice 
designs that are also argued to increase efficiency of data collection (Brazell et al., 2006).
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ENDNOTES
	 1	 Best-worst scaling was first introduced by Finn and Louviere (Finn & Louviere, 1992). There are three types of best-worst scaling that differ 

in the respect that respondents either evaluate objects (case 1), attributes (case 2) or alternatives (also called multi-profile or BWDCE, case 3) 
(Flynn, 2010; Lancsar et al., 2013).

	 2	 As outlined in Bradley and Daly (1994), one can also set the scale parameter to be related to the random component of utility: Uijt = 𝐴𝐴 𝐴𝐴′

𝑖𝑖𝑖𝑖𝑖𝑖
βi + εijt · λs. 

The position of the scale parameter does not change the results, only the interpretation.
	 3	 This linear specification of scale dynamics is chosen to reduce the number of parameters as no clear pattern could be observed from the data using 

a fully flexible specification. A quadratic specification led to a slight improvement of log-likelihood of a model with all betas and scale pooled but 
given the size of the improvement a linear specification was preferred for ease of interpretation.

	 4	 Results not reported, available on request.
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APPENDIX A

HULS et al.

Method Criteria

Other Context
Different 
preferences

Authors 
(year) DCE BB BW Rank

Coef./
MRS Scale

Scale 
dyn. Efficiency

Self-
rep.

Ext. 
validity

Single method—within method comparison
  Ben-Akiva 

et al.  
(1991)

√ √ √ Transport Yes

  Delle Site 
et al.  
(2019)

√ √ √ √ Probit models Transport Yes

  Hausman 
and Ruud  
(1987)

√ √ √ Transport Yes

  Hawkins 
et al.  
(2019)

√ √ √ Out-of-sample 
prediction

Marketing No

  Scarpa 
et al.  
(2011)

√ √ √ Environment No

  Lancsar 
et al.  
(2013)

√ √ √ Health No

Multimethod—between method comparison
  Akaichi 

et al.  
(2013)

√ √ √ √ Proportion chosen, 
in-sample 
prediction

Agriculture Yes

  Caparrós 
et al.  
(2008)

√ √ √ √ √ Environment No

  Chang 
et al.  
(2009)

√ √ √ √ Market shares Marketing Yes

  Petrolia 
et al.  
(2018)

√ √ √ √ √ Status-quo, 
attribute 
non-attendance

Environment No

  Xie et al.  
(2014)

√ √ √ √ √ Intraclass corr. 
Coeff.

Health No

  Yangui 
et al.  
(2019)

√ √ √ √ √ Intra-rater 
reliability

Agriculture No

Multimethod—within and between method comparison
  Giergiczny 

et al.  
(2017)

√ √ √ √ √ √ Transport Yes

  Hawkins 
et al.  
(2014)

√ √ √ Proportion chosen, 
in-sample 
prediction

Marketing No

  Krucien 
et al.  
(2019)

√ √ √ √ Health Yes

This study √ √ √ √ √ √ √ √ Health Yes
Abbreviations: BB, best-best; BW, best-worst; DCE, discrete choice experiment.
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Question [response options] BW BB Rank

Difficulty [easy, neither, difficult]

  Thinking about the choices you just made, how did you find the task of choosing the best option in each scenario? √ √

  Thinking about the choices you just made, how did you find the task of choosing the worst option in each scenario? √

  Thinking about the choices you just made, how did you find the task of choosing the second best option in each scenario? √

  Thinking about the choices you just made, how did you find the task of ranking the 3 options in each scenario? √

Preference [yes, no]

  Instead of choosing best and then worst in each scenario, would you have preferred to choose the first best (like you did) 
and then instead of choosing worst of the remaining two options, choose best of the remaining two options?

√

  Instead of choosing best and then worst in each scenario, would you have preferred to rank the options from best to worst? √

  Instead of choosing best and then second best in each scenario, would you have preferred to choose the first best (like you 
did) and then instead of choosing second best of the remaining two options, choose worst of the remaining two options?

√

  Instead of choosing best and then second best in each scenario, would you have preferred to rank the options from best to 
worst?

√

  Instead of ranking the options in each scenario from the best to worst, would you have preferred to choose the first best 
and then choose second best of the remaining two options?

√

  Instead of ranking the options in each scenario from the best to worst, would you have preferred to choose the first best 
and then choose worst of the remaining two options?

√

Abbreviations: BB, best-best; BW, best-worst.

T A B L E  A 2   Questions respondent-reported criteria, per criterion and per method

Best-worst Best-best Ranking

Variables N = 997 N = 926 N = 1012

Age, years, mean (SD) 44.0 (14.3) 43.6 (14.4) 44.1 (14.1)

Gender, female (%) 447 (44.8) 408 (44.1) 449 (44.4)

Employment status, employed (%) 843 (84.6) 798 (86.2) 855 (84.5)

Education, n (%)

  Never completed (high) school 88 (8.8) 89 (9.6) 92 (9.1)

  High school 133 (13.3) 125 (13.5) 135 (13.3)

  Technical and Further Education (TAFE) 237 (23.8) 221 (23.9) 210 (20.8)

  Associate diploma 83 (8.3) 76 (8.2) 81 (8.0)

  University 443 (44.4) 414 (44.7) 493 (48.7)

  Other 13 (1.3) 1 (0.1) 1 (0.1)

Self-assessed health, n (%)

  Excellent 106 (10.6) 96 (10.4) 102 (10.1)

  Very good 340 (34.1) 334 (36.4) 354 (35.0)

  Good 376 (37.7) 341 (36.8) 378 (37.4)

  Fair 126 (12.6) 127 (13.7) 147 (14.5)

  Poor 49 (4.9) 28 (3.0) 31 (3.1)

Duration in minutes, mean (SD) 40,7 (56.1) 37,4 (44.9) 36,9 (33.4)

Duration in minutes, median 28.4 27.5 29.1

T A B L E  A 3   Characteristics of participants per arm
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