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Abstract
Advancements in AI have notably changed cancer research, improving patient care by enhancing detection, survival prediction,

and treatment efficacy. This review covers the role of Machine Learning, Soft Computing, and Deep Learning in oncology, explain-

ing key concepts and algorithms (like SVM, Naïve Bayes, and CNN) in a clear, accessible manner. It aims to make AI advancements

understandable to a broad audience, focusing on their application in diagnosing, classifying, and predicting various cancer types,

thereby underlining AI’s potential to better patient outcomes. Moreover, we present a tabular summary of the most significant

advances from the literature, offering a time-saving resource for readers to grasp each study’s main contributions. The remark-

able benefits of AI-powered algorithms in cancer care underscore their potential for advancing cancer research and clinical

practice. This review is a valuable resource for researchers and clinicians interested in the transformative implications of AI in

cancer care.
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Artificial Intelligence Application to Cancer
Research
Cancer continues to be a significant global health challenge,
with early diagnosis, accurate prognosis, and personalized
treatment being critical for improving patient outcomes. In
recent years, the application of artificial intelligence (AI) has
emerged as a promising approach to revolutionize cancer
care, offering unprecedented opportunities for advancements
in cancer research and clinical practice. Figure 1 shows the
number of papers published on the application of AI to
cancer research and the number of AI-based models applied
to different cancers, highlighting the rapidly advancing field
of AI in cancer research.

AI has shown promising results in studying different types of
human cancers,2–5 including but not limited to cervical cancer,6,7

pancreatic cancer,3,8 breast cancer,9,10 colorectal cancer,11

ovarian cancer,12 laryngeal cancer,13 brain cancer,14,15 and
lung cancer.4,16,17 In a scoping review, the extent of the use
of AI and ML protocols for cancer diagnosis in prospective set-
tings was explored.2 A literature review was also conducted on
AI-driven digital cytology-based cervical cancer screening and
highlighted the potential of this technology in resource-
constrained settings.6 Another scoping review was conducted
on the use of AI for the prediction and early diagnosis of pan-
creatic cancer, emphasizing the importance of early detection
for improved survival rates.3 Meanwhile, a comprehensive
overview of multifunctional magnetic nanostructures inte-
grated with an AI approach for cancer diagnosis and therapy
has been conducted.18 Indeed, a systematic review and meta-
analysis have been conducted on the value of AI in lung
cancer diagnosis, highlighting the potential of AI-assisted diag-
nosis in improving accuracy and efficiency.4 Another review

was conducted on AI applications to find the most critical
features extracted from brain cancer patients’ MRI, histopa-
thology, and CT scan images.19 These studies have shown
promising results in improving cancer diagnosis accuracy,
sensitivity, and specificity, potentially reducing the burden
on healthcare providers and improving patient outcomes.
Furthermore, AI has been integrated with other technologies,
such as radionics and genomics, to enhance cancer diagnosis
and prediction.20,21

This paper reviews AI’s role in cancer diagnosis, covering its
current use, challenges, and future directions. It focuses on how
machine learning, deep learning, and soft computing, illustrated
in Figure 2, enhance cancer research by aiding in early detec-
tion, accurate diagnosis, treatment prediction, and monitoring
tumor recurrence. The aim is to give a thorough overview
of AI’s application in oncology and demonstrate how these
AI subfields can boost diagnostic precision, efficiency, and
patient care, with detailed exploration of their applications.

Machine Learning in Cancer Research
Machine learning, a subfield of AI, has been extensively applied
in cancer research because of its ability to analyze complex
data patterns and make accurate predictions. Several studies
have reviewed the application of machine learning in cancer
research, providing valuable insights into its potential and lim-
itations.22–24

As a machine learning method, decision trees have demon-
strated numerous applications in medicine and public health,
particularly in addressing various issues within the field of
cancer.25–27 Such applications span an array of cancer types,
including breast,28–32 gastric,33,34 thyroid,35 prostate,36 and
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colorectal cancer.37 These studies have exhibited significant
improvements in the accuracy of cancer diagnoses.30,33

Additionally, the k-means machine learning algorithm has
been employed in several types of cancer, such as breast38,39

and skin cancer.40 Another technique, K-nearest neighbors
(KNN), has also been used in cancer research,41 yielding
enhanced accuracy in cancer prediction.41 Furthermore, logistic
regression is a widely used technique in cancer research,42

aiding in the improvement of various cancer diagnoses, includ-
ing gastric,43 colon,44 and bladder cancer,45 among others.

Naïve Bayes, another powerful machine learning technique,
has also found applications in the field of cancer.46,47

Principal component analysis has also proven valuable for
various cancer types, such as lung,48 cervical,49 and colorectal
cancer.50 Random Forests, an ensemble machine learning
method, has been employed in numerous cancer diagnoses,
including breast,51,52 ovarian,53 thyroid,54 and cervical cancer.55

Lastly, eXtreme Gradient Boost, a classification machine learning
technique, has been applied to different types of cancer, such as
gastric cancer.56

Figure 1. (A) The number of papers published in the field of “AI applications to cancer research” between 2010 and 2023 (keywords searched:
“AI” and “Cancer”). (B) The number of AI-based models applied to different types of cancers between 2010 and 2022 (keywords searched: “AI”
and “Cancer Type”). For A and B, the information was extracted from the PubMed database.1
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Deep Learning in Cancer Research
Deep learning, another subfield of AI, has gained significant
attention in cancer research because of its ability to automati-
cally learn complex features from large datasets, making it par-
ticularly suitable for tasks such as image analysis and molecular
profiling. Several studies have reviewed the application of deep
learning in cancer research, highlighting its potential in advanc-
ing cancer diagnosis, prognosis, and treatment prediction.57,58

In addition, a large-scale synthetic pathological image
dataset called SNOW for breast cancer research, which aids
in computational pathology by providing diverse data for
deep learning model training, was introduced.59 A hybrid tech-
nique combining deep learning architectures with machine
learning classifiers and fuzzy min–max neural networks for cer-
vical cancer diagnosis, achieving high classification accuracy in
Pap smear image classification, was proposed by Kalbhor
et al.60 Meanwhile, a deep-learning-based method was devel-
oped to automatically identify circulating tumor cells and
cancer-associated fibroblasts, with significantly better results
than conventional computer vision methods.61 In addition, an
enhanced breast histopathology image analysis for cancer
detection using variational autoencoders and convolutional
neural networks (CNNs) was proposed, resulting in improved
prediction accuracy.62

Soft Computing in Cancer Research
Soft computing, a subfield of AI encompassing fuzzy logic and
evolutionary algorithms, has also been widely applied in cancer
research, offering unique advantages in dealing with uncer-
tainty and imprecision in cancer data. A hybrid approach
using the cuckoo search (CS) algorithm and artificial bee
colony (ABC) for optimizing feature selection in microarray
data for cancer classification was developed.63 The proposed
method improved the performance of the Naïve Bayes classifier
and provided better results than other feature selection algo-
rithms. In addition, in the work of Gumaei et al,64 a method
for prostate cancer diagnosis using correlation feature selection
(CFS) and random committee (RC) ensemble learning was
proposed. The technique achieved a 95.098% accuracy rate,
outperforming other methods on the same dataset. Indeed,
a computer-aided diagnosis system for skin cancer based
on soft computing techniques, including CNNs and satin
Bowerbird optimization (SBO), was introduced in the work
of Xu et al.65 The system demonstrated high accuracy, sensi-
tivity, and specificity compared with other methods in the lit-
erature. A combined approach to bilevel feature selection
techniques using soft computing methods for classifying
colon cancer was proposed in the work of Prabhakar et al.66

The method combined the multivariate minimum

Figure 2. AI subfields and the strategies applied to cancer research in this study. Blue areas emphasize the focus of this review.
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redundancy–maximum relevance (MRMR) technique with
optimization techniques such as invasive weed optimization
(IWO) and teaching learning-based optimization (TLBO).
The approach achieved a classification accuracy of 99.16%
when using quadratic discriminant analysis (QDA). A
medical decision support system for assessing gastric cancer
risk factors based on fuzzy cognitive maps (FCMs) was pre-
sented in the work of Mahmoodi et al.67 The system showed
higher accuracy than other decision-making algorithms,
including decision trees, Naïve Bayes, and artificial neural
network (ANN). In addition, a cloud-based breast cancer pre-
diction system that uses soft computing approaches, including
Type-1 fuzzy logic (T1F) and SVM, was constructed.68 The
system achieved a higher precision rate in breast cancer detec-
tion than other methods, with BCP-SVM providing 97.06%
accuracy. Figure 3 shows the frequency of the use of machine
learning, deep learning, and soft computing algorithms in cancer
research between 2010 and 2023.

The section details the key algorithms and performance
metrics in Machine Learning, Soft Computing, and deep learn-
ing, with a systematic overview of studies using these methods
in cancer research presented in a table (referenced as Figure 4).
It also discusses the challenges and prospects of AI in oncology.
The aim was to offer an impartial, informative view on the
current AI applications in this field, tailored for a wide audience
including researchers and clinicians from various disciplines,
without giving personal opinions on individual studies due to
space constraints. This approach seeks to provide a clear, objec-
tive insight into the extensive application and potential of AI in
cancer research.

Performance Metrics
Below, we indicate the formulas for several quantitative
measures used to evaluate the performance of the proposed
framework in the literature, including accuracy, sensitivity,
specificity, precision, recall, F1-score, Matthews’s correlation
coefficient (MCC), receiver operating characteristic (ROC)
curve, and area under the curve (AUC).

Accuracy = TP + TN

TP + FP + FN + TN
(1)

Sensitivity = TP

TP + FN
(2)

specificity = TN

TN + FP
(3)

Pr ecision = TP

TP + FP
(4)

Recall = TP

TP + FN
(5)

F1− Score = 2 ×
Pr ecision × Recall

Pr ecision+ Recall
(6)

MCC = TP × TN − FP × FN
������������������������������������������������

(TP + FP)(TP + FN )(TN + FP)(TN + FN )
√ (7)

AUC = Sp-np(nn + 1) / 2
np × nn

(8)

where TP, TN, FP, and FN denote true positives, false
negatives, and false negatives, respectively. These values
are derived from the confusion matrix. For AUC, Spp
denotes the sum of the ranks of all positive samples, and np
and nn denote the number of positive and negative samples,
respectively.

Pre-Processing
The preprocessing step is crucial in preparing the raw data and
making it compatible with the machine-learning problem. The
main objective of preprocessing is to ensure the model’s conver-
gence and improve its training speed. Various techniques and
tools are used to preprocess data, including the following steps.

1. Data cleaning mainly involves handling missing
values, checking for outliers and inconsistent data,
eliminating errors, and transforming the data into a
uniform format.

2. Data transformation is required when attributes are of
different types (structured data, medical images, free

Figure 3. Frequency of algorithms used in different AI subfields in cancer research (obtained from PubMed database1 between 2010 and 2023).
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text, etc). It converts it to a form that is understandable
and acceptable for machine learning models.

3. Dimensionality reduction is used to reduce the dimen-
sionality of a dataset having extensive features or var-
iables, leading to a less complex architecture and
preventing overfitting issues.

4. Data normalization is used to maintain the
general distribution in the dataset, ensure the
model’s convergence, and improve the model’s
training speed.

5. Feature extraction produces new low-dimensional
features that represent the original high-dimensional

Figure 4. The workflow of each article investigated in this article (AI: artificial intelligence, XGBoost: eXtreme Gradient Boost, ANN: artificial
neural network, CNN: convolutional neural network, LSTM: long short-term memory networks, RNN: recurrent neural network, Anfis: adaptive
network-based fuzzy inference system).
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features. This is done by identifying the important fea-
tures or patterns of the data.

6. RGB to grayscale conversion is used to convert input
RGB images to grayscale images.

7. Data augmentation is a strategy used to extend the
data with a set of transformations of the original
data, helping overcome overfitting when training on
very little data.

8. Image quality enhancement is used to improve the
visibility of features in an image by changing its attri-
butes, such as contrast and brightness.

9. Image denoising is used to restore an image to its orig-
inal quality by reducing or removing noise to guarantee
accurate information analysis while preserving vital
details such as edges and texture information.

10. Image filtering is a technique to remove unwanted fea-
tures from images, such as noise, bubbles, and hair.

11. Image segmentation is used to divide an image into
several segments or objects, which is a crucial stage
in computer vision.

Machine Learning Application to Cancer
Research
This section explores machine learning algorithms like SVM,
Naïve Bayes, Decision Trees, Random Forests, K-means,
KNN, Logistic Regression, eXtreme gradient boost (XGBoost),
and Hybrid models within cancer research. It examines how
these algorithms, with their distinct advantages in accuracy,
adaptability, or scalability, analyze vast datasets to uncover new
biomarkers, craft personalized treatments, and enhance early
detection, ultimately improving patient outcomes. The discussion

will detail each algorithm’s features, strengths, and specific uses
in oncology.

Support Vector Machines
SVM is a machine learning methodology that essentially func-
tions as a mechanism for sorting data into separate categories by
determining the optimal partition or border between them. In
the realm of cancer research, SVM serves as a tool for classifi-
cation, such as differentiating malignant (class 1) from benign
tumors (class 2), as shown in Figure 5. Consider a dataset
with information on tumor size, shape, and texture collected
from many patients. Based on these attributes, the SVM
model can use these data to identify the most suitable demarca-
tion between malignant and benign tumors. Based on these fea-
tures, the SVM algorithm finds a decision boundary (separating
hyperplane) that separates malignant and benign tumors in a
multi-dimensional space. The support vectors are the tumors
closest to this boundary, which “support” the position of the
hyperplane. The margin is the distance between the hyperplane
and support vectors, which the SVM algorithm seeks to maxi-
mize for a more accurate classification. Once the model is
trained, it can predict tumor classification for new patients,
thus empowering physicians to make more well-informed
choices regarding treatment plans.

In the Supplemental materials, Table 1 showcases studies
effectively using the SVM algorithm for cancer classification
tasks, highlighting its practical impact and value.

Decision Tree and Random Forest
Decision trees and random forests serve as machine-learning
algorithms that derive conclusions through a series of inquiries,

Figure 5. Structure of the support vector machine (SVM) algorithm.
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similar to a flowchart. As depicted in Figure 6, decision trees
engage a series of binary questions regarding the dataset,
branching at each stage (decision nodes) to arrive at a conclu-
sive decision/final result based on majority voting. In contrast,
random forests comprise several decision trees, which collec-
tively operate on distinct feature subsets to yield a more
precise and consistent prediction. For instance, in cancer
research, these models can be employed to categorize tumors
as benign or malignant. A decision tree might pose queries
such as “Does the tumor exceed 2 cm in size?” or “Do the
cells exhibit irregular shapes?” The tree navigates the decision-
making pathway based on the responses until a final categoriza-
tion is determined. In the case of a random forest model, mul-
tiple decision trees are utilized, each examining a random
data subset, and their outcomes are combined via voting to
produce a more reliable classification.

In the Supplemental materials, Table 2 details significant
studies that have employed decision trees and random forests
algorithms in cancer research, illustrating their practical uses
and contributions to classification challenges.

K-Nearest Neighbors
The KNN model is a simple and intuitive machine-learning algo-
rithm that classifies data based on the properties of its closest
neighbors. As shown in Figure 7, KNN identifies the K most
similar data points to a new, unknown data point and assigns it
to the majority class of its neighbors. For instance, in cancer
research, KNN can be used for various purposes, such as predict-
ing the response to a specific treatment or determining cancer sub-
types. If a new patient’s tumor characteristics are input into the
KNN model, it will identify the K most similar cases from the

existing data. Then, it will determine the majority outcome
among those neighbors, such as a successful treatment response
or a specific cancer subtype, and predict that the new patient
will likely experience a similar outcome.

In the Supplemental materials, Table 3 compiles studies that
have leveraged the KNN algorithm in cancer research, emphasizing
its adaptability and practical applications in classification tasks.

K-Means
The k-means model is a straightforward clustering algorithm that
groups data points based on their similarity. This algorithm is
illustrated in Figure 8 and works by identifying the “k” number
of cluster centroids (centers) and assigning each data point to
the nearest centroid, creating distinct clusters. In cancer research,
k-means is applied for clustering purposes, such as discovering
subgroups of patients with similar gene expression patterns or
tumor characteristics. For example, given a gene expression
data dataset from different patients, the k-means algorithm
would find “k” centroids representing distinct gene expression
profiles. Then, each tumor is assigned to the nearest centroid, cre-
ating groups of tumors with similar gene expression patterns. This
information can help researchers identify new cancer subtypes or
understand the underlying biological mechanisms.

In the Supplemental materials, Table 4 gathers key studies
employing the k-means algorithm in cancer research, demonstrat-
ing its practical uses and contributions to solving clustering issues.

Logistic Regression
Logistic regression is a model that predicts the probability of an
event occurring on the basis of one or more input variables. As

Figure 6. Structure of the decision tree and random forest algorithms.
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shown in Figure 9, logistic regression uses a particular S-shaped
curve, called the logistic function, to model the relationship
between the variables. This allows it to produce probabilities
between 0 and 1, which can be converted into binary outcomes
using a threshold value. In cancer research, logistic regression is
applied for various purposes, such as predicting the likelihood
of a patient’s tumor being malignant based on factors such as
age, tumor size, and genetic markers. The model generates an

S-shaped curve representing the probability of malignancy as a
function of the input variables. Researchers can classify tumors
as malignant or benign by setting a threshold on this curve.

In the Supplemental materials, Table 5 outlines impor-
tant studies that have used the logistic regression
model in cancer research, underscoring its practical
implementations and importance in addressing classifica-
tion challenges.

Figure 7. Structure of the K-nearest neighbors (KNN) algorithm.

Figure 8. Structure of the K-means algorithm.
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Naïve Bayes
The Naïve Bayes model is a simple yet powerful probabilistic
classifier based on Bayes’ theorem. It works by calculating
the probability of each class (eg, benign or malignant tumor)
given the input features, assuming that the features are condi-
tionally independent. As shown in Figure 10, the model com-
bines prior probabilities (known information about the
classes), likelihoods (the probabilities of observing the features

given a class), and marginal probabilities (the probabilities of
observing the features) to compute the posterior probabilities,
which represent the updated probabilities of each class. In
cancer research, the Naïve Bayes model can be used for classi-
fication, such as diagnosing cancer based on a set of symptoms
or medical test results. Given the input features, the algorithm
calculates the posterior probabilities of each class (eg, cancer-
ous or non-cancerous) and assigns the unknown case to the
class with the highest probability.

Figure 9. Structure of the logistic regression algorithm.

Figure 10. Structure of the Naïve Bayes algorithm.
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In the Supplemental materials, Table 6 presents studies that
have applied the Naive Bayes algorithm in cancer research,
showing its practical uses and effects on classification issues.

eXtreme Gradient Boost
The XGBoost model is an advanced machine learning algo-
rithm that builds on the concept of boosting, which combines
multiple weak models to create a robust and accurate model.
As shown in Figure 11, in XGBoost, a series of decision trees
are constructed sequentially, with each tree focusing on correct-
ing the errors (residual values) made by the previous tree in the
series. This process continues until a specified stopping crite-
rion is met, resulting in a powerful classifier. In cancer research,
the XGBoost model can be employed for classification pur-
poses, such as predicting cancer recurrence based on patient
characteristics, genetic data, and treatment history. By itera-
tively building decision trees that focus on correcting previous
errors, XGBoost generates a model that can accurately distin-
guish between patients with high and low risks of cancer
recurrence.

In the Supplemental materials, Table 7 compiles significant
studies using the XGBoost algorithm in cancer research,
emphasizing its practical applications and efficacy in classifica-
tion tasks.

Hybrid Models
Hybrid machine learning algorithms refer to the combination of
different machine learning methods or models to create intelli-
gent algorithms that leverage the strengths of each individual
component. These algorithms improve overall performance,

enhance accuracy, or address specific challenges that cannot
be effectively tackled by a single method alone.

For example, a hybrid machine-learning algorithm could
combine the power of decision trees, SVM, and ANNs to
classify tumor types based on genetic markers, patient char-
acteristics, and medical imaging data. Decision trees can
capture simple decision rules, SVMs can handle complex
decision boundaries, and ANNs can learn intricate patterns
from the data. By integrating these techniques (Figure 12),
the hybrid algorithm can leverage the complementary strengths
of each method to achieve more accurate and robust tumor
classification.

This hybrid approach allows for a more comprehensive analysis
of cancer data, taking advantage of multiple machine-learning tech-
niques to tackle the complexity and heterogeneity of cancer-related
datasets. Combining different methods intelligently, hybrid algo-
rithms can improve classification and prediction outcomes,
leading to better insights and decision-making in cancer research.

In the Supplemental materials, Table 8 features studies that
have effectively used hybrid algorithms in cancer research for
classification tasks, showcasing their real-world effectiveness
and value.

Figure 13 summarizes the steps for applying different types
of machine learning algorithms to cancer research, which have
already been described one by one.

Soft Computing Application in Cancer
Research
Soft computing algorithms, which include fuzzy logic and evo-
lutionary algorithms optimized using evolutionary algorithms,

Figure 11. Structure of the eXtreme Gradient Boosting (XGBoost) algorithm.
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have shown great promise in advancing cancer research. Fuzzy
logic provides a means of handling uncertainty and imprecision
in medical data, allowing for more accurate diagnoses and per-
sonalized treatment plans. Conversely, ANNs can learn
complex relationships between input data and output variables,
making them helpful in predicting cancer outcomes and identi-
fying novel biomarkers. Evolutionary optimization algorithms,
such as genetic algorithms and particle swarm optimization, can
efficiently search through large datasets to find optimal solu-
tions, thus improving cancer diagnosis and treatment planning
accuracy. By incorporating these soft computing techniques
into cancer research, researchers have significantly improved
patient outcomes, including earlier detection and more effective
treatment options. In the following section, we describe each
algorithm and then include a separate table covering the most
significant works using each algorithm.

Fuzzy Inference System
The fuzzy inference system (FIS) is a computational framework
that deals with uncertainty and imprecision using fuzzy logic,
which allows for partial truth values between 0 and 1 rather
than binary true or false. As shown in Figure 14, the FIS con-
sists of 4 main steps: “Fuzzification,” “Knowledge Base,”
“Inference Engine,” and “Defuzzification.” In cancer research,
FIS is used for classification and prediction purposes, such as
determining the risk of cancer recurrence or the effectiveness
of a specific treatment. For example, input variables such as
tumor size, age, and genetic markers may have associated
uncertainty. FIS enables the processing of this uncertain infor-
mation through fuzzification, which converts the crisp input

values into fuzzy sets representing degrees of membership in
different categories. The fuzzy inference engine uses a knowl-
edge base to apply rules to the fuzzy input data to generate
fuzzy output values. Finally, defuzzification converts the
fuzzy output values back into crisp values, providing a
precise prediction or classification, such as the low or high
risk of cancer recurrence.

In the Supplemental materials, Table 9 outlines prominent
studies utilizing the Fuzzy Inference System in cancer research.

Hybrid Soft Computing Algorithms
Hybrid soft computing algorithms that combine optimization
methods and ANN or FIS offer a powerful approach to
solving complex problems in cancer research. As shown in
Figure 15, optimization methods, such as genetic algorithms
or particle swarm optimization, are used to fine-tune the
ANN or fuzzy systems, thereby enhancing their performance
and adaptability. In cancer research, a hybrid algorithm that
combines optimization methods and ANN or FIS can be
applied for classification and prediction purposes. For
example, imagine a scenario in which researchers want to
predict the effectiveness of a specific cancer treatment
based on a patient’s genetic data and clinical variables.
First, the FIS is designed to process and analyze the input
data using fuzzy rules that account for the inherent uncer-
tainty and imprecision in the information. The FIS outputs a
prediction of treatment effectiveness in the form of a fuzzy
membership value. Next, an optimization method, such as a
genetic algorithm, is employed to fine-tune the FIS parame-
ters, including the fuzzy rules, membership functions, and

Figure 12. The structure of the hybrid algorithm (ANN: artificial neural networks, CVNN: complex-valued neural network, SVM: support vector
machine, XGBoost: eXtreme Gradient Boost, PCA: principal component analysis).
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aggregation operators. This optimization process iteratively
refines the fuzzy system’s performance, resulting in a more
accurate and reliable prediction model.

By combining the strengths of FIS and optimization
methods, hybrid soft computing algorithms offer a robust and

flexible approach to cancer classification and prediction tasks,
capable of handling the complex and uncertain nature of cancer-
related data.

In the Supplemental materials, Table 10 compiles important
studies that have used optimization algorithms with ANN or

Figure 13. A brief overview of the necessary steps for applying different ML algorithms to cancer research.

Figure 14. Structure of the fuzzy inference system (FIS) algorithm.
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FIS in cancer research, emphasizing their practical uses and
effectiveness in the field.

Deep Learning
Deep learning algorithms are advanced computational models
capable of processing and analyzing complex visual data.
These algorithms include ANNs, CNN, multimodal CNN,
and recurrent neural networks (RNNs) combined with long
short-term memory (LSTM) cells. These models are designed
to address specific challenges in processing and learning
visual information.

ANNs are computational models inspired by the structure
and functioning of the human brain. As shown in Figure 16,
in an ANN applied to cancer research, the inputs consist of rel-
evant data features such as patient demographics, tumor charac-
teristics, genetic markers, and medical images. These input
features are passed through multiple layers of neurons, where
they are processed and transformed. Each layer consists of
numerous interconnected neurons that apply weights and
biases to the incoming data, enabling the network to learn
complex relationships and patterns. After the information
passes through the hidden layers, it reaches the output layer,
which generates the final predictions or classifications, such

as the likelihood of cancer recurrence or the type of cancer.
The output layer is designed to match the desired format,
such as a single output for binary classification or multiple
outputs for multi-class classification. In summary, ANN pro-
cesses cancer-related input data through multiple interconnec-
ted layers with adjustable weights and biases and generates
outputs relevant to cancer classification or prediction tasks.

CNNs (depicted in Figure 17) are specialized deep-learning
models designed to process grid-like data, such as images. They
use different layers, such as convolutional, pooling, and flat-
tened layers, to scan and identify local patterns or features in
an image, such as edges or textures. In cancer research,
CNNs can be used for tasks such as classifying histopatholog-
ical images, identifying cancerous cells, or detecting tumors in
medical imaging data, such as MRI or CT scans.

Multimodal CNNs are an extension of traditional CNNs
and are designed to process and integrate multiple data
types, such as images, text, and audio. As illustrated in
Figure 18 by combining information from different sources,
these networks can improve classification or prediction per-
formance. In cancer research, a multimodal CNN could be
used to simultaneously predict data (eg, patient demograph-
ics, and medical history), leading to more accurate and com-
prehensive predictions.

Figure 15. Structure of optimization algorithms (evolutionary algorithms).
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Figure 16. Structure of the artificial neural network (ANN).

Figure 17. Structure of convolutional neural network (CNN).

Zadeh Shirazi et al 15



Figure 19 depicts the structures of RNNs and LSTM. RNNs
are deep learning models designed to process sequential data,
making them suitable for tasks involving time series or
ordered data. LSTM cells are a type of RNN architecture that
addresses the challenge of learning long-term dependencies in
the data. In cancer research, RNNs with LSTM cells can be
applied to tasks such as predicting cancer progression or recur-
rence based on time-series data, such as gene expression levels
or patient vital signs collected over time.

In summary, deep learning algorithms, including ANNs,
CNNs, multimodal CNNs, and RNNs with LSTM cells, offer
powerful tools for processing complex visual data in cancer
research, enabling accurate classification and prediction tasks
that can improve patient outcomes and advance our understand-
ing of cancer biology.

In the Supplemental materials, Table 11 details significant
studies using deep learning algorithms in cancer research,
demonstrating their practical applications and influence in
the field.

Conclusions and Future Work
Rapid progress in AI has profoundly impacted cancer research
and treatment, leading to enhanced patient outcomes and
healthcare efficiency. Incorporating AI algorithms in cancer
diagnosis, prognosis, and treatment response prediction has
facilitated early detection, customized intervention approaches,
and improved overall patient care. In this comprehensive guide,

we have explored the crucial role of AI in cancer research, with
a specific focus on the applications of machine learning, soft
computing, and deep learning algorithms. We have offered an
in-depth overview of various algorithms’ functionality and par-
ticular applications, supported by pertinent figures and a tabular
summary of key findings from each study with the lowest com-
plexity and high suitability for a better understanding of all
readers with different backgrounds.

The impressive advantages of AI-driven algorithms in
cancer care emphasize their potential to reshape cancer research
and clinical practice. This review serves as an invaluable
resource for researchers, clinicians, and healthcare industry
stakeholders, offering insights into AI’s present state and
future potential in cancer care.

Future research in AI for cancer care could explore:

1. Developing advanced AI algorithms to enhance the pre-
cision and efficiency of cancer care.

2. Utilizing multi-modal data (eg, genomic, proteomic,
imaging, and clinical reports) to gain a comprehensive
understanding of cancer, focusing on AI’s ability to
process and analyze such diverse information.

3. Creating personalized treatment plans using AI to
consider individual patient characteristics, aiming for
treatments that are both effective and have minimal
side effects.

4. Leveraging AI in drug discovery to quicken the identi-
fication of drug targets and optimize drug designs,

Figure 18. Structure of a multimodal CNN.
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potentially speeding up the creation of new cancer
treatments.

5. Addressing ethical and regulatory challenges associated
with AI in cancer care, such as data privacy and algorith-
mic fairness, to ensure AI’s responsible use.

In conclusion, the future of AI in cancer research and treatment
holds tremendous promise for enhancing patient outcomes and
healthcare efficiency. Ongoing innovation and collaboration
among researchers, clinicians, and industry partners will be
vital for unlocking the full potential of AI in revolutionizing
cancer care.
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