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A B S T R A C T   

Background: Research findings suggest that a significant proportion of individuals diagnosed with 
cancer, ranging from 25% to 60%, experience distress and require access to psycho-oncological 
services. Until now, only contemporary approaches, such as logistic regression, have been used 
to determine predictors of distress in oncological patients. To improve individual prediction ac-
curacy, novel approaches are required. We aimed to establish a prediction model for distress in 
cancer patients based on a back propagation neural network (BPNN). 
Methods: Retrospective data was gathered from a cohort of 3063 oncological patients who 
received diagnoses and treatment spanning the years 2011–2019. The distress thermometer (DT) 
has been used as screening instrument. Potential predictors of distress were identified using lo-
gistic regression. Subsequently, a prediction model for distress was developed using BPNN. 
Results: Logistic regression identified 13 significant independent variables as predictors of 
distress, including emotional, physical and practical problems. Through repetitive data simula-
tion processes, it was determined that a 3-layer BPNN with 8 neurons in the hidden layer dem-
onstrates the highest level of accuracy as a prediction model. This model exhibits a sensitivity of 
79.0%, specificity of 71.8%, positive predictive value of 78.9%, negative predictive value of 
71.9%, and an overall coincidence rate of 75.9%. 
Conclusion: The final BPNN model serves as a compelling proof of concept for leveraging artificial 
intelligence in predicting distress and its associated risk factors in cancer patients. The final model 
exhibits a remarkable level of discrimination and feasibility, underscoring its potential for 
identifying patients vulnerable to distress.   

1. Introduction 

Distress among patients with cancer is characterized as a complex and unpleasant encounter encompassing physical, social, psy-
chological (cognitive, behavioral, emotional), and/or spiritual aspects, which can impede effective coping with the disease, its 
associated manifestations, and treatment [1]. Studies reveal that a significant amount of patients with cancer (25%–60%) state to be 
distressed when evaluated, emphasizing the need for psycho-oncological services [2–4]. Consequently, all patients with cancer should 
be screened for distress [1,5,6]. A widely used instrument for distress screening is the distress thermometer (DT), combined with a 
problem list. Nurses regularly administer the DT during hospitalization and outpatient care as part of the standard procedure [7]. It is 
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important to identify sources and predictors of distress, so that hospital staff has the opportunity to implement specific interventions, 
which reduce psychosocial burden. Previous studies have emphasized several factors associated with higher levels of distress. These 
include female sex [8,9], younger age [10,11], unmarried patients [10], patients diagnosed with specific types of cancer (e.g. of the 
breast, lung, colon, pancreas, brain, or head and neck) [12–14], low social support and increased fear of recurrence [15], as well as a 
lower level of life satisfaction [16]. Moreover, recent research identified several items of the DT’s problem list as potential sources of 
distress. On the one hand, there are nonphysical predictors from the emotional domain [11,17,18], such as nervousness [19,20] or 
depression [20] and items from the practical and family domain [11], such as financial strain [21] or dealing with children at home 
[17]. On the other, physical problems such as pain [20], appearance [17] and fatigue [16] also predicted distress in cancer patients. 

The already extensive literature on factors predicting distress in patients with cancer provides an adequate basis for future research. 
While distress in cancer patients is influenced by various interconnected factors, previous research has predominantly relied on 
conventional prediction models, such as logistic regression. However, these statistical approaches often fall short in fully capturing the 
multifaceted nature and interdependencies underlying distress, leading to less accurate predictions. 

To tackle this challenge, more precise estimation of distress predictors can be achieved by applying innovative approaches, such as 
Back Propagation Neural Network (BPNN). BPNN derives from Artificial Neural Network (ANN), which emulates the human brain. By 
leveraging its self-organizing, self-learning and adaptive nature, ANN can effectively discern intricate non-linear associations among 
variables. Therefore, utilizing BPNN allows for a more comprehensive understanding of the complex relationships involved in distress 
prediction [22]. As a widely used and relatively advanced method, introduced over 40 years ago, BPNN has already proven its ability to 
contribute to the diagnostic workup of psychiatric and psychosomatic disorders, to predict length of psychiatric hospitalization and to 
find an accurate prediction model for suicide attempts [23–28]. 

As a novelty, this study is the first, which aimed to establish a prediction model for distress in patients with cancer based on BPNN. 
This study might serve as a proof of concept, possibly encouraging other researchers in this field to use artificial intelligence. Our 
prediction model using BPNN is better suited for identifying cancer patients at risk of distress, especially in large samples with diverse 
participant characteristics, surpassing the limitations of conventional methods [22–28]. Moreover, the results might help improve 
individual prediction accuracy and develop more precise prevention and intervening strategies for cancer patients vulnerable to 
distress. 

2. Methods 

2.1. Subjects and data collection 

For this study, we retrospectively collected the data from the case files of oncological outpatients and inpatients (diagnosed and 
treated at the Comprehensive Cancer Center Zurich at the University Hospital Zurich from 2011 to 2019). The study sample selection 
process is depicted in Fig. 1. There were 13174 cases with a primary diagnosis of cancer between 2011 and 2019. Before treatment 
began, more than half of patients agreed to the reuse of their data for research purposes (general consent; 55% of the 13174 cases with 

Fig. 1. Study sample selection process. r = rejected; u = unknown; GC = general consent.  
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a primary cancer diagnosis). Patients were informed on the utilization of their data for research projects (non-genetic) and on their 
right to object to their former consent without justification at all times. The patient’s consent is saved in the hospital information 
system. Patients who objected to participate (n = 1728), with unknown general consent (n = 3088), and who were treated as out-
patients (n = 1040) only, were also excluded from the study. The Ethics Committee of the State of Zurich, Switzerland, approved the 
study (BASEC NR. 2020-00977; June 2020). Of the remaining 7317 cases, 3063 were screened for distress and formed the final study 
sample. Distress screenings up to six months after the initial cancer diagnosis were included in the analysis. 

Table 1 illustrates the absolute and relative distributions of cancer entities in the final study sample. 

2.2. Measurements 

Distress levels were evaluated using the Distress Thermometer (DT), which employs an 11-point visual scale (range 0 (no distress) 
to 10 (maximum distress)). Past studies have proposed a cut-off score of ≥5 as a threshold for considering referral to psycho- 
oncological services [29,30]. All patients with a DT score of ≥5 were asked if they wanted to call on psycho-oncological services. If 
those patients demand help, the treating physician refers them to psycho-oncological services, provided by a psychiatrist or psy-
chologist at the hospital. This process is also described in Ref. [29]. 

As candidate predictors for distress, we considered socio-demographic variables, such as age, sex, marital status, mother tongue 
(German) and nationality, cancer entities, stage of cancer at initial diagnosis, psychiatric disorders, the length of hospital stay, 
medication administered during the first six months after initial cancer diagnosis and all items from the problem list. Cancer stage was 
categorized in accordance with the guidelines established by the Union for International Cancer Control (UICC) [31]. Furthermore, we 
analyzed the age-adjusted Charlson comorbidity index (CCI) as a potential distress predictor. The CCI illustrates the impact of chronic 
comorbid diseases on mortality [32–34]. 

All candidate predictor variables were dichotomized (0 = No and 1 = Yes (one encoding)). Age and length of hospital stay were 
measured on a metric scale. Nationality was categorized into 1 = Switzerland, 2 = Europe (including Switzerland) and 3 = non- 
European. All data were accessed via the clinical management software (KISIM) and the institutional cancer register (OncoStar). 

2.3. Statistical analysis 

Relative and absolute distributions, mean scores, and standard deviation were computed to describe qualitative and quantitative 
data. Preliminary screening of predictor variables was performed with logistic regression analysis. BPNN was utilized to build the final 
prediction model for distress in patients with cancer. Level of significance (two-sided p-value) was p < 0.05. IBM SPSS Statistics, 
version 27 (Chicago, IL), was used for statistical analysis, and Matlab (R2019a. Mathworks Inc.) for BPNN computations. 

Information flows from the input layers, through the hidden layers, and eventually reaches the output layers in a feedforward 
neural network. This one-directional movement of information characterizes it as a feedforward network. The primary objective is to 
reduce disparities between the computed output and the desired output from the training sample. To achieve this, the network un-
dergoes iterations by virtue of the error rate received in the preceding iterations. By continuously reducing the error rates, the reli-
ability and generalizability of the backpropagation neural network (BPNN) model are enhanced. Consequently, BPNN serves as a 
widely adopted approach for managing and adaptively monitoring artificial neural networks [22,25]. 

Table 1 
Cancer entities in the final study sample.  

ICD-10 (3-digit diagnosis code) Type of cancer 2011–2019 (%) 

N 

C00–C14 Malignant neoplasms of lip, oral cavity and pharynx 423 13.8 
C15–C26 Malignant neoplasms of digestive organs 345 11.3 
C30–C39 Malignant neoplasms of respiratory and intrathoracic organs 542 17.7 
C40–C41 Malignant neoplasms of bone and articular cartilage 3 0.1 
C43 Melanoma and other malignant neoplasms of skin (without basalioma) 135 4.4 
C45–C49 Malignant neoplasms of mesothelial and soft tissue 44 1.4 
C50 Malignant neoplasms of breast 30 1 
C51–C58 Malignant neoplasms of female genital organs 42 1.4 
C60–C63 Malignant neoplasms of male genital organs 384 12.5 
C64–C68 Malignant neoplasms of urinary tract 104 3.4 
C69–C72 Malignant neoplasms of eye, brain and other parts of central nervous system 374 12.2 
C73–C75 Malignant neoplasms of thyroid and other endocrine glands 37 1.2 
C76–C80 Malignant neoplasms of ill-defined, other secondary and unspecified sites 4 0.1 
C81–C96 Malignant neoplasms of lymphoid, hematopoietic and related tissue 586 19.1 
D00-D09 In situ neoplasms 10 0.3 
Total  3063 100 

Note: ICD-10: International Statistical Classification of Diseases and Related Health Problems, Version 10. 

S. Jan Ben et al.                                                                                                                                                                                                       



Heliyon 9 (2023) e18328

4

3. Results 

3.1. Depiction of sociodemographic and further variables of the final study sample 

Table 2 depicts sociodemographic and further characteristics of the final study sample. One third of the study sample is female. The 
average age (±SD) was 61.5 ± 13.9 years (range 18–95). 

3.2. Preliminary screening of potential predictor variables of distress on the basis of logistic regression analysis 

To preliminary screen possible predictor variables for distress, we applied binary and multivariable logistic regression analysis. In 
the regression analysis, a dichotomized distress score ≥5 versus <5 was the dependent variable. In total, there were more than 60 
independent variables to be screened as candidate predictors for distress in patients with cancer. Scatter plots indicated that there was 
an approximately linear relationship between each independent variable and the dependent variable. Thus, logistic regression analysis 
is an adequate method to preliminary screen candidate predictor variables. 

Table 3 highlights the 13 significant independent variables derived from the significant logistic regression model for distress in 
cancer patients (X2 = 1073.556, p < 0.001). Cox & Snell R2 and Nagelkerke R2 indicate a high model quality (0.295 respectively .396). 

Binary logistic regression indicated that among the large number of candidate predictors only certain items of the problem list 
predicted cancer patients’ distress with statistical significance. The most significant predictor for distress was fear, followed by sadness. 
Patients reporting fear or sadness were about 206% and 308% more likely to feel distressed than those who did not indicate these 
emotional problems. Other emotional problems, such as depression, nervousness and worries predicted distress as well. Practical 
problems regarding work or school as well as physical problems, such as digestive problems, immobility, insomnia, fatigue and pain 
also predicted distress but to a lesser extent. 

The receiver operating characteristic (ROC) curve of the binary logistic regression model showcases a sensitivity of 78.4% and a 
specificity of 72.9%, along with an area under the curve (AUC) of 0.825 (Fig. 2). These results indicate a high level of discrimination in 
the model. 

3.3. Structure of the BP neural network 

In our study, we employed a standard three-layer backpropagation neural network (BPNN) architecture comprising an input layer, 
a hidden layer, and an output layer. The input variables for the BPNN prediction model, aimed at assessing distress, were derived from 
13 significant independent variables identified through logistic regression. The dependent variable is a dichotomized distress score (1 
= distress score ≥5, 0 = distress score <5), that was set as output variable. We calculated the number of neurons in the hidden layer by 
equation H = √M + N + α. α represents a constant from one to ten, N the number of input neurons, and M the number of output 
neurons. Fig. 3 displays the BPNN structure. 

3.4. BP neural network training 

The dataset was randomly partitioned into three subsets: the training data (70%), the validation data (15%), and the test data 
(15%). Varying the amount of neurons in the hidden layer yields distinct values for coincidence rate (π), positive and negative pre-
dictive value, sensitivity, specificity, and the number of iterations. A more accurate BPNN model is achieved by a higher coincidence 
rate and a lower number of iterations. In our BPNN model for assessing distress in cancer patients, the hidden layer neurons were 
explored within a range of four to thirteen. Through training of the BP neural network and performing repetitive data simulations for 
different numbers of hidden layer neurons using Matlab, it was determined, that the most precise evaluation indexes were obtained, 
when the number of neurons fell within a range of seven to nine (Table 4). 

Table 2 
Depiction of the study sample.   

total women men 

Patients N (%) 1022 (33.3%) 2041 (66.6%) 
3063 (100) 

Age (mean and SD; range) 61.5 (13.9); 18-95 60.6 (14.8); 18-92 62 (13.4); 18-95 
Married 1750 (57%) 511 (50%) 1239 (60.7%) 
Primary language German 3019 (98.6%) 1012 (99%) 2007 (98.3%) 
Nationality 
ch 2538 (82.9%) 870 (85.1%) 1668 (81.7%) 
eu 2797 (91.3%) 946 (92.6%) 1851 (90.6%) 
non-eu 267 (8.7%) 76 (7.4%) 191 (9.4%) 
Advanced cancer stage 1451 (47.4%) 526 (51.5%) 925 (45.3%) 
CCI (≥5) 1865 (61.4%) 625 (61.2%) 1240 (60.7%) 
Distress score ≥5 1710 (55.8%) 675 (66%) 1085 (53.1%) 
Current psychiatric disorder 209 (6.8%) 72 (7%) 137 (6.7%) 

Note: SD: standard deviation. ch: Switzerland, eu: Europe, non-eu: non-European. CCI: Age-adjusted Charlson comorbidity index. 
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During the training of the BPNN, varying the weight coefficients (w) and threshold values (b) results in distinct learning models. As 
the primary values of (w) and (b) are randomly chosen from a range of − 1 to 1, repetitive data simulations were conducted using 
Matlab, with distinct initial values of (w) and (b), along with a range of seven to nine neurons in the hidden layer. Evaluating the 
performance based on the evaluation indeces, Network 4, consisting of eight neurons in the hidden layer, emerges as the ideal BPNN 
model for predicting distress in cancer patients (Table 5). 

Table 3 
Binary logistic regression for distress in cancer patients.  

Variables Standard B OR P value 

PLPhysProb Indigestion 0.343 1.409 0.018 
PLPhysProb Eating 0.459 1.583 <.001 
PLPhysProb Mouth sores 0.381 1.464 0.01 
PLPhysProb Getting around 0.325 1.385 0.005 
PLPhysProb Sleep 0.374 1.453 <.001 
PLPhysProb Fatigue 0.472 1.603 <.001 
PLPhysProb Pain 0.403 1.497 <.001 
PLEmoProb Nervousness 0.477 1.612 <.001 
PLEmoProb Depression 0.416 1.516 0.05 
PLEmoProb Sadness 0.723 2.060 <.001 
PLEmoProb Fears 1.124 3.076 <.001 
PLEmoProb Worry 0.688 1.989 <.001 
PLPractProb Work/school 0.505 1.658 0.008 
Cox & Snell R2 0.295   
Nagelkerke R2 0.396   

Note: OR: odds ratio. PLPhysProb: Problem list physical problems. PLEmoProb: Problem list emotional problems. PLPractProb: 
Problem list practical problems. 

Fig. 2. The binary logistic regression model’s receiver operating characteristic (ROC) curve (area under curve (AUC): 0.825).  

Fig. 3. BP neural network structure. w: weights coefficient (w). b: threshold value (b).  
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3.5. BP neural network verification 

The error histogramm of our BPNN model is displayed in Fig. 4, which suggests a high BPNN model quality with an excellent 
discrimination efficiency and predominantly small errors by virtue of the errors’ concentration around the zero error line in most cases. 

Fig. 5. Confusion matrices of the BPNN model (a-d); (a) confusion matrix of the training sample; (b) confusion matrix of the 
validation sample; (c) confusion matrix of the test sample; (d) confusion matrix of the total sample. Bottom right corner of confusion 
matrices (a-d): coincidence rate. Bottom left corner of confusion matrices (a-d): sensitivity. Upper right corner of confusion matrices (a- 
d): positive predictive value. Bottom-middle of confusion matrices (a-d): specificity. Middle-right of confusion matrices (a-d): negative 
predictive value. 

4. Discussion 

In this study, using data from the DT and problem list, it was possible to build a precise prediction model for distress in cancer 
patients. To our best knowledge, this study is the first, which examines predictors of distress in cancer patients utilizing BP neural 
network analysis, thus serving as a proof of concept study for further research embracing advanced statistics (broadly referred to as 
machine learning or artificial intelligence). 

The majority of our final study sample (more than 55%) reported to be distressed and in need of psycho-oncological services, which 
is in line with past studies that explored the prevalence of distress in oncological patients [2–4,35]. Contrary to prior studies [8–14], 

Table 4 
Different number of hidden layer neurons with different predicted evaluation indices.  

Nhidden Se Sp 1-Sp PV+ PV- π Number of iterations 

7 76.6 73.7 0.26 79.5 70.2 75.4 21 
8 79.0 71.8 0.28 78.9 71.9 75.9 20 
9 79.2 71.4 0.29 78.7 71.9 75.8 21 

Note: Nhidden: Number of hidden layer neurons. Se: Sensitivity. Sp: Specificity. PV+: Positive predictive value. PV-: Negative predictive value. π: 
Total coincidence rate. 

Table 5 
Different initial values of the weights coefficient (w) and the threshold value (b) predicting different evaluation indices.    

π   Total sample     Number of iterations 

Network Nhidden Training sample Verification sample Test sample Se Sp PV+ PV- π  
1 7 76.6 73.4 74.7 79.0 71.6 78.8 71.8 75.8 22 
2 7 76.1 75.8 71.2 76.6 73.7 79.5 70.2 75.4 21 
3 8 76.3 72.8 75.6 77.7 72.9 79.3 71.0 75.7 20 
4 8 75.1 78.6 76.9 79.0 71.8 78.9 71.9 75.9 20 
5 9 76.1 74.9 75.4 79.2 71.4 78.7 71.9 75.8 21 
6 9 76.6 75.2 72.8 79.9 70.4 78.3 72.4 75.8 21 

Note: Nhidden: Number of hidden layer neurons. Se: Sensitivity. Sp: Specificity. PV+: Positive predictive value. PV-: Negative predictive value. π: 
Coincidence rate. 

Fig. 4. BPNN model’s error histogramm for distress in patients with cancer.  
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our study did not identify sociodemographic aspects, such as age, sex or marital status, or specific types of cancer predicting distress. 
There are multiple reasons possibly explaining this observation. First, our study uses data from Switzerland collected between 2011 
and 2019. By contrast, prior studies on predictors of distress used more historic data collected in the United States of America or other 
parts of the globe, thus involving other treatment regimen and lifestyles. Second, some studies included a much smaller sample size 
with only a few hundred cases [8–11,14], or only specific types of cancer [10,11]. Our study comprises more than 3000 cases, all types 
of cancer and all currently available cancer treatments (including immunotherapy). 

Other examined variables, such as mother tongue, nationality, psychiatric diagnoses, length of hospital stay, administered 
medication and the CCI did not predict distress in oncological patients. To our knowledge, there is no other published data considering 
these variables. Future studies should include these variables to validate our results. However, in accordance with the already existing 
literature [15–21], many items from the problem list (physical, emotional and practical problems) predicted distress in our study 
sample. The largest risk factors for distress in our study sample were fear, sadness and worry from the emotional domain, which is 
consistent with previous studies [7]. 

Proof of concept is achieved by meticulously describing statistical procedures in the results section: In summary, after applying 
logistic regression analysis to filter potential predictors of distress, the 13 significant independent variables from the problem list were 
utilized as input variables for the BPNN prediction model. The output variable was a dichotomized distress score of ≥5 versus <5. 
Subsequently, the data was randomly divided into a verification sample, a test sample and a training sample. The most precise pre-
diction model for distress in oncological patients is network 4, with 8 neurons in the hidden layer, as was demonstrated by our 3-layer 

Fig. 5. Highlights confusion matrices with a coincidence rate (π) of more than 75% for each sample and a total coincidence rate of 75.9%. The ROC 
curve of the BPNN model is demonstrated in Fig. 6. The total AUC added up to 0.827 and is another indication of the high level of discrimination. 
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BP neural network training and verification. The model featured a relatively high sensitivity (79.0%), a relatively high positive 
predictive value (78.9%), a total coincidence rate (π) of 75.9% and a specificity and negative predictive value above the 70% threshold. 
Thus, these results indicate a clinical significance of the constructed BPNN model. The model displays a high level of discrimination 
and could help users to easily screen, if cancer patients are vulnerable to distress. In sum, the BPNN model is slightly superior to our 
logistic regression model. However, our BPNN model with a relatively low number of 13 independent variables cannot reach its full 
potential. A higher quantity of independent variables would probably lead to more significant superiority compared to the conven-
tional regression analysis. 

Criticisms of BPNN point out, that it might not be suitable to manage real-world data and is best used in combination with other 
methods [25,28]. The present study provides evidence to the contrary. While logistic regression analysis is able to preliminary screen a 
great number of potential risk factors, BPNN has the advantage, by virtue of its simulation of the human brain and its flexibility, of a 
high level of discrimination and precise data fitting. Thus, BPNN is more suitable to accurately predict outcomes for the individual 
patient [36]. The integration of both methods might simplify the detection of risk factors for distress in patients with cancer. 

Several limitations exist within our study. Firstly, the data utilized was derived from a single cancer care center (CCC) located in 
Switzerland, which may restrict the generalizability of our findings to other settings. However, it is worth noting, that our study 
encompassed various types of cancer and treatment options. Additionally, the procedures and instruments employed for distress 
screening, exhibit similarities across different countries worldwide [7]. Furthermore, record keeping of patient-related information in 
our study adhered to stringent institutional standards. As a result, the data’s quality and the reliability of the obtained results are 
notably high. However, it is essential to acknowledge a significant limitation of our study, namely the underrepresentation of certain 

Fig. 6. BPNN model’s ROC curve for each sample (a-d; total AUC: 0.827); (a) ROC of the training sample; (b) ROC of the validation sample; (c) ROC 
of the test sample; (d) ROC of the final sample. 
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types of cancer, including gynaecological, urological, and endocrinological malignant neoplasms (see Table 1). This is a possible 
explanation, why female sex did not predict distress in cancer patients. Interinstitutional differences might be responsible for low 
screening rates for certain cancer entities, as was already suspected by Ref. [29]. Staff, time and skilled worker shortage may be reasons 
for these differences [37,38]. Since the largest part of our patients were male (two-third), prospective studies may want to include a 
greater share of female patients. Furthermore, different DT cut-off scores for specific patient populations were assumed by previous 
studies, such as lower cut-off scores for newly diagnosed patients [39] or higher cut-off scores for women recently diagnosed with 
breast cancer [40], which complicates comparability between study findings. However, only one specific DT cut-off score is used in the 
hospital, where our study was conducted. Lastly, there does not exist any standard process regarding the construction of the BP neural 
network. The network desgin is solely based on individual expert knowledge and repetetive data simulation processes. Dealing with a 
great number of input variables is another issue, which can be solved by combining BPNN with traditional methods. 

5. Conclusions 

In this study, the largest part of patients with cancer reported to be distressed. Overall, we identified 13 distress predictors in cancer 
patients: emotional problems, such as fear and sadness, physical problems, such as pain and fatigue, and practical problems regarding 
work or school. Furthermore, this study provided proof of concept for a BPNN distress prediction model in cancer patients, which 
improves individual prediction accuracy compared to conventional methods. Our work sets the theoretical foundation for artificial 
intelligence assisted prediction of risk factors, which are associated with distress. The integration of BPNN distress prediction algo-
rithms in the hospital information system might be one example. Because this study was conducted in an institution similar in 
structure, treatment processes and patient population to those of other national and international CCCs, the results are generalizable. 
Prospective studies should try to replicate and extend our results. Inspired by our results, finding more precise prevention and 
intervention strategies for cancer patients vulnerable to distress may be another desirable goal of studies. 
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