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A B S T R A C T   

This study presents a comprehensive analysis comparing the literacy levels of two Generative 
Artificial Intelligence (GAI) tools, ChatGPT and Bard, using a dataset of 134 questions from the 
Human Resources (HR) domain. The generated responses are evaluated for accuracy, relevance, 
and clarity. We find that ChatGPT outperforms Bard in overall accuracy (84.3% vs. 82.8%). This 
difference in performance suggests that ChatGPT could serve as a robotic advisor in transactional 
HR roles. In contrast, Bard may possess additional safeguards against misuse in the HR function, 
making it less capable of generating responses to certain types of questions. Statistical tests reveal 
that although the two systems differ in their mean accuracy, relevance, and clarity of the re-
sponses, the observed differences are not always statistically significant, implying that both tools 
may be more complementary than competitive. The Pearson correlation coefficients further 
support this by showing weak to non-existent relationships in performance metrics between the 
two tools. Confirmation queries don’t improve ChatGPT or Bard’s response accuracy. The study 
thus contributes to emerging research on the utility of GAI tools in Human Resources Manage-
ment and suggests that involving certified HR professionals in the design phase could enhance 
underlying language model performance.   

1. Introduction 

Since the second half of the last decade, Artificial Intelligence (AI) tools, platforms, and those claiming ‘intelligent status have 
become vital elements of business entities and the society we belong to. According to Ref. [1], AI can automate organizational pro-
cedures, extract valuable insights from large datasets, provide predictive analytics, and transcend human analytical skills. AI plays a 
pivotal role in assisting firms in minimizing the time and expenses related to the decision-making process, enhancing operational 
effectiveness, and delivering superior quality customer experience. The OpenAI [2] discusses the design and development of gener-
ative AI models, including ChatGPT and its subsequent version, ChatGPT-4, as a noteworthy example of the ongoing progress in AI. 

Major technological corporations like Microsoft, Google, Meta, and others are making substantial financial investments and 
perpetrating valuable resources to the Generative AI (GAI) tools industry, augmenting its rapid expansion. These technological de-
velopments offer the capacity to improve the effectiveness of GAI-based applications. However, they also raise apprehensions 
regarding their capability to generate convincing responses that ultimately deceive the user. This is supplemented by the fact that a GAI 
model’s ability to offer real-time information is constrained by its dependence on past training data, specifically, GPT-4’s dataset, 
which is only updated until 2021. Furthermore, the lack of transparency inherent in these algorithms and their capacity to propagate 
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erroneously presents significant concerns regarding reliability and ethical implications. Google encountered a significant financial 
setback in 2023, which can be linked to the deceptive response provided by its GAI chatbot, Bard. 

In the past few years, there has been a discernible rise in the prevalence of research in the Human resource management domain 
with a specific focus on GAI [3–5]. Multiple studies have shown evidence that AI holds promise in improving diversity and streamlining 
the recruitment process [6]), enhancing our understanding of AI adoption trends among Human Resources professionals and pro-
moting greater openness in AI algorithms [4,5,7] In the past, Strategic Human Resource Management has emphasized ensuring that an 
organization’s human resources are effectively aligned with its long-term objectives [8]). There is a growing discussion among aca-
demics worldwide about the potential effects of GAI and related technologies on contemporary human resource management 
practices. 

Rhem [9] asserts that Machine learning techniques are important in AI and business because they can accurately represent intricate 
systems by discerning patterns within extensive datasets. The study by Ref. [10] examines the research state of artificial intelligence 
(AI) and machine learning (ML) applications in the Banking, Financial Services, and Insurance sectors. 

The promising prospects of AI generate a sense of optimism owing to its remarkable capacity for adaptability and efficiency. The 
current learning methodology necessitates revision. AI datasets and algorithms are prone to human biases, leading to inaccurate re-
sults. Similar persistent concerns exist regarding the possibility of divesting ethical standards in managerial decision-making and the 
gradual decline of professional skills. Like its predecessors, AI exhibits certain limitations. The challenges mentioned above result from 
the methodologies and datasets utilized in training AI models [11]. 

As the advancement of AI continues, it becomes increasingly apparent that AI models will be increasingly deployed, especially in 
human resources and recruitment [12,13]. The possibility of bias in Ref. [14] and especially within the realm of GAI is a matter of 
tremendous concern [15]. The Amazon AI recruiter serves as a concrete example of how bias becomes evident in real-world scenarios; 
based on prior research conducted by Kaplan and Haenlein [16] as well as Taniguchi et al. [17], it has been observed that the AI system 
demonstrated a tendency to favor male candidates. This exemplifies the importance of conducting testing and implementing modi-
fications throughout the various phases of implementing GAI systems. The importance of bias and ethics has always been the highest 
priority in the academic field focused on studying human subjects. Organizations on a global scale must comprehensively understand 
the benefits and drawbacks of using GAI-based solutions within HRM [18]. 

The Human Resources function has traditionally been driven by employer instructions to achieve organizational goals. Never-
theless, the new world of work tends to adopt methods that allow employees to access Human Resources anytime, anywhere, and 
where human capital is treated as a shared responsibility between employers and employees [19]). The demand for individual Human 
Resource Development is growing in such a workplace, where employees can access Human Resource Development possibilities ac-
cording to their interests. GAI tools like ChatGPT and Bard can provide employees with human capital development resources like 
online tutorials and training modules and provide personalized feedback for skill development. Hence, the purpose of our study is to 
analyze ChatGPT and Bard’s HR literacy performance to gain insight into their strengths and weaknesses and what HR roles they would 
be most suitable for. 

Incorporating GAI, such as ChatGPT and Bard, has become a more prevalent area of investigation in recent years. However, not 
many studies have been conducted in the realm of Human Resource Management (HRM), which warrants the need for additional 
empirical research to investigate their effectiveness and proficiency in people management operations, especially concerning Human 
Resource Management literacy [5]. The application of GAI in HRM operations has the potential to amplify effectiveness and can extend 
support in managerial decisions while evaluating employee performance. A review of extant studies highlights impending challenges 
associated with human-focused activities while utilizing GAI due to ethical dimensions related to data protection, permission, potential 
litigation, and biases that are innate to these artificial intelligence-based solutions [4,20]. Although GAI-based tools exhibited 
remarkable accomplishments in various domains, especially in automating scientific methods to a more significant extent, a certain 
degree of trepidation remains concerning their pertinency in HR-related aspects. These apprehensions are mainly because of the reason 
that HR entails comprehending individuals and organizational structures. The objective of this research is to address the prevailing 
knowledge gap by carrying out a comparative analysis of the HR literacy levels amongst between two conspicuous GAI tools, namely 
ChatGPT and Bard. This analysis is based on a dataset obtained from queries answered by GAI models for Strategic Human Resources 
Management (HRM) Professional Certification programs, which have yet to receive adequate attention within the field of Human 
Resource Management. We compare the performance of GAI tools based on the accuracy, relevance, and clarity of the generated 
responses and use statistical tests to assess the response differences. We deploy the cosine similarity metric [21] to understand the 
similarities of the responses and the readability of responses to measure the differences in the difficulty of understanding the responses 
between the GAI tools. In addition, we probe into the potential biases, constraints, and broader corollaries these tools might possess. 
The findings of our study will help in garnering evidence about the efficacy of these GAI tools in the field of HRM, especially regarding 
ethical aspects, cultural competence, and alignment with organizational requirements and expectations of stakeholders. 

2. Literature review 

2.1. GAI tools in human resources management 

GAI tools that provide human-like conversations shift control and knowledge from people to machines, affecting human beings as 
well as organizations [22,23]. Human Resource Management studies investigate Generative AI [4] using a socio-technical approach 
and a stakeholder approach [24]. The socio-technical approach emphasizes how work design affects stakeholder outcomes. The 
stakeholder approach considers various stakeholders, such as shareholders, management, and employees, for organizational 
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effectiveness. 
Studies adopting a socio-technical approach examine how HRM functions improve routine processes with GAI. Edlich et al. [25] 

explored how GAI chatbots are used in HR services to administer benefits, answer employee inquiries, and maintain records. Bhatt & 
Muduli [26] and Tcharnetsky & Vogt [27] investigate GAI in training programs and assert that technology-aided learning through 
natural language processing and interactive voice response can improve learning efficiency. GAI drives employment relations [28] and 
web-based recruiting systems [29,30]. In the performance management function, GAI maps the performance of the individuals with 
the objectives of the organization [31], processes complex data in less time [3,32], and writes reviews [33]. GAI identifies challenges 
and suggests solutions to promote sustainable HRM practices [5,34]. The jobs augmented by GAI would require employees to train AI 
systems, evaluate outputs and manage policies of AI systems [35,36]. 

Studies adopting a stakeholder approach contend that GAI may positively or negatively influence employees. Chowdhury et al. [5] 
investigated the turnover of employees and, through the lens of the resource-based theory of firms, emphasized the need for trans-
parent algorithms in GAI, as argued by Raisch and Krakowski [37]. Though Fitzpatrick et al. [38] deployed a GAI chatbot to provide 
mental health support for employee well-being and concluded that the symptoms of depression significantly reduced in the partici-
pants of the treatment group, there exists a possibility that the integration of GAI into routine work could increase anxiety about job 
security [2] and affect employee wellbeing. The LLMs of GAI can augment human efforts through various ways like writing and 
upskilling [2,39]. Since perceived satisfaction from efforts is related to engagement [39], adopting GAI can enhance employee 
engagement. However, redefining roles, new processes, and job displacement could also affect employee engagement in OpenAI [2]. 

Taken together, these studies suggest that using GAI as a decision-support tool in HRM improves the efficiency of HR processes. 
However, such an approach would lack the ability to comprehend nuances of specific circumstances like GAI’s focus on economic and 
societal impact [30], quality of human resources, team management, and diverse expectations of team members [40]. When used in 
HRM, GAI presents some concerns, like its consequences for science and society [23,41], the impact on practices of law [42], and 
collective action that subsequently impacts management theories [43]. The fact that GAI is trained mainly on large datasets in English 
could make other languages less important and obliterate diverse thinking since language is contextualized in a culture [44]. Misusing 
GAI raises concerns about data usage privacy and consent [4] and legal problems [45]. GAI is prone to biases [46] that could be 
attributed to the LLM training data [47,48]. Ethical usage should be emphasized [49] Since GAI prompts human beings to engage in 
unethical behaviors [50]. 

Studies have compared the performance of GAI tools in different settings. 

2.1.1. Applied sciences 
Rao et al. [51] proposed a qualitative framework for the Myers–Briggs Type Indicator [52] by comparing the performance of LLMs 

in evaluating human personalities. Patnaik & Hoffmann [53], who investigated the hallucinations of LLMs in clinical medicine - on 
patients’ view of anesthesia before surgery, found that ChatGPT exhibited intellectually superior performance over Bard in psychiatry. 
Patil et al. [54] compare the radiology knowledge of ChatGPT and Bard and conclude that both display reasonable radiology 
knowledge and should be used with conscious knowledge of their limitations. Studies have compared the performance of the LLMs to 
generate accurate responses to common myopia-related queries [55] to differentiate between medical emergency and non-emergency 
[56], to generate differential diagnoses in neurodegenerative disorders [57], and to generate recommendations that reduce meningitis 
outbreaks [58]. 

2.1.2. Automation 
In problem-solving through algorithms, Alexander [59]) compared ChatGPT and Bard in competitive tasks for their accuracy of 

codes, test code, and specifications. The author concludes that while ChatGPT provided accurate responses, Bard leveraged Python 
libraries and generated quick solutions. Though ChatGPT-aided robotics like RobotGPT [60] have been implemented in several cases 
[61,62], Bard-aided robotics is in its infancy [63]. In the MITRE framework of cyber security that organizations use to understand 
security readiness and existing vulnerabilities, ChatGPT outperforms Bard in time series analysis and in relevant code generation that 
aligns with MITRE [64] Ahmed et al. [63] compared Bard and ChatGPT in use cases for translation, product specifications, and 
transcripts. They assert that ChatGPT identifies accurate improvement areas in electronics while in customer service. It saves time and 
enhances experiences through personalized interactions. While Hans [65] compares ChatGPT and Bard in code generation and con-
cludes that both exhibit similar levels of consistency in their performance, Tafferner et al. [66] conclude that Bard generates creative 
language that finds applications in marketing, publishing, writing, and advertising and performs superior in code development and 
error detection in programming languages compared to ChatGPT. In the context of automating the journal quality evaluation, Dadkhah 
et al. [67] contend that ChatGPT is an unreliable tool for detecting hijacked and predatory journals and suggests an alternative tool. 
McGowan et al. [68] compared ChatGPT and Bard in English, Spanish, and Italian to produce accurate references that supplement 
academic literature search and contend that the legitimacy and accuracy are questionable and the outputs of both LLMs can be verified 
independently. 

2.1.3. Neutrality 
West [69] observed that while Bard condemned the invasion of Ukraine by Russia, ChatGPT took a neutral stand. Bard did not 

respond to topics like the Muslim minorities in China or the holocaust, but ChatGPT provided neutral responses. In the context of the 
TikTok ban, while ChatGPT provided historical reasoning and Donald Trump’s attempts to ban it, Bard focused on the population base 
of youth who used TikTok and the impact of the ban on the US economy. When prompted with political questions about Trump and 
Biden, Bard generated more opinionated responses than ChatGPT [69]. 
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2.1.4. Learning 
Plevris et al. [70] assert that ChatGPT-4 wins over ChatGPT3.5 on correctness, while Bard outperforms ChatGPT-4 in answering 

questions published online. Bard creates customized learning materials and uses Google Workspace and Google Classroom, which 
ChatGPT cannot access [71,72]. Dao [73] compared the performance of ChatGPT, Microsoft Bing Chat, and Google Bard on English 
language proficiency at high schools in Vietnam and concluded that the LLMs outperform the students and Bing is the best among the 
three. Santos [74] compared the performance of ChatGPT-3.5, ChatGPT-4, Bing Chat, and Bard on Physics problems. Despite the 
disparities, he asserts they can all think critically, solve problems, comprehend concepts, personalize learning, and display subject 
knowledge. Raman et al. [75] offer valuable insights into ChatGPT on policy, information sciences, education, scientific publishing, 
and biomedical sciences by examining the early attention of ChatGPT research using the Altmetric Attention Score. An accelerating 
role for AI tools in expediting academic publication is further established by Raman [76] by systematically analyzing the acknowl-
edgment of ChatGPT in publications. The study contends that acknowledgments are most frequent from authors with U.S. affiliations, 
followed by China and India in the fields of Biomedical, Clinical Sciences, and Information and Computing Sciences in avenues like 
“The Lancet Digital Health” and “bioRxiv." 

2.1.5. Exams 
Interactive Professional exam studies contend that ChatGPT consistently outperforms Bard, and 50–75% of fundamental questions 

of SAT were answered incorrectly by Bard [77]. In clinical medicine, Bard shows a higher probability of generating hallucinations 
[78], while ChatGPT provides high-quality and relevant responses to questions about postpartum depression and imaging [79]. 
Campello et al. [80] compared the performance of Bing, Bard, ChatGPT, and Quora Poe in an intelligence test in Brazil and contend 
that ChatGPT and Bing achieve the highest scores and possess the intellectual ability to replace humans in high-skilled jobs. 

2.1.6. Human resources settings 
Though GAI tools have produced impressive results in various areas, their potential in HR settings remains largely unexplored. The 

primary industries exposed to advances in GAI tools are commodities and investments, securities, and legal services [81]. Since the 
exposure to GAI tools and occupations’ mean wages exhibit a statistically significant correlation [81], it contradicts the notion that GAI 
would first impact monotonous and high-risk jobs. Assessing human resource management from the point of GAI tools enables one to 
discover the potential ethical risks of GAI tools [82] and facilitate the development of more trustworthy GAI tools. It would help 
determine the perception of humans and understand their modes of thinking, response motivation, and communication patterns [51]. 

GAI tools like ChatGPT and Bard can provide employees with human capital development resources and provide personalized 
feedback. Hence, the purpose of our study is to evaluate the performance of ChatGPT and Bard in their HR literacy, which can provide 
insights into their strengths and weaknesses and the roles they are most suited to take up in HR. Our methodology of using HR cer-
tification to assess HR literacy remains largely unexplored since HR academicians tend to focus on issues of less interest to practi-
tioners, and consequently, there are limited efforts to collect data on certifications [83]. We address this gap by comparing the HR 
literacy levels of two Generative Artificial Intelligence (GAI) tools, ChatGPT and Bard, using a dataset of an HR certification. 

2.2. Society for Human Resource Management (SHRM) certification 

SHRM, the most extensive professional human resource association founded in 1948, is a non-profit professional membership 
organization (https://www.shrm.org/). It has over 300,000 members devoted to promoting, educating, and connecting HR pro-
fessionals in the workplace [84]. Individuals in Human Resource Management acquire certifications to establish credibility and 
competence [85–87]. The SHRM Certified Professional (SHRM-CP) deals with topics like implementing HR policies, data collection, 
compliance, and discipline. The SHRM-CP comprises 134 questions, segregated into situation-based and knowledge-based categories. 
Each category is timed independently and has to be completed within 3 h and 40 min. 

3. Research framework 

Our research focuses on evaluating the quality of responses generated by GAI tools like ChatGPT and Bard. The research question is 
motivated by the growing importance of these tools in various applications, where accurate and reliable responses are crucial. Un-
derstanding and improving the quality of their responses is essential for ensuring their responsible and effective utilization.  

• Inconsistent accuracy: GAI tools ChatGPT and Bard can exhibit inconsistencies in their response accuracy, making it difficult to rely 
on them for critical tasks. This research aims to identify factors influencing accuracy and develop methods for improving it.  

• Limited comprehensiveness: GAI tools may sometimes provide incomplete or superficial responses, lacking sufficient depth and 
detail. This research seeks to assess the comprehensiveness of responses and explore ways to ensure they cover all relevant 
information.  

• Ambiguity and redundancy: GAI tools responses can be unclear or convoluted, making them difficult to understand. This research 
investigates methods to enhance clarity and conciseness, leading to unambiguous and direct responses. 

The rapid integration of GAI tools into various domains necessitates a comprehensive understanding of their response quality. 
Numerous tests exist across different domains, yet the distinct features of each field, like human resources, require specialized studies. 
This is due to the fact that GAI tools might display varied behaviors and susceptibilities in specific domain contexts, which cannot be 
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generalized from standard tests. The noted variances in how ChatGPT and Bard manage sensitive issues are indicative of their inherent 
ethical and philosophical coding, which holds importance. Comprehending these variations is crucial as these tools become more 
integrated into society and as we face ethical challenges. This research is crucial for enabling responsible and effective utilization of 
GAI tools in domains such as education, healthcare, and customer service. By identifying and addressing the limitations in response 
quality, this research paves the way for improved GAI tools’ performance and increased trust in their generated outputs. 

Table 1 serves as a comprehensive research framework designed for the empirical evaluation of ChatGPT and Bard. The framework 
employs a multi-dimensional approach to investigate the performance of the two tools on a dataset encompassing questions from the 
Human Resources Management (HRM) domain. The metrics are organized into Descriptive Analysis, Response Analysis, Statistical 
Analysis, Impact of Confirmation Queries, Cosine Similarity Analysis, Readability Analysis, and Comparative Analysis of responses. 

Research Problem 1: Variability in Response Quality. This research aims to quantify and analyze the performance variability in AI 
responses. By utilizing descriptive analysis and t-tests, the study identifies the extent of variability and performance differences be-
tween models. 

Research Problem 2: Inconsistency in Response Structure and Content. The study uses cosine similarity analysis to evaluate how 
consistent the GAI tools are in their response structure and content, addressing concerns about reliability. 

Research Problem 3: Readability and Accessibility of AI-generated Content. Using Flesch metrics, the research assesses the read-
ability and complexity of language used by GAI tools, which is crucial for ensuring that the content is accessible to a broad audience. 

Research Problem 4: Comparative Analysis of Responses. Here we looked at several scenarios comparing ChatGPT and Bard’s 
responses. For each of the scenarios, like both responses were correct or incorrect, only one of them is correct etc, we performed further 
analysis. 

3.1. Study design 

We used ChatGPT and Bard to evaluate their performance in responding to MCQ questions from a dataset (n = 134 MCQs) prepared 
by the Society for Human Resource Management (SHRM). Our study was conducted using the GPT-4 (https://chat.openai.com/) and 
Bard (https://bard.google.com/chat, updated July 13, 2023) from August 15 to 21, 2023. 

Data Collection consisted of the following steps.  

1. Question Input: Each question from the dataset was systematically input into ChatGPT and Bard.  
2. Initial Response Capture: Responses from both were recorded.  
3. Confirmation Query: If the initial response from either ChatGPT or Bard did not match the correct answer, a follow-up query, “Are 

you sure?” was posed to the respective tool.  
4. Second Response Capture: The subsequent response was recorded after the confirmation query.  
5. Explanation Capture: Regardless of the correctness of the second response, an explanation for the given response was recorded and 

analyzed by experts for three measures (Accuracy, Relevance, and Clarity) 

3.2. Descriptive and Response Analysis 

Table 2 shows how we track the response accuracy from both tools.  

● “Both Correct” means that ChatGPT and Bard answered the question correctly.  
● “Bard Only Correct” means that Bard answered the question correctly, while ChatGPT did not.  
● “ChatGPT Only Correct” means that ChatGPT answered the question correctly, while Bard did not.  
● “Both Wrong” means that neither ChatGPT nor Bard answered the question correctly. 

Table 1 
Research framework to evaluate ChatGPT and Bard.  

Measure Metric Interpretation 

Descriptive Analysis Average and distribution of scores Higher averages indicate better performance; distribution helps understand 
variability in responses. 

Response Analysis Accuracy How correct and truthful the response is.  
Relevance Broader coverage of relevant information in the response.  
Clarity Clearer responses without ambiguity. 

Statistical Analysis t-test results for each measure Significant differences show that one tool may outperform the other in certain 
measures. 

Impact of Confirmation 
Queries 

The difference in accuracy when the query ‘Are 
you sure?’ is posed 

A positive difference suggests that the confirmation query improves accuracy. 

Cosine Similarity Analysis Cosine similarity values between ChatGPT and 
Bard’s responses 

Higher values indicate more similarity in response structure and content, 
which might indicate consistency. 

Readability Analysis Flesch Readability Ease 
Flesch-Kincaid Grade Level 

Higher scores indicate easier readability. 
Lower scores indicate simpler language, targeting a younger audience. 

Comparative Analysis of 
responses 

Select a sample of questions. Which responses are correct, incorrect, only one tool has answered correctly, 
no answer, etc.?  
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We also tracked questions that either ChatGPT or Bard chose not to select any of the given answer choices. 
We are proposing three measures, Accuracy, Relevance, and Clarity, to categorize the responses to questions. Each response is rated 

on a 5-point Likert scale. 
Measure 1: Accuracy of the response, considering how correct and truthful the response is.  

1. Completely Inaccurate: The response is entirely incorrect or false.  
2. Mostly Inaccurate: The response contains some truth but is largely incorrect.  
3. Somewhat Accurate: The response is a mixture of correct and incorrect information.  
4. Mostly Accurate: The response is largely correct but may contain minor inaccuracies.  
5. Completely Accurate: The response is entirely correct and truthful. 

Measure 2: Relevance of the response, considering how closely it aligns with the question or prompt.  

1. Completely Irrelevant: The response does not address the question or prompt at all.  
2. Mostly Irrelevant: The response somewhat addresses the question but is largely off-topic.  
3. Somewhat Relevant: The response addresses the question to some extent but could be more focused.  
4. Mostly Relevant: The response is on-topic and closely aligns with the question, with minor deviations.  
5. Completely Relevant: The response directly addresses the question or prompt and stays on-topic. 

Measure 3: Clarity of the response, considering how clearly and understandably the response is communicated.  

1. Very Confusing: The response is largely incoherent and difficult to follow.  
2. Mostly Confusing: The response has some clear elements but is overall hard to understand.  
3. Moderately Clear: The response is understandable but could be clearer or more concise.  
4. Mostly Clear: The response is clear, with only minor ambiguities or complexities.  
5. Completely Clear: The response is articulated in a perfectly clear and coherent manner. 

Two independent expert faculty members from the Business School at our University who regularly teach students graduate-level 
courses in Human Resources Management were assigned to read each explanation text from ChatGPT and Bard and assign a score of 
1–5 for each of the three measures. To ensure the reliability and consistency of the scoring process, we used a third expert faculty 
member as an adjudicator. This expert member was used whenever the first two members disagreed on a score. The third expert’s role 
was to review the explanation text and decide which was considered final. 

3.3. Statistical analysis 

Paired sample t-tests were employed to assess the differences in scores between ChatGPT and Bard for each measure:  

1. Comprehensiveness t-test: A paired t-test was conducted to compare the accuracy scores of ChatGPT and Bard for each question.  
2. Clarity t-test: Similarly, another paired t-test was performed to contrast the relevance scores of the two GenAI tools for every 

question.  
3. Conciseness t-test: A third paired t-test was carried out to compare the clarity scores of ChatGPT and Bard for each question. 

Interpretation of Results: Significance was determined at the 0.05 level. For each t-test, a p-value of less than 0.05 would suggest a 
statistically significant score difference between the two GenAI tools for that metric. The mean difference would indicate the direction 
of this difference (i.e., which model performed better). 

3.4. Cosine similarity analysis 

Cosine similarity is a measure of the similarity between two texts. In the context of comparing the responses of ChatGPT and Bard, 
cosine similarity can be used to measure the similarity between the text embeddings of the two responses. A study by Borji et al. [88] 
used cosine similarity to compare the responses of four different large language models (LLMs), including ChatGPT and Bard. The study 
found that cosine similarity was a reliable measure for comparing the responses of LLMs and that it could be used to identify differences 
in the performance of the different models. 

Calculating the cosine similarity between the answers given by ChatGPT and Bard for the same question can provide insights into 

Table 2 
Accuracy analysis.   

ChatGPT Correct ChatGPT Wrong 

Bard Correct Both Correct Bard Only Correct 
Bard Wrong ChatGPT Only Correct Both Wrong  
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how similarly the two models are thinking. If the cosine similarity is high, it suggests that both models are using similar terms and 
concepts in their answers. If it’s low, they are approaching the question differently. One advantage of using cosine similarity is that it is 
a relatively simple and efficient measure to compute. Another advantage is that it is not affected by the length of the text embeddings. 
This makes it a suitable measure for comparing the responses of ChatGPT and Bard, which may have different lengths. A publicly 
available tool was used to calculate the Cosine similarity values (https://tilores.io/cosine-similarity-online-tool). Response for each 
question by ChatGPT and Bard was copied into the tool, and the resulting similarity value was noted. 

3.5. Readability Analysis 

Calculating the Flesch Readability Ease score and the Flesch-Kincaid Grade Level score for each response from ChatGPT and Bard 
can be a valuable way to compare how the two models perform regarding readability. These scores provide quantitative measures of 
how easy reading and understanding a given text is. 

Flesch Readability Ease score: Measures the reading ease of a text, with higher scores indicating easier readability. Comparing 
these scores between the two models can provide insights into which model produces text that is easier for a general audience to read. 

Flesch-Kincaid Grade Level score: Estimates the U.S. educational grade level required to understand the text. Comparing these 
scores can give you an idea of the complexity of the responses generated by each model. 

In a study by Patnaik and Hoffmann [53], the readability of the responses of ChatGPT and Bard was compared using the Flesch 
Readability Ease score and the Flesch-Kincaid Grade Level score. The study found that the responses of Bard had a higher Flesch 
Readability Ease score and a lower Flesch-Kincaid Grade Level score than the responses of ChatGPT. This suggests that the responses of 
Bard were easier to read and understand than the responses of ChatGPT. 

A publicly available tool calculates the readability scores (https://goodcalculators.com/flesch-kincaid-calculator/). Response for 
each question by ChatGPT and Bard was copied into the tool, and resulting values were interpreted. 

4. Results 

4.1. Descriptive analysis 

Table 3 offers a detailed comparative analysis of the accuracy between ChatGPT and Bard’s answers based on 134 questions from 
the SHRM dataset. In scenarios where both Bard and ChatGPT provided correct answers, Bard was correct 99 times. When Bard was 
correct and ChatGPT was incorrect, this occurred in 12 instances. On the other hand, Bard was incorrect, while ChatGPT was correct in 
15 cases. Both tools were incorrect in 8 instances. This results in an overall accuracy rate of 84.3% for ChatGPT (114 correct answers 
out of 134) and 82.8% for Bard (111 correct answers out of 134). 

An intriguing aspect of this comparison is revealed through the nuanced discrepancies in cases where one model was correct while 
the other was not, as well as situations where both models made the same mistakes. These findings illuminate the distinct strengths and 
weaknesses of each GAI tool and indicate potential variances in their design or training data, which could influence their performance 
in specific domains. 

From Table 4, based on the Paired Samples t-test results, the mean accuracy for ChatGPT (4.86) and Bard (4.80) suggests a minimal 
difference in performance between the two systems. The variance indicates that ChatGPT’s scores are more tightly clustered around 
the mean compared to the Bard, implying more consistent performance. The Pearson correlation of approximately 0.23 shows a weak 
positive association between the accuracies of the two systems. Crucially, the p-values for both one-tailed (0.152) and two-tailed 
(0.303) tests exceed the conventional alpha level of 0.05, indicating that the observed differences in accuracy are not statistically 
significant. In summary, the statistical analysis does not provide sufficient evidence to conclude that there is a meaningful difference in 
the accuracy of ChatGPT and Bard for the dataset under examination. 

As seen in Table 5, the Paired Samples t-test results for the “Relevance” metric provide several notable insights. Both ChatGPT and 
Bard display remarkably similar mean relevance scores - 4.93 for ChatGPT and 4.92 for Bard, indicating a negligible difference in 
performance on this measure. Variance in relevance for ChatGPT (0.085) is slightly lower than for Bard (0.121), suggesting that 
ChatGPT’s performance may be marginally more consistent in terms of relevance. The Pearson correlation is extremely low at 
approximately 0.013, suggesting almost no linear relationship between the relevance scores of the two systems. Regarding the test 
statistics, the t-value is 0.192, which is much lower than the critical t-values for both one-tailed (1.656) and two-tailed (1.978) tests. 
The p-values for one-tailed (0.424) and two-tailed (0.848) tests are significantly greater than the conventional significance level of 
0.05. This implies that the observed minute difference in relevance between the two systems is statistically insignificant. In summary, 
the statistical evidence does not support a significant difference in the relevance performance between ChatGPT and Bard based on this 
dataset. 

In the Paired Samples t-test results as shown in Table 6 concerning the “Clarity” metric, the average clarity score for ChatGPT stands 

Table 3 
Accuracy of responses.   

ChatGPT Correct ChatGPT Incorrect 

Bard Correct 99 12 
Bard Incorrect 15 8  
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at approximately 4.86, whereas for Bard, it is around 4.62. This suggests a more noticeable difference in performance compared to the 
“Accuracy” and “Relevance” metrics previously discussed. ChatGPT also demonstrates a lower variance (0.138) relative to Bard 
(0.268), which could indicate more consistent clarity scores. The Pearson correlation between the two sets of clarity scores is 0.187, 
denoting a weak positive relationship. Importantly, the t-value is substantially high at 4.79, which far exceeds the critical t-values for 
both one-tailed (1.656) and two-tailed (1.978) tests. The p-values are remarkably low - 2.22E-06 for the one-tailed and 4.45E-06 for the 
two-tailed tests—much below the conventional alpha level of 0.05. Consequently, we can reject the null hypothesis, concluding that 
there is a statistically significant difference in clarity between ChatGPT and Bard. The statistical results strongly indicate that ChatGPT 
performs significantly better than Bard in terms of clarity based on the examined dataset. 

4.2. Impact of confirmation query 

Table 7 illustrates the impact of a confirmation query, specifically “Are you sure?” on the responses of Bard and ChatGPT. 
For Bard, only one response was correct after the “Are you sure?” query, whereas 23 responses were incorrect. On the other hand, 

ChatGPT had zero correct responses following the query but also fewer incorrect responses, with a count of 16. 
This data suggests that the inclusion of a confirmation query (“Are you sure?”) does not seem to improve the accuracy of either Bard 

or ChatGPT. Specifically, Bard appears to be notably inaccurate after the confirmation query, and ChatGPT does not achieve any 
correct responses post-query but has fewer incorrect ones compared to Bard. 

The implications of these findings may point to limitations in the ability of GAI tools to correctly adjust their responses when 
prompted for verification, thus raising questions about the efficacy of using a confirmation query as a mechanism to improve response 
accuracy. 

Table 4 
t-test: Paired Two Sample for Means (Accuracy).   

Accuracy ChatGPT Accuracy Bard 

Mean 4.858209 4.798507 
Variance 0.197789 0.372629 
Observations 134 134 
Pearson Correlation 0.226317  
Df 133  
t Stat 1.033055  
P (T ≤ t) one-tail 0.151727  
t Critical one-tail 1.656391  
P (T ≤ t) two-tail 0.303453  
t Critical two-tail 1.977961   

Table 5 
t-test: Paired Two Sample for Means (Relevance).   

Relevance ChatGPT Relevance Bard 

Mean 4.925373 4.91791 
Variance 0.084615 0.12103 
Observations 134 134 
Pearson Correlation 0.013307  
df 133  
t Stat 0.191757  
P (T ≤ t) one-tail 0.424112  
t Critical one-tail 1.656391  
P (T ≤ t) two-tail 0.848225  
t Critical two-tail 1.977961   

Table 6 
t-test: Paired Two Sample for Means (Clarity).   

Clarity ChatGPT Clarity Bard 

Mean 4.858208955 4.619403 
Variance 0.137638873 0.267591 
Observations 134 134 
Pearson Correlation 0.186826476  
df 133  
t Statv 4.786702082  
P (T ≤ t) one-tail 2.22383E-06  
t Critical one-tail 1.656391244  
P (T ≤ t) two-tail 4.44766E-06  
t Critical two-tail 1.977961264   
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4.3. Cosine similarity analysis 

In the analysis of 134 questions, observable changes in cosine similarity scores emerged from the dataset. A small subset, 
comprising 12 questions, displayed a cosine similarity score below 60, implying a low level of congruence between responses from 
ChatGPT and Bard. In contrast, the vast majority, consisting of 113 questions, exhibited scores ranging from 60 to 80, denoting a 
moderate to high degree of similarity between the two systems. Exceptionally, three questions had scores surpassing 80, signifying an 
almost identical response generated by both tools. Intriguingly, for six questions, Bard was unable to generate a response, rendering the 
computation of a similarity score unfeasible. Organizations and developers responsible for GenAI tools may adopt varying approaches 
to address ethical concerns or potential misuse. OpenAI, for instance, has continually fine-tuned models like ChatGPT to strike a 
balance between utility and safety, whereas Bard might have been engineered with more stringent safeguards against misuse. 

4.4. Readability Analysis 

In the analysis of readability metrics, the Flesch-Kincaid Grade Level score and the Flesch Readability Ease score offer contrasting 
insights into the language complexity and readability of text generated by ChatGPT. On the Flesch Readability Ease score, ChatGPT 
registers at 31.491, while Bard scores higher at 41.608 (Table 8). This scale generally ranges from 0 to 100, with lower scores indi-
cating more difficult text and higher scores indicating easier text. Hence, according to this metric, Bard’s output is more straight-
forward to read than ChatGPT’s. This suggests that text generated by ChatGPT may require a higher educational level for 
comprehension, implying a more complex linguistic structure. Conversely, Bard’s text appears to be targeted at a slightly lower 
educational level. 

The diverging scores on Flesch-Kincaid Grade Level and Flesch Readability Ease suggest that while ChatGPT’s output may employ a 
more complex lexicon or sentence structure, Bard’s output is geared towards more comfortable readability. Therefore, Cosine Simi-
larity could reveal whether these disparities in readability and complexity translate into significant differences in the actual word and 
phrase usage between the two systems. 

4.5. Comparative Analysis of Responses 

The differing responses between ChatGPT and Bard when fielding questions related to human resource management may be 
influenced by various factors:  

● Data Training: The functioning of these AI models is predominantly influenced by their training data. Distinctive datasets or fine- 
tuning approaches could lead ChatGPT or Bard to offer more guarded responses.  

● User Feedback: Modifications to the model can also come from user input. If developers note that the system is being exploited or 
misused in some manner, they may fine-tune the model’s parameters or guidelines to make it more cautious. 

In addition to these main factors, several other considerations could affect their responses. For example, the specific algorithms, 
filtering techniques, and any built-in rules that are part of each system can differ and thus influence the model’s behavior. Further-
more, the models’ generalization capabilities from their training data could also vary. When posed with politically sensitive queries, 
Bard takes an opinionated stand, while ChatGPT tends to be neutral [69]. If, during training, ChatGPT or Bard were exposed to in-
stances where human resource management questions were linked to contentious or unethical situations, the model might become 
more reserved in providing detailed responses in this domain. Thus, a combination of factors can contribute to the variations in 
behavior observed between ChatGPT and Bard in the realm of human resource management. 

We have looked at several scenarios comparing ChatGPT and Bard’s responses (Table 9). 
Comparative analysis results. 

Table 7 
Impact of Confirmation Query – Are you sure?   

Correct after Are you sure Incorrect after Are you sure 

Bard 1 23 
ChatGPT 0 16  

Table 8 
Readability analysis.  

GenAI tool Flesch-Kincaid Grade Level score Flesch Readability Ease score Estimated reading level 

ChatGPT 12.505 31.491 College 
Bard 11.469 41.608 College  

R. Raman et al.                                                                                                                                                                                                        



Heliyon 10 (2024) e27026

10

5. Discussion on comparative analysis 

The comparative analysis of Bard and ChatGPT’s efficacy in providing strategic HR solutions may be conducted by examining the 
accuracy of the responses shown in Tables 11–15 and the underlying HR strategy articulated within these responses. In our research, 
we consider both quantitative and qualitative data, encompassing metrics such as the proportion of accurate and inaccurate responses 
and the comprehensiveness exhibited in the problem-solving procedure. 

Table 11 illustrates that ChatGPT and Bard have adopted a quantitative, data-centric approach, indicating a proclivity towards 
utilizing empirical data in developing human resources strategies and decision-making. This aligns with contemporary human re-
sources practices, which emphasize utilizing large-scale data and data analytics. According to the findings presented in Table 11, both 
ChatGPT and Bard recommend selecting option “c) Monthly turnover levels” as the preferred choice for Question 12. Based on the 
information shown in the table, it can be concluded that option “a) Exit interviews” is the correct choice for the SHRM test. 

The underlying concept of ChatGPT and Bard’s response was to acquire a quantitative comprehension of staff turnover by analyzing 
monthly attrition rates. Rather than relying solely on post-departure exit interviews, human resources practitioners should utilize 
timely and comprehensive data to discern patterns in employee departures and modify their strategies accordingly. In contrast, Option 
(a) exit interviews indicate that the organization is endeavoring to get further insights into the factors contributing to employee de-
partures. This assertion is substantiated by the suitable response in the SHRM evaluation, as depicted in the table provided. Merely 
examining turnover rates in isolation may yield insignificant findings for the company. When undertaking exit interviews, it is possible 
to acquire qualitative data that aids in elucidating the factors contributing to an employee’s departure. After collecting this data, it can 
be employed to develop more efficient approaches to maintain existing personnel. 

According to Tables 12 and it is evident that ChatGPT exhibits specific inconsistencies that possess the potential to give rise to 
challenges within a strategic human resources framework, whereby consistency has paramount importance. Bard advocates for human 
resource management practices, prioritizing preventive measures and forward-thinking approaches. According to the findings pre-
sented in Tables 12 and it can be inferred that option d) represents the most suitable course of action in response to issue 8. This implies 
that the human resources department should guide the organization, emphasizing the need to acknowledge the concerns raised and 
recommending a cautious approach in terms of immediate action. Although ChatGPT first selected option “c" before transitioning to 
option “a,” Bard ultimately opted for the option “a. “A pragmatic method can be applied to elucidate the rationale behind the orga-
nization’s adoption of this stance, as seen by the correct response (d) presented in the table. This approach upholds the organization’s 
existing position about the rigorous dress code policy while also considering the apprehensions expressed by the sales representative. 
One possible interpretation of the choice could be a managerial trade-off between the desire for predictability and the need for 
flexibility. Addressing criticism while maintaining the potential for further investigation demonstrates a prudent approach. 
Furthermore, it postpones the commencement of an investigation, allowing the organization to maintain compliance with its current 
protocol while remaining open to suggestions. 

The response provided by SHRM presents a viewpoint that proposes a potential compromise, indicating that although the concerns 
are valid, they do not necessitate an immediate investigation. This approach makes it possible to maintain the policy’s implementation 
while simultaneously adapting it in response to our deepening understanding of its far-reaching consequences. 

The depiction of ChatGPT is founded upon the prevailing depiction of the contemporary cooperative arrangement, as outlined in 
Table 13. This strategy can be advantageous for HR professionals because it emphasizes the importance of consistent relationships and 
promotes open communication. According to the data presented in Table 13, the response of ChatGPT is option a) Schedule weekly 
cross-departmental manager meetings to discuss department functions and challenges. In contrast, the response of Bard is option c) 
Temporarily transfer department managers across departments to gain experience working with different groups. At the same time, 
ChatGPT gives a more transactional answer, which is more practical and involves less conflict. Hence, we contend that ChatGPT would 
be more beneficial to augment the transactional processes in the HR function. In the actual workplace, GAI tools would be more helpful 
to augment transactional roles than strategic roles of the HR function. 

According to Table 14, both Bard and ChatGPT have demonstrated a comprehensive comprehension of international management 
practices. This particular skill serves as a valuable asset in enhancing the adaptability required in modern human resources contexts 
and is crucial for effectively addressing the complexities inherent in global human resources management. The answer provided for 
question 44 in Table 14 is “a) Ethnocentric. “The initial selection of “d) Polycentric” by ChatGPT was evidently erroneous. The Bard 
responded promptly once more on this occasion. 

The SHRM’s choice promotes an ethnocentric approach to global management by advocating for the importation of American 
methods and legal frameworks into other markets, disregarding other nations’ cultural and economic realities. The ethnocentric 

Table 9 
Comparative analysis scenarios comparing ChatGPT and Bard’s responses.  

Scenarios Table Number 

Both ChatGPT and Bard gave correct answers. Table 10 
Both ChatGPT and Bard gave wrong answers but agreed on the wrong answer Table 11 
Both ChatGPT and Bard gave wrong answers but did not agree on the answer Table 12 
ChatGPT’s answer is correct, and Bard’s answer is wrong. Table 13 
ChatGPT’s answer is wrong, and Bard’s answer is correct Table 14 
Bard chose not to answer, citing language model constraints Table 15  
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Table 10 
Both ChatGPT and Bard gave correct answers.  

Q Question Correct Answer ChatGPT’s Explanation Bard’s Explanation 

2 Mark the correct option. A company 
has been giving its employees 
automatic pay increases annually. 
Recently, however, production has 
decreased, resulting in less profit. 
The president tasks HR with 
implementing a new goal-oriented 
pay plan to incentivize employees to 
increase production. HR designs a 
pay-for-performance plan and trains 
supervisors. HR also sends an e-mail 
to all employees explaining the 
change, referring employees with 
questions to their supervisor. As part 
of the new program, goal 
development is handled by 
supervisors. However, some 
supervisors feel that the change in 
pay philosophy is unnecessary and 
tell employees that the new pay plan 
will not work. Twelve months pass, 
and, upon review of performance 
evaluations, HR finds that some 
appraisals lack goals and do not 
objectively measure employees’ 
work performance. The results are 
recommended pay increases that are 
subjective and unsubstantiated by 
metrics. Rumors that pay increases 
will be provided to employees who 
are favorites begin to impact morale, 
and work production continues to 
decline. Leadership is disappointed 
with the results of using a pay-for- 
performance system. Which first 
step should the HR manager take to 
change the current perceptions of 
HR with the company’s managers? 
a) Recommend reinstatement of the 
prior pay plan with minimal 
communication. b) Recommend 
reinstatement of the prior pay plan 
with minimal communication. c) 
Notify all employees about the 
retraction of the new pay plan to 
avoid employee complaints and 
supervisor dissatisfaction. d) 
Communicate the organization’s 
mission, vision, and strategy and 
HR’s role in support of the 
organization’s and employees’ 
success. 

d) Communicate the 
organization’s mission, vision, 
and strategy and HR’s role in 
support of the organization’s 
and employees’ success. 

The situation described highlights 
issues related to communication, 
alignment with organizational 
strategy, and buy-in from 
supervisors. The problem does not 
necessarily lie in the pay-for- 
performance plan itself, but rather in 
its implementation, understanding, 
and acceptance. Given the options 
provided: a) and b) are the same and 
both suggest simply reverting to the 
old pay plan without addressing the 
underlying problems. 
c) Focuses on retraction of the new 
plan, which again fails to address the 
underlying issues and misalignment. 
d) Communicate the organization’s 
mission, vision, and strategy and 
HR’s role in support of the 
organization’s and employees’ 
success. This option seems to focus 
on aligning managers and employees 
with the organizational strategy and 
clarifying HR’s role in supporting 
success. It seems to be the most 
logical first step in addressing the 
core issues.  

So, the correct answer would be: d) 
Communicate the organization’s 
mission, vision, and strategy and 
HR’s role in support of the 
organization’s and employees’ 
success. 

The answer is d) Communicate the 
organization’s mission, vision, and 
strategy and HR’s role in support of 
the organization’s and employees’ 
success.  

The HR manager needs to first address 
the root cause of the problem, which 
is the lack of trust between employees 
and supervisors. This can be done by 
communicating the organization’s 
mission, vision, and strategy, and 
HR’s role in support of the 
organization’s and employees’ 
success. This will help to clarify the 
purpose of the pay-for-performance 
plan and why it is important for the 
company.  

Once the trust has been rebuilt, the 
HR manager can then address the 
specific problems with the pay-for- 
performance plan. This may involve 
retraining supervisors on how to 
develop goals and how to write 
performance evaluations. It may also 
involve revising the pay-for- 
performance plan to make it more 
objective and transparent.  

Recommending reinstatement of the 
prior pay plan with minimal 
communication (option a) is not a 
good idea. This would only serve to 
confirm employee suspicions that HR 
is not acting in their best interests.  

Notifying all employees about the 
retraction of the new pay plan to 
avoid employee complaints and 
supervisor dissatisfaction (option c) is 
also not a good idea. This would only 
serve to further damage employee 
morale and trust in HR.  

Therefore, the best first step for the 
HR manager is to communicate the 
organization’s mission, vision, and 
strategy and HR’s role in support of 
the organization’s and employees’ 
success. This will help to rebuild trust 
and lay the foundation for addressing 
the specific problems with the pay- 
for-performance plan.  

Here are some additional things that 
the HR manager can do to change the 
current perceptions of HR with the 
company’s managers:  

Meet with managers one-on-one to 
discuss their concerns about the pay- 
for-performance plan. 
Set up a task force of managers and 
employees to review the pay-for- 
performance plan and make 
recommendations for improvement. 
Conduct a survey of employees to get 

(continued on next page) 
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approach aligns with a global pay and benefits plan that overlooks the diversity of local cultures. The policymaking process prioritizes 
the preferences and norms of the home country, often overlooking the distinct requirements and preferences of diverse localities. 

Table 15 illustrates the divergent reaction patterns of Bard and ChatGPT, potentially indicating disparities in their fundamental 
training, programming, and methods towards handling sensitive and crucial human resources situations. 

ChatGPT demonstrates a comprehensive engagement with each scenario, providing in-depth analysis and displaying a proactive 
attitude toward addressing complex human resources challenges. In contrast, Bard is more cautious, refraining from offering elaborate 
explanations. In HR scenarios characterized by intricate circumstances involving legal and ethical considerations, a more prudent 
strategy may be adopted to mitigate the potential for providing inaccurate or excessively assertive guidance. 

Upon examining specific inquiries that incorporate the term “strategy,” namely questions 22 and 11, it becomes apparent that Bard 
refrains from responding. This abstention potentially signifies a predetermined tendency to refrain from participating in strategic 
discussions without a comprehensive understanding and contextual awareness. This choice points towards the fact that Bard has more 
safeguards built into its design than ChatGPT against misuse in the HR function. Bard refrains from providing answers to inquiries 
numbered 89, 110, and 118 due to their nature, including potentially sensitive matters related to human resources, specifically about 
pay discrepancies and safeguards for those reporting misconduct. These particular queries require a comprehensive knowledge of the 
circumstances at hand. We reason that while ChatGPT emphasizes the transactional response focusing on technical aspects of the job 
and completion of the task at hand, Bard takes a cautious stand and expresses an inability to answer the questions that require more 
contextual data before making the right decisions. 

Upon comparing the arguments provided by the two GAI tools, it appears that Bard presents a more comprehensive and detailed 
elucidation of the reasons for the selection or rejection of each alternative (Table 16). This strategy considers a more significant amount 
of information before decision-making, resulting in a more comprehensive study of each issue. The top selections of ChatGPT were 
supported by robust statistical evidence and a sound rationale. However, the specific criteria for removing individual remarks were not 
readily apparent. 

Human Capital theory [89] emphasizes the role of individual and unit-level human capital – the knowledge, skills, and abilities. 
The Human Resource function in organizations deals with the development of employee expertise to improve the performance of 
individuals, teams, and organizations [90]. In the current organizational context, there is a growing demand for individualized 
development possibilities that could be accessed at any time and place to suit individual needs. Our findings that both Bard and 
ChatGPT possess notable strengths and weaknesses when it comes to addressing strategic and transactional human resources (HR) 
concerns could provide insights into the roles they are most suited to take up advancing the Human Capital in organizations. We find 
that while Bard demonstrates proficiency in strategic thinking, their propensity to engage in excessive contemplation can lead to 
reticence or even induce hallucinatory experiences. 

In contrast, ChatGPT exhibits commendable efficacy in providing prompt and pertinent replies. Our study provides evidence that 
the HR literacy levels of ChatGPT are higher than that of Bard, and we conclude that ChatGPT can serve as a robotic advisor [91,92] for 
transactional HR roles. ChatGPT, as the robotic advisor, can be used to provide employees with access to develop human capital and 
provide personalized feedback for skill development. 

5.1. GAI tools strengths and weakness 

One notable observation regarding the Bard system is its tendency to exhibit delayed response times, presumably due to the 
cognitive process of thoughtful consideration prior to providing an answer. Providing immediate responses can be challenging due to 
the presence of a strategic inclination. It appears that the Bard platform has been specifically developed to enhance the capacity for 
comprehensive analysis of various choices, hence offering potential benefits for implementing strategic human resources planning 
effectively. This aligns with prior research that has shown the benefits of adopting strategic HRM practices inside organizations [8]. 
Nevertheless, this inclination may occasionally hinder Bard’s ability to provide direct responses to practical and evident inquiries. 

Given the apparent propensity of Bard to increase the probability of experiencing hallucinations, it is imperative to implement 
additional measures to prevent its misuse. While the inclination towards protection is undeniably crucial in upholding moral stan-
dards, there exist circumstances in which its utility may be diminished. Given the extensive research conducted on AI hallucinations, 

Table 10 (continued ) 

Q Question Correct Answer ChatGPT’s Explanation Bard’s Explanation 

their feedback on the pay-for- 
performance plan. 
Hold town hall meetings to discuss the 
pay-for-performance plan with 
employees. 
By taking these steps, the HR manager 
can demonstrate that they are 
committed to working with 
employees and managers to create a 
fair and equitable pay system. This 
will help to rebuild trust and improve 
the perception of HR in the company.  
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including an examination of their associated risks and ethical implications, the existing body of literature strongly advocates for 
implementing techniques to reduce these issues [78]. 

The responses generated by ChatGPT are characterized by their transactional nature and ease of implementation, hence circum-
venting strategic intricacies. The enhanced efficacy of ChatGPT in operational HR functions that require prompt and pragmatic res-
olutions may be accompanied by a diminished understanding of abstract strategic concepts. According to Ulrich [93], the proper 

Table 11 
Both ChatGPT and Bard gave wrong answers but agreed on the wrong answer.  

Q Question Correct 
Answer 

ChatGPT Explanation Are you sure? Bard’s Explanation Are you Sure? 

12 Mark the correct option. 
A new competitor 
entered the market and 
attracted many of a 
manufacturing 
organization’s 
employees with higher 
hourly wages. The 
organization’s HR team 
has revised the staffing 
plan. Which data could 
alert HR to the need for 
further revisions? a) Exit 
interviews b) Stay 
interviews c) Monthly 
turnover levels d) 
Absenteeism reports 

a) Exit 
interviews 

In the scenario described, 
a manufacturing 
organization is losing 
employees to a 
competitor offering 
higher hourly wages, and 
the HR team has revised 
the staffing plan. The 
question asks which data 
could alert HR to the 
need for further 
revisions.  

The best metric to gauge 
whether the revised 
staffing plan is working 
would be to look at how 
many employees 
continue to leave the 
organization. If the 
turnover remains high, it 
might signal that the 
revisions to the staffing 
plan are not sufficient to 
retain employees.  

Therefore, the correct 
option is: c) Monthly 
turnover levels.  

This metric would 
directly reflect the 
ongoing trend in 
employee departures and 
help HR understand if 
further adjustments are 
necessary. 

Yes, I believe the correct 
option is indeed c) 
Monthly turnover 
levels.  

Here’s a brief 
explanation of why the 
other options might not 
be as directly relevant: 
a) Exit interviews: While 
these can provide 
valuable insights into 
why employees are 
leaving, they may not 
provide ongoing, 
quantitative data to 
signal the need for 
further staffing plan 
revisions. 
b) Stay interviews: These 
interviews with current 
employees can help 
understand what keeps 
them with the company 
but might not directly 
alert HR to the need for 
revisions in the staffing 
plan. 
d) Absenteeism reports: 
While this might 
indicate dissatisfaction 
among employees, it’s 
not as directly tied to the 
specific problem of 
losing employees to a 
competitor with higher 
wages.  

Option c) Monthly 
turnover levels would 
provide a regular, 
quantitative 
measurement of how 
many employees are 
leaving the organization, 
directly reflecting the 
issue at hand and 
alerting HR to the need 
for further revisions if 
the turnover rate 
remains high.  

The correct answer is 
c) Monthly turnover 
levels.  

Monthly turnover levels 
can alert HR to the need 
for further revisions to 
the staffing plan. If the 
monthly turnover levels 
are high, it could be a 
sign that the new 
competitor is still 
attracting employees 
with higher hourly 
wages.  

Exit interviews and stay 
interviews can also be 
helpful in identifying 
factors that are 
contributing to turnover. 
However, they are not as 
timely as monthly 
turnover levels. 
Absenteeism reports can 
also be helpful in 
identifying factors that 
are contributing to 
turnover. However, they 
are not as specific as 
monthly turnover levels.  

Therefore, the best data 
to alert HR to the need 
for further revisions to 
the staffing plan is 
monthly turnover levels.  

Here are some other 
factors that HR can 
consider when 
monitoring turnover 
levels:  

The industry average 
turnover rate. 
The company’s historical 
turnover rate. 
The reasons for turnover. 
The positions that are 
most affected by 
turnover. 
By monitoring these 
factors, HR can get a 
better understanding of 
the reasons for turnover 
and make adjustments to 
the staffing plan as 
needed.  

Yes, I am sure.  

Exit interviews and 
stay interviews are 
helpful in identifying 
factors that are 
contributing to 
turnover, but they are 
not as timely as 
monthly turnover 
levels. Absenteeism 
reports can also be 
helpful in identifying 
factors that are 
contributing to 
turnover, but they are 
not as specific as 
monthly turnover 
levels.  

Monthly turnover 
levels are the most 
timely and specific 
data that HR can use to 
identify the need for 
further revisions to the 
staffing plan. If the 
monthly turnover 
levels are high, it could 
be a sign that the new 
competitor is still 
attracting employees 
with higher hourly 
wages.  

I hope this helps. Is 
there anything else I 
can help you with?  
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Table 12 
Both ChatGPT and Bard gave wrong answers but did not agree on the answer.  

Q Question Correct Answer ChatGPT Explanation Are you sure? Bard’s Explanation Are you Sure? 

8 Mark the correct 
option. The company 
has a strict dress code 
because the 
leadership team 
believes the dress 
code will help the 
company be 
successful with their 
clients and also help 
the business grow. 
The top salesperson of 
the company came to 
work with sandals and 
shorts on. The director 
of sales wants to 
discipline the 
salesperson even 
though this is the top 
salesperson of the 
company. What 
advice should be 
provided if the 
salesperson questions 
the validity of the 
policy? a) HR should 
advise that the 
company conduct a 
review of the policy to 
check the concerns of 
the salesperson. b) HR 
should advise the 
company to ignore the 
concerns and ensure 
that the salesperson 
complies. c) HR 
should advise the 
company conduct 
analysis of the impact 
the policy has on 
company growth and 
on client retention. d) 
HR should advise the 
company not to ignore 
the concerns but to 
not make them a 
priority to investigate 
soon. 

d) HR should 
advise the 
company not to 
ignore the 
concerns but to 
not make them a 
priority to 
investigate soon. 

In the situation 
described, the 
salesperson is 
questioning the 
validity of the dress 
code policy, and it’s 
the role of HR to ensure 
that policies are 
enforced but also to 
consider employees’ 
concerns. While it’s 
essential to maintain 
consistency in applying 
policies, it can also be 
beneficial to evaluate 
whether the policy is 
reasonable and 
effectively serving its 
intended purpose.  

The best course of 
action would involve 
taking the 
salesperson’s concerns 
seriously without 
necessarily 
overhauling the policy 
without cause. This 
could entail an 
evaluation of whether 
the policy aligns with 
the company’s goals 
and client needs.  

So the correct answer 
would be: c) HR 
should advise the 
company to conduct 
an analysis of the 
impact the policy has 
on company growth 
and on client 
retention. 

I apologize for any 
confusion in my 
response. The scenario 
involves a salesperson 
questioning the validity 
of a dress code policy, 
and the director of sales 
wanting to discipline 
this employee.  

Let’s look at the options 
again: 
a) Suggests a review of 
the policy based on the 
salesperson’s concerns. 
b) Suggests ignoring the 
concerns and enforcing 
compliance. 
c) Suggests an analysis 
of the policy’s impact on 
company growth and 
client retention. 
d) Suggests not ignoring 
the concerns but not 
prioritizing an 
investigation.  

The question centers on 
the salesperson 
questioning the validity 
of the policy. While 
option c) considers a 
broader business 
perspective, it may be 
more of an 
organizational-level 
decision rather than a 
response to an 
individual employee’s 
concerns about a 
specific policy.  

In retrospect, option a) 
appears to be more 
aligned with addressing 
the individual concern 
by agreeing to review 
the policy. This response 
takes the employee’s 
concerns seriously and 
suggests a review to 
ensure that the policy is 
reasonable, which could 
both satisfy the 
employee’s inquiry and 
ensure that the policy 
aligns with the 
company’s goals.  

So the correct answer 
is likely: a) HR should 
advise that the 
company conduct a 
review of the policy to 
check the concerns of 
the salesperson.  

Thank you for 

The correct answer is 
a) HR should advise 
that the company 
conduct a review of 
the policy to check 
the concerns of the 
salesperson.  

The salesperson has a 
right to question the 
validity of the dress 
code policy. HR should 
advise the company to 
conduct a review of the 
policy to ensure that it 
is fair and reasonable. 
The company should 
also consider the 
salesperson’s concerns 
about how the policy 
might impact their 
ability to do their job.  

If the company decides 
to keep the dress code 
policy, they should still 
be open to discussing 
the concerns of the 
salesperson. They 
should try to find a 
solution that works for 
both the company and 
the salesperson.  

Here are some of the 
things that HR should 
consider when 
advising the company:  

The purpose of the 
dress code policy. 
The impact of the 
policy on the 
company’s clients. 
The impact of the 
policy on the 
salesperson’s ability to 
do their job. 
The salesperson’s 
concerns about the 
policy. 
By taking these factors 
into account, HR can 
help the company 
make a decision that is 
fair and reasonable.  

Option b), ignoring the 
concerns and ensuring 
that the salesperson 
complies, is not a good 
idea. This could lead to 
resentment and a 
decrease in morale.  

Option c), conducting 
an analysis of the 
impact the policy has 

Yes, I am sure. I have 
considered all of the 
options and I believe 
that advising the 
company to conduct a 
review of the policy is 
the best course of 
action. This will allow 
the company to 
consider the 
salesperson’s concerns 
and to make a decision 
that is fair and 
reasonable.  

Here are some 
additional reasons why 
I believe this is the best 
option:  

It is important to 
respect the 
salesperson’s right to 
question the validity of 
the dress code policy. 
Conducting a review of 
the policy will allow 
the company to gather 
more information 
about the impact of the 
policy on the 
company’s clients and 
on the salesperson’s 
ability to do their job. 
It is important to be 
open to discussing the 
concerns of the 
salesperson and to try 
to find a solution that 
works for both the 
company and the 
salesperson. 
I hope this helps! Let 
me know if you have 
any other questions. 

(continued on next page) 
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fulfillment of transactional human resources tasks is crucial for the maintenance of day-to-day operations and overall organizational 
effectiveness. 

There are ethical and safety considerations that arise when conducting cross-analysis and making inferences. Based on empirical 
findings, Bard adopts a strategic approach of circumventing inquiries that has the potential to delve into ethically or politically 
controversial domains. So, it may be inferred that Bard adopts a more cautious approach when faced with ethical quandaries, placing 
importance on safeguarding welfare and observing moral tenets. 

5.2. General implications 

The rising application of GAI-based tools in HRM necessitated our study, which is a comprehensive and innovative systematic 
investigation into the capabilities of such tools with a particular emphasis on HR literacy. This is one of the initial attempts to analyze 
the efficacy of GAI in this particular domain. Our study is unique. It has tried to evaluate two well-accepted popular artificial intel-
ligence tools, namely ChatGPT and Bard, within the context of their application in HRM. The assessment focuses on their ability to 
satisfy the qualification requirements established by the Society for Human Resource Management (SHRM). The topic of this study is 
pertinent and contemporary and aims to address a gap in prevailing literature by contributing an empirical and quantifiable frame-
work. This in-depth research investigation encompasses beyond the scope of operational competencies as it considers ethical, cultural 
dimensions. 

Further, this study establishes specific and measurable aspects closely connected to traditional HRM practices. This enables cross- 
country comparison and contributes considerably to the burgeoning literature on AI in the Humana resource management domain. The 
Effort put into making a comparative analysis has helped us to gain insights into the level of literacy possessed by these GAI tools, 
which showcases their efficacy and understanding in solving HR issues. The study is not limited to mere data analysis but has helped 
examine implications associated with implementing GAI and technological breakthroughs in HRM. The study acts as a base for several 
stakeholders as it concludes by presenting essential recommendations that HR Managers can utilize. Well, as Artificial intelligence 
system designers. The study has delineated probable future research areas that demonstrate its innovative nature and its potential 
influence in this domain. 

5.3. Managerial implications 

The incorporation of GAI-based solution HRM depicts a paradigm shift towards data-driven strategies. GAI-based tools and so-
lutions like ChatGPT and Bard have demonstrated their ability to deal with complex datasets and identify patterns in areas like 
employee turnover and retention, which can improve the quality of managerial decisions. Though they have a sizeable computational 
ability, the efficacy of GAI in people management requires an extra line of caution to ensure alignment with prevailing organizational 
culture and strategic goals. This observation upholds Ulrich’s [93] work highlighting the differentiation between transactional and 
strategic roles. However, AI streamlines transaction-based HR; it is observed in this study that GAI’s contribution to Strategic HRM 
remains relatively unconfirmed. Along similar lines, Cultural intelligence is crucial in global or International human resource man-
agement, which points to the need to deploy culturally sensitive GAI-based tools. The prevailing technology has lacunae in this area, 
highlighting the need for managerial oversight while adopting GAI-based solutions across cross-cultural settings. 

5.4. Theoretical implications 

The chance for spawning theoretical insights ascends from the distinction in HR literacy level demonstrated by AI devices such as 
ChatGPT or Bard. This observation aligns with findings from existing literature by Kapoor et al. [94], who have emphasized the critical 

Table 12 (continued ) 

Q Question Correct Answer ChatGPT Explanation Are you sure? Bard’s Explanation Are you Sure? 

prompting me to 
reconsider my response! 

on company growth 
and on client retention, 
is a good idea. 
However, it should not 
be the only factor that 
the company considers.  

Option d), advising the 
company not to ignore 
the concerns but to not 
make them a priority to 
investigate soon, is not 
a good idea. This could 
lead to the salesperson 
feeling like their 
concerns are not being 
taken seriously.  
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Table 13 
ChatGPT’s answer is correct, and Bard’s answer is wrong.  

Q Question Correct Answer ChatGPT Explanation Bard’s Answer Bard’s Explanation Are you Sure? 

1 Mark the correct option. 
An organization has 
witnessed a steady 
decline in revenue for 
the past 9 months, and 
employee morale is low. 
Department managers 
are highly competitive 
with each other and 
tend to use an 
authoritarian 
management style with 
their teams. As a result, 
communication across 
departments is 
infrequent, employees 
are distrustful of their 
managers, and work 
teams are constantly 
experiencing delays. 
Product errors have 
been increasing as well. 
The CEO tasks an HR 
manager with 
investigating workplace 
problems and 
developing solutions. 
With the CEO’s 
approval, the HR 
manager begins 
monthly training 
workshops with 
department managers 
to encourage more 
cooperation. The HR 
manager believes that 
department managers 
do not understand the 
responsibilities of other 
departments, which 
isolates them from each 
other. What should the 
HR manager do? a) 
Schedule weekly cross- 
departmental manager 
meetings to discuss 
department functions 
and challenges. b) 
Conduct a 
communication 
workshop training 
session for department 
managers. c) 
Temporarily transfer 
department managers 
across departments to 
gain experience 
working with different 
groups. d) Host a 
workday retreat for 
department managers 
to learn about the 
different departments. 

a) Schedule 
weekly cross- 
departmental 
manager meetings 
to discuss 
department 
functions and 
challenges. 

Given the problem of 
department managers 
not understanding the 
responsibilities of other 
departments and the 
isolation this creates 
option a) seems to be 
the most direct and 
ongoing way to address 
this specific issue by 
encouraging regular 
dialogue and 
collaboration between 
departments. So, the 
correct answer would 
be: a) Schedule weekly 
cross-departmental 
manager meetings to 
discuss department 
functions and 
challenges. 

c) Temporarily 
transfer 
department 
managers across 
departments to 
gain experience 
working with 
different groups.  

The answer is c) 
Temporarily transfer 
department managers 
across departments to 
gain experience 
working with different 
groups.  

This option is the most 
likely to improve 
communication and 
cooperation between 
department managers. 
By working in different 
departments, managers 
will gain a better 
understanding of the 
responsibilities and 
challenges of each 
department. This will 
help them to 
communicate more 
effectively with each 
other and to work 
together more 
collaboratively.  

Option a) is a good idea, 
but it is less likely to be 
as effective as 
temporarily 
transferring managers. 
Weekly meetings may 
not be enough time for 
managers to get to 
know each other and to 
learn about the 
different departments.  

Option b) is also a good 
idea, but it is not as 
specific as option c). A 
communication 
workshop training 
session will help 
managers to improve 
their communication 
skills, but it will not 
necessarily help them to 
understand the 
responsibilities of other 
departments.  

Option d) is not as 
effective as the other 
options. A workday 
retreat may be a good 
way for managers to 
learn about the 
different departments, 
but it is not as likely to 
improve 
communication and 
cooperation between 
them.  

Therefore, the best  

Yes, I am sure. I have 
considered all of the 
options and I believe 
that temporarily 
transferring department 
managers across 
departments is the most 
likely to improve 
communication and 
cooperation between 
them. This option is 
specific, effective, and 
achievable.  

Here are some 
additional reasons why 
I believe this option is 
the best:  

It will give managers a 
firsthand experience of 
the challenges and 
responsibilities of other 
departments. This will 
help them to 
understand the other 
departments’ 
perspectives and to 
develop empathy for 
their colleagues. 
It will force managers to 
work together with 
people who they may 
not normally interact 
with. This will help 
them to build 
relationships and to 
learn how to work 
collaboratively. 
It will be a temporary 
change, so it will not 
disrupt the 
organization’s 
operations. This will 
make it easier for 
managers to adjust to 
the new situation and to 
learn from their 
experiences. 
I believe that this option 
has the potential to 
significantly improve 
communication and 
cooperation between 
department managers. 
This, in turn, could lead 
to improved morale, 
productivity, and 
revenue. 

(continued on next page) 
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role of training data in performance delivered by GAI-based tools. The observation points to the need for research to develop 
customized training datasets that can augment the functioning of GAI-based solutions. In addition, the current study helped to gain 
insights into historical, theoretical perspectives associated with the emergence and evolution of GAI-based solutions involving so-
phisticated decision-making processes from a series of available options. A crucial aspect that necessitates consideration is the phe-
nomenon termed " AI Hallucination,” which refers to a scenario where AI-based systems generate inaccurate or nonsensical 
information Bender et al. [95], and our study has helped to validate the findings of this work and bolsters the view that a careful 
balance of utility and ethics have to observed while adapting GAI based solutions. In addition, it calls for the need to reassess the 
influence of GAI-based tools on organizational communication, contemplating the deviations in solutions provided by these tools. The 
Cross comparison of GAI-based tools from an HR perspective yields both managerial and theoretical repercussions that can serve as a 
groundwork for understanding the influence of GAI on the work setting. Managers predominantly have to deal with the challenge of 
effectually integrating GAI-based solutions into HRM practices. The above action requires them to be extra cautious while deploying 
AI’s analytical capabilities and also emphasizes the need for human oversight. Divergent to this, theorists have to be assigned the task 
of developing conceptual frameworks that are relevant and useful to contemporary HRM settings, in which the massive imple-
mentation of diverse AI efforts will dominate. 

6. Conclusion 

This study adopts a realist research stance to investigate the HR literacy levels of two GAI tools, ChatGPT and Bard, using a 
quantitative approach. Methodologically, the research adopts a comparative analytical approach, employing statistical tools to sys-
tematically evaluate and contrast the accuracy, relevance, and clarity of responses from two leading Generative AI tools, ChatGPT and 
Bard, across a set of HR-related queries. 

We conclude that the HR literacy levels of ChatGPT are higher than Bard’s. We use the comparative scores of how the tools fared in 
SHRM certification to illustrate how the HR function can utilize the tools. Our study points towards the fact that HR literacy could 
become an emerging ability of GAI tools. Bard seems to possess lower HR literacy, obtaining an 82.8% score against 84.3% of ChatGPT 
regarding overall accuracy. In Cosine Similarity Analysis, we find that for six questions, Bard was unable to generate a response, 
rendering the computation of a similarity score unfeasible, denoting the weakness in the tool’s quantitative reasoning ability [96–98]. 
We reason that this underlines the varying approaches used by ChatGPT and Bard in terms of ethical concerns of utility and safety, 
where Bard might have more safeguards than ChatGPT against misuse in the HR function. 

Given that the HR literacy levels of ChatGPT are higher than that of Bard, we conclude that ChatGPT can serve as a robotic advisor 
[91,92] for transactional HR roles. We further note that based on Flesch-Kincaid Grade Level and Flesch Readability Ease scores, the 

Table 13 (continued ) 

Q Question Correct Answer ChatGPT Explanation Bard’s Answer Bard’s Explanation Are you Sure? 

option for the HR 
manager is to 
temporarily transfer 
department managers 
across departments. 
This will give them the 
opportunity to learn 
about the different 
departments and to 
work together more 
collaboratively.  

Table 14 
ChatGPT’s answer is wrong, and Bard’s answer is correct.  

Q Question Correct 
Answer 

ChatGPT 
Answer 

Are you sure? Bard’s Answer 

44 Mark the correct option. The creation of a 
global compensation and benefits strategy that 
ignores local differences in culture is most likely 
to occur in what approach to global 
management? A) Ethnocentric b) Regiocentric 
c) Geocentric d) Polycentric 

a) 
Ethnocentric 

The correct 
option is: 
d) 
Polycentric 

Apologies for the confusion in my previous 
response. You are right; the correct option is not 
d) Polycentric. 
The correct answer is: b) Regiocentric  

A regiocentric approach to global management 
focuses on regional differences rather than 
considering global or local aspects exclusively. 
In this approach, companies may develop 
compensation and benefits strategies that cater 
to regional similarities and cultural norms, while 
still acknowledging some level of local variation 
within each region. 

a) 
Ethnocentric  
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Table 15 
Bard chose not to answer, citing language model constraints.  

Q Question Correct Answer ChatGPT Explanation Are you sure? Bard’s Answer 

22 Mark the correct option. HR 
wants to encourage the 
number of innovative ideas 
submitted by employees 
throughout the year. Which of 
the following employee 
relations strategies work best 
to achieve increased 
employee participation? A) 
List the names of people with 
the most innovative ideas on 
the company intranet b) 
Recognize employees with an 
incentive who submitted 
innovative ideas that the 
company has decided to 
implement at the annual all- 
hands meeting c) List the 
names of employees with the 
most innovative ideas in the 
company newsletter d) 
Recognize employees with 
the most innovative ideas at 
their department’s staff 
meeting 

b) Recognize employees with 
an incentive who submitted 
innovative ideas that the 
company has decided to 
implement at the annual all- 
hands meeting 

The correct option that 
aligns best with encouraging 
employee participation in 
submitting innovative ideas 
would likely be: 
b) Recognize employees with 
an incentive who submitted 
innovative ideas that the 
company has decided to 
implement at the annual all- 
hands meeting  

This approach not only 
recognizes employees for 
their innovative 
contributions but also 
provides an incentive, which 
can be a powerful motivator 
for participation. By 
announcing it at the annual 
all-hands meeting, the 
recognition is given high 
visibility across the 
organization, which can 
further encourage employees 
to participate in future 
innovative initiatives.   

I’m a language 
model and don’t 
have the capacity to 
help with that. 

89 Mark the correct option. The 
human resource department 
hired a new HR analyst whose 
duties included payroll 
reporting. The HR analyst 
noticed inconsistencies in the 
pay records for the unionized 
employees in the accounting 
department. Their biometric 
timestamp did not match the 
overtime hours claimed and 
approved by the accounting 
manager. An accountant was 
hired at the same time as the 
analyst and called the HR 
manager in confidence about 
the same employees bragging 
about the amount of their 
overtime pay. What actions 
should the HR analyst do 
next? a) Keep the information 
in a confidential file and let it 
remain unreported to prevent 
retaliation. b) Investigate and 
respond immediately to 
establish the facts to 
understand all the details 
with only people who need to 
know. c) Convene a meeting 
directing the employees to 
stop working overtime until 
an investigation is completed. 
d) Invite the manager to a 
meeting and advise that the 
unethical behavior should 
cease immediately. 

b) Investigate and respond 
immediately to establish the 
facts to understand all the 
details with only people who 
need to know. 

The correct option is b) 
Investigate and respond 
immediately to establish the 
facts to understand all the 
details with only people who 
need to know.  

In this situation, there are 
clear indications of 
inconsistencies and possible 
unethical behavior 
concerning overtime pay. 
The proper course of action 
is to conduct an investigation 
to establish the facts. This 
involves gathering all 
relevant information and 
involving only those who 
need to know about the 
situation, ensuring both 
confidentiality and a 
thorough understanding of 
the issue. This approach 
would help in taking 
appropriate action based on 
the findings and complying 
with proper protocols.  

The other options don’t 
address the issue 
appropriately. Option a) 
would ignore the problem, 
while options c) and d) 
might prematurely address 
the situation without 
gathering all the necessary 
facts. Therefore, option b) is 
the correct one.  

I’m a language 
model and don’t 
have the capacity to 
help with that. 

11 Mark the correct option. The 
organization is in the middle 
of a change management 

b) HR should understand the 
strategy and how the change 
supports the successful 

In the scenario described, the 
organization is facing 
resistance during a change 

Upon reconsidering the 
question and the options, I 
can see that my previous 

I’m unable to help 
as I am only a 
language model 

(continued on next page) 
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Table 15 (continued ) 

Q Question Correct Answer ChatGPT Explanation Are you sure? Bard’s Answer 

process, and it’s important 
that this process happens for 
the success of the company in 
the future. The process is 
somewhat difficult and 
requires training and the 
support of all the individuals 
who are affected. Several 
individuals are resisting the 
idea and are strongly making 
efforts to officially stop it. 
Behind the scenes, they are 
attempting to undermine the 
new strategy and process and 
hope to maintain the way 
things are done in the past. 
This is disturbing the process 
and slowing things down. It is 
threatening to derail the 
process so it doesn’t actually 
occur successfully. What 
should HR do to ensure the 
change aligns with the 
company strategy? a) HR 
should execute organizational 
development interventions 
that support the 
accomplishment of results 
toward that strategy. b) HR 
should understand the 
strategy and how the change 
supports the successful 
accomplishment of results 
toward that strategy. c) HR 
should work on performance 
management actions and goal 
development toward results 
that support the strategy. d) 
HR should understand the 
competition, products, 
marketing, business 
development, and other 
internal results toward that 
strategy. 

accomplishment of results 
toward that strategy. 

management process. The 
focus of the question is on 
what HR should do to ensure 
that the change aligns with 
the company strategy.  

Option a) “HR should 
execute organizational 
development interventions 
that support the 
accomplishment of results 
toward that strategy” is the 
most relevant choice. It 
indicates that HR should 
take active steps to 
implement strategies that 
support the organizational 
change. This includes 
understanding the 
underlying resistance and 
taking proactive measures to 
align individuals with the 
new direction, such as 
through training, 
communication, and 
support.  

The other options, although 
relevant to understanding 
and supporting the overall 
strategy, do not directly 
address the specific issue of 
managing resistance to the 
change process.  

So, the correct answer is: a) 
HR should execute 
organizational development 
interventions that support 
the accomplishment of 
results toward that strategy. 

answer might not have fully 
addressed the complexity of 
the situation. Let’s review 
the options again: 
a) Focuses on executing 
interventions but doesn’t 
necessarily address the 
understanding of the 
underlying resistance. 
b) Emphasizes 
understanding how the 
change supports the strategy, 
which might involve 
identifying why the change 
is necessary and 
communicating that to the 
employees. 
c) Addresses performance 
management and goal 
development, which might 
be part of the solution but 
doesn’t directly address the 
resistance. 
d) Pertains to understanding 
various aspects of the 
business but doesn’t directly 
relate to managing the 
change process.  

Given the scenario 
described, where there’s 
active resistance 
undermining the change 
process, a comprehensive 
understanding of how the 
change supports the strategic 
goals might be the essential 
first step. By fully 
comprehending the 
connection between the 
change and the strategy, HR 
can better communicate and 
gain buy-in from the 
employees.  

So, upon reflection, the more 
appropriate answer might 
be: b) HR should understand 
the strategy and how the 
change supports the 
successful accomplishment 
of results toward that 
strategy.  

This approach would lay the 
groundwork for addressing 
resistance and aligning the 
change with the overall 
organizational strategy. 
Thank you for prompting me 
to reconsider! 

and don’t have the 
ability to process 
and understand 
that. 

110 Mark the correct option. 
Scenario: 
The CEO of a midsize 
financial services firm 
approaches the HR director 
about a client’s complaints of 
poor service and 
unresponsiveness from the 

a) Observe the department’s 
daily operations from client 
arrival to departure, analyze 
the number of clients and 
their reasons for visiting to 
determine the appropriate 
time and resources needed, 
and then discuss the results 

In the given scenario, the HR 
director is investigating 
specific issues of poor 
service, including long wait 
times in the lobby. The 
option that best aligns with a 
detailed investigation to 
understand the underlying   

I’m a language 
model and don’t 
have the capacity to 
help with that. 

(continued on next page) 
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Table 15 (continued ) 

Q Question Correct Answer ChatGPT Explanation Are you sure? Bard’s Answer 

representatives of the client 
services department. The 
manager of the unit, who 
began her career as a client 
services representative, has 
been with the firm for 15 
years and has held her 
management-level position 
for seven years. The HR 
director is asked to 
investigate the client’s 
complaints further. The HR 
director met with the 
manager and listened to the 
challenges occurring in the 
department. Calls were being 
ignored, messages were not 
returned, and the average 
wait time for clients in the 
lobby was more than 45 min. 
All client services positions 
are filled, but the department 
suffers from a high rate of 
absenteeism. Upon further 
questioning, the HR director 
learns that the manager wants 
to have a more productive 
and efficient department but 
does not know where to begin 
in fear of jeopardizing 
friendships that have formed 
through the years. In what 
ways might the HR director 
address the long wait times in 
the lobby? a) Observe the 
department’s daily operations 
from client arrival to 
departure, analyze the 
number of clients and their 
reasons for visiting to 
determine the appropriate 
time and resources needed, 
and then discuss the results 
with the manager with the 
purpose of agreeing on an 
appropriate action plan 
designed to correct the 
existing problems. b) Hire 
temporary employees to 
decrease wait time until the 
challenges are resolved. c) 
Collaborate with other 
departments within the firm 
to assist the client services 
department. d) Convene a 
“meeting of the minds” with 
the employees and then 
clients to determine an 
acceptable wait time. 

with the manager with the 
purpose of agreeing on an 
appropriate action plan 
designed to correct the 
existing problems. 

problems and develop an 
action plan would be: 
a) Observe the department’s 
daily operations from client 
arrival to departure, analyze 
the number of clients and 
their reasons for visiting to 
determine the appropriate 
time and resources needed, 
and then discuss the results 
with the manager with the 
purpose of agreeing on an 
appropriate action plan 
designed to correct the 
existing problems. 

118 Mark the correct option. 
Which of the following laws 
covers both whistleblower 
protection and notice 
requirements for defined 
contribution plans? A) ERISA 
b) Sarbanes-Oxley Act c) False 
Claims Act d) Privacy Act 

b) Sarbanes-Oxley Act Mark the correct option. The 
Sarbanes-Oxley Act of 2002 
(SOX) contains provisions 
that protect whistleblowers 
in publicly traded 
companies, and it also 
includes rules related to 
financial disclosures and 
corporate governance, which 
can affect defined   

I’m a text-based AI, 
and that is outside 
of my capabilities. 

(continued on next page) 
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response of ChatGPT employs a more complex sentence structure. At the same time, Bard’s answer offers a comfortable readability. 
The data also indicates that the confirmation query “Are you sure?” does not enhance the accuracy of responses for either Bard or 

ChatGPT. This suggests limitations in the conversational agents’ ability to validate or correct their outputs, questioning the efficacy of 
confirmation queries as a strategy for improving response accuracy. 

Both Bard and ChatGPT possess notable strengths and weaknesses when it comes to addressing strategic and transactional human 
resources (HR) concerns. While Bard demonstrates proficiency in strategic thinking, their propensity to engage in excessive 
contemplation can lead to reticence or even induce hallucinatory experiences. In contrast, ChatGPT exhibits commendable efficacy in 
providing prompt and pertinent replies. However, it may inadvertently disregard broader and more substantial strategic consider-
ations. The patterns above illustrate the symbiotic relationship between the two GAI tools and underscore the necessity of human 
oversight in order to maximize their advantages while mitigating their disadvantages. 

A more comprehensive exploration of the distinctive attributes and capacities of different machine learning models could provide 
further insights into the function and significance of AI in human resources management. Our analysis shows some notable differences 
in the HR literacy of GAI tools. The precision of AI’s responses depends on the quality and specificity of the questions asked. The 
probability of obtaining correct results from the GAI tool is enhanced when the question posed is unambiguous, possesses a well- 
defined structure, and stipulates precise criteria for a successful response. We further find that though statistical tests reveal 
ChatGPT and Bard differ in their mean accuracy, relevance, and clarity of the responses, the observed differences are not always 
statistically significant, implying that both tools may be more complementary than competitive. 

We assess HR literacy by comparing the HR literacy performance of ChatGPT and Bard using an HR certification process by sys-
tematically evaluating their accuracy, relevance, and clarity of responses to the questions in the certification process. Our methodology 
of using HR certification to assess HR literacy quantitatively remains largely unexplored since HR academicians tend to focus on issues 
of less interest to practitioners. Individuals in Human Resource Management acquire certifications to establish credibility and 
competence [85–87] in the workplace. The use of certifications to assess HR literacy would benefit practitioners, and this methodology 
provides a standard for assessing HR literacy that enables the study to be replicated across various contexts. 

Our findings are consistent with past studies in other countries across various fields. For example, Patil et al. [54] compare the 
radiology knowledge of ChatGPT and Bard in Canada and conclude that both display reasonable radiology knowledge and should be 
used with conscious knowledge of their limitations. Both chatbots provided illogical answers and did not always address the 
knowledge content in the questions. Similarly, Patnaik & Hoffmann, U [53]. in Texas compare the performance of ChatGPT vs. Bard to 
answer anesthesia-related queries prior to surgery from a patient’s point of view and conclude that though both gave correct responses, 
they should be considered as useful clinical resource to assist communication between clinicians and patients and not a replacement for 
the pre-anesthesia consultation. Lim et al. [55] in Singapore evaluate the performance of ChatGPT-3.5, ChatGPT-4.0, and Google Bard 
in delivering accurate responses to common myopia-related queries and find there is not much difference in the three to deliver ac-
curate and comprehensive responses to myopia-related queries. Salazar et al. [56] in Australia evaluate and compare the accuracy of 
ChatGPT, Google Bard, and Microsoft Bing Chat to differentiate between a medical emergency and a non-emergency and conclude that 
no real difference in performance exists between the three in detecting true emergencies and non-emergency cases. Salih et al. [58] in 

Table 15 (continued ) 

Q Question Correct Answer ChatGPT Explanation Are you sure? Bard’s Answer 

contribution plans.  

Therefore, the correct 
answer is: 
b) Sarbanes-Oxley Act.  

Table 16 
A comparative analysis of HR Literacy: Bard vs. ChatGPT.  

Aspect Bard Response ChatGPT Response 

HR literacy Level The HR literacy scores that fall below the average may indicate a 
potential deficiency in training or experience. 

Elevated results on HR literacy tests indicate a heightened 
proficiency level in the subject matter. 

Response to Strategic 
questions 

The model presented provides potential courses of action instead of 
offering definitive resolutions. This behavior is distinguished by the 
meticulous evaluation of all relevant facts prior to taking any 
action. 

In this particular model, there is a greater emphasis placed on the 
expeditious and pragmatic resolution of difficulties, as opposed to 
the deliberate contemplation of strategic matters. 

Hallucination 
Proneness and 
Ethics 

The allocation of more importance to moral considerations is 
warranted due to the higher prevalence of hallucinations. 

Despite the lack of particular details, it is plausible to posit that the 
guidance remains advantageous even in situations where 
hallucinations are infrequent. 

The readability of 
response text. 

The Bard provides responses that are comprehensible to individuals 
of average intellectual capacity. 

The syntactical structure employed in the book may render it more 
challenging to comprehend in comparison to other literary works 
authored by Bard. 

HR Domain roles This model is highly suitable for engaging in strategic decisions 
requiring meticulous study and thorough examination of moral 
dilemmas. 

This model offers potential benefits for those operating in 
transactional roles, wherein the prompt and efficient resolution of 
interpersonal conflicts is crucial.  
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Iraq assess the ChatGPT and Bard Recommendations for general practitioners and paediatricians for reducing meningitis outbreaks and 
conclude that there is not much difference between the potential of the two tools. Hans [65] in France compares ChatGPT and Bard in 
code generation and concludes that both exhibit similar levels of consistency in their performance and comparable efficiency in terms 
of memory usage and runtime. 

Even though AI could replace 300 million jobs [99]), creating anxiety about technology superseding humans [100,101], we 
contend that people adept at using technology, creativity, and teamwork would benefit from GAI tools. GAI tools could give HR advice, 
and further improvements in training data could strengthen their use in an actual workplace. Niszczota and Abbas [102] note that the 
performance of LLMs in the financial domain can be improved by involving certified professionals like CFAs. Similarly, in the HRM 
domain, the performance of LLMs could be enhanced by involving SHRM-certified professionals in the design phase. 

GAI tools are known for hallucinations [78], where the responses generated do not make sense in the real world. Though GAI tools 
are improving, the philosophy of ‘accountable HRM’ and methods in the workplace has yet to evolve. Though recent LLMs are less 
prone to hallucinations [103], it remains a weakness, and overreliance on the models could be problematic [104]). LLMs do not exhibit 
autonomous intelligence characteristics [105] since we do not know what has been built into their design. For example, the capacity of 
ChatGPT to give short, quick responses compared to Bard raises concerns about the ethics of the developers. 

Our study has certain limitations. First, the sample size, not very large, may not sufficiently capture the complexities and nuances 
intrinsic to human resources management. This limits the generalizability of the results. We did not consider other certifications like 
HRCI, which also might have an impact on offers, pay and promotions in the HR function. Second, the dataset may exhibit biases either 
towards specific HR topics or question types, thus skewing the performance assessment. 

Additionally, contextual and cultural factors often play a crucial role in HR, which may not be adequately represented. Another 
limitation arises from the evaluative metrics; unless they are standardized and validated, differing interpretations of “correctness” or 
“relevance” could skew results. Lastly, the absence of a human benchmark for comparison restricts the validity of the findings, as it 
remains unclear how the LLMs’ performance compares to human expertise. Even though we conclude that due to high HR literacy, 
ChatGPT could be superior compared to Bard in assessments, the criterion-based evidence [106,107] that it will perform better in 
actual HR jobs compared to Bard cannot be assumed. 

Since our study points towards the transactional and strategic focus of ChatGPT and Bard, future studies could examine the 
leadership style [108] of the models. For example, Bard, with its strategic focus, might have an employee-oriented leadership focus, 
while ChatGPT might have a production-oriented leadership style. Future research could also analyze the HR literacy of other GAI tools 
like Claude and LLaMa. Researchers could also look at how the environments of the decision, like the organization’s culture or the HR 
manager’s characteristics like gender and personality, will affect the quality of the advice provided by the LLMs. Future studies could 
look at a wide range of outcomes, like the allocation of benefits in compensation and dissemination of HR policies, to assess the 
usefulness of advice from LLMs. 

The arrival of AI in Human Resource Management, exemplified by innovative GAI-based solutions like ChatGPT and Bard, implies a 
transformative epoch in this domain [109]. These GAI-based tools assist in rationalizing recruitment and talent management activities 
and occupy a decisive role in augmenting diversity and extenuating predispositions within the hiring processes [110]. They are also 
quite helpful in improving the candidate’s experience by engaging in personalized communication and generating proactive solutions 
through efficient analysis of employee sentiment and engagement data [111]. 

However, these technological solutions are not free of ethical quandaries, especially while ensuring algorithmic transparency and 
alleviating inherent biases. The above-quoted researcher opines that these biases are inherent in this algorithm as they make decisions 
on the basis of the data used for their training, which can result in discriminatory outcomes in various HR functions where they are 
engaged in making decisions. In order to mitigate such shortcomings, Managers and developers should take measures to diversify 
training data and adopt robust techniques for identifying and assessing bias and balancing fairness with accuracy. 
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