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This review describes the relationship between the National Institute of Mental Health
(U.S.A.) Research Domain Criteria (RDoC) Negative Valence System related to responses
to threat and the Predatory Imminence Continuum model of antipredator defensive
behavior. While the original RDoC constructs of Potential Threat (anxiety) and Acute
Threat (fear) fit well with the pre-encounter and post-encounter defense modes of the
predatory imminence model, the Sustained Threat construct does not. Early research on
the bed nuclei of the stria terminalis (BST) suggested that when fear responding needed
to be sustained for a prolonged duration this region was important. However, follow-up
studies indicated that the BST becomes critical not because responses needed to be
sustained but rather when the stimuli triggering fear were more difficult to learn about,
particularly when aversive stimuli were difficult to accurately predict. Instead, it is argued
that the BST and the hippocampus act to expand the range of conditions that can trigger
post-encounter defense (Acute Threat). It is further suggested that sustained threat refers
to situations where the predatory imminence continuum becomes distorted causing
defensive behavior to intrude into times when organisms should be engaging in other
adaptive behaviors. Stress is seen as something that can cause a long-term disturbance
of the continuum and this disturbance is a state of sustained threat.

Introduction
The National Institute of Mental Health (U.S.A.) developed the Research Domain Criteria (RDoC) as
a framework to relate Psychiatric disorders to their underlying biology. The motivation was that the
traditional, symptom-based diagnosis, described by the Diagnostic and Statistical Manual (DSM) of
the American Psychiatric Association [1] was not well connected with the substantial accumulation of
basic neurobiological research knowledge related to these disorders. The strategic plan of the RDoC
was to ‘Develop new ways of classifying disorders based on dimensions of observable behaviors and
brain functions [2]’. During March 2011, a large group of basic and translational scientists was
brought to NIMH to develop the ‘Negative Valence Systems that are primarily responsible for
responses to aversive situations or context, such as fear, anxiety, and loss[1]’. The group considered
fear and anxiety to be responses to environmental threat and proposed three threat related constructs:
Potential Threat, Acute Threat and Sustained Threat. These constructs were grounded in specific
research topics that had received laboratory attention. The focus of this article is on the sustained
threat construct. Below I describe the research findings that formed the basis for including Sustained
Threat as a construct. Then, I will describe recent research findings subsequent to the development of
this category that challenge the initial conception of sustained threat. Then I will suggest a revision
and revised integration of the three threat constructs. To do so, it will be helpful to provide a brief
overview of how the Potential and Acute constructs relate to a particular theoretical understanding of
the function of threat related behavior, Predatory Imminence Continuum (PIC) Theory [3].
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The relationship between fear and anxiety and natural
antipredator behavior
In a landmark paper, Bolles [4] argued that the major function of fear was to limit an organism’s behavior to its
species-specific defense reactions (SSDRs). Prior to that, fear was considered to be a source of motivational drive
that nonspecifically stimulated behavior and that fear-reduction served as a reinforcer for any arbitrary behavior
coincident with fear reduction[5,6]. So Bolles’ view produced a sea-change in our understanding of aversively
motivated behavior. Rather than producing arbitrary changes in behavior, fear caused a behavioral inflexibility.
SSDRs are adaptive in the phylogenetic sense, evolution selected them because probabilistically they were effective
at thwarting predation. However, such responses may in fact be maladaptive in any specific current situation and
fear-induced inflexibility leaves the organism with little behavioral choice. The behavioral inflexibility that comes
with fear is one reason why fear-related disorders are so problematic for those who suffer from them.
Bolles’ assumed that a species has several different SSDRs. This raises a major question; if there is a reper-

toire of SSDRs, how does an animal select one? From the standpoint of natural selection, this would be the
most effective one for the current situation confronting the prey. A satisfactory answer to this question did not
emerge immediately [7]. A dominant idea in the ethological literature was flight-initiation distance, which is
simply how close does the prey let the predator approach before it flees. Field observations showed that this
was not a fixed distance. For example, Thompson’s Gazelle lets a hyena get nearer than the more dangerous
lion before it flees [8]. Indeed, the gazelle will let an approaching automobile get closer when it is on a tangen-
tial, rather than a directly intercepting course [8]. Speed of approach is also a factor in determining flight initi-
ation distance. The gazelle has a greater flight initiation distance for the faster cheetah than the larger but
slower lion [8]. In simulation studies in humans, speed of approach also alters which circuits mediate flight ini-
tiation distance, with hippocampus and prefrontal cortex engagement when approach is slow but midbrain
periaqueductal gray engagement when approach is rapid [9,10]. It seems that flight initiation distance is deter-
mined by the psychological perception of threat and not an absolute spatial measure. To capture this idea of
multiply determined psychological distance, Fanselow & Lester [3] coined the term Predatory Imminence
Continuum (PIC). The PIC ranges from no threat to fatal contact with the predator.
The concept of flight initiation distance says when an organism will engage in a specific SSDR (e.g. flight)

but it does not say which SSDR is selected from the available repertoire of SSDRs. PIC theory extends this con-
ceptualization proposing that the prey’s perception of the psychological distance of threat is a determinant of
both the vigor and topography of SSDRs (Figure 1). A certain level of predatory imminence selects a specific
SSDR. As predatory imminence increases that SSDR increases in vigor, but only up to a point. With sufficient
increases in threat imminence the behavioral topography will shift to a new SSDR. By analogy to a car’s trans-
mission, the level of predatory imminence is the speed of a car. The current gear is the specific defensive
response, and the tachometer (engine speed) is the vigor of that particular behavior (Figure 1).

Potential threat and pre-encounter defense
Three defensive modes lie along this continuum. The lowest level is Pre-encounter defense. This occurs when
an organism leaves a position of maximum safety to one that poses the potential of predation. It is
pre-encounter because no actual threat has been detected. An example would be leaving a burrow to forage in
a potentially risky environment. Here, threat is uncertain and is guided by prospective reasoning. Under such
situations animals change their foraging patterns and engage in high vigilance postures [3]. Rats will take less
frequent but larger meals under such risk [3,11]. Predatory imminence applies to humans as well [12,13]. One
example is that during the initial threat of Covid-19 people adjusted their shopping (i.e. foraging) patterns,
hoarding items such as toilet paper and were highly vigilant of others that coughed [14,15]. The RDoC category
of Potential Threat, and its connection with anxiety, was built on the concept of pre-encounter defense. The
activating conditions for both are when ‘harm may potentially occur but is distant, ambiguous, or low/uncer-
tain in probability[2]’. Neural structures that serve pre-encounter defense include the medial prefrontal cortex
and ventral hippocampus [16,17,18].

Acute threat and post-encounter defense
Obviously, pre-encounter defense will not always succeed. If a predator is detected, imminence increases, and
the post-encounter mode is activated. This mode is characterized by behaviors that help the prey avoid detec-
tion and if detected reduce the likelihood of attack. One of the major post-encounter defensive behaviors is
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movement suppression (i.e. freezing) because moving prey are more easily detected and movement often
releases the predator’s attack [3,19]. While most often studied in rodents, freezing has been reported in species
ranging from marine mollusks [20] to humans [21,22]. At this point along the PIC the threat is actually
present and acute, so the activating conditions are quite different from pre-encounter defense. Also, the beha-
viors are qualitatively different; foraging patterns are not simply modified they are actively suppressed [23]. The
emotional state has moved from anxiety to fear. The Acute Threat (fear) construct of the RDoC has post-
encounter defense as its basis[3].
The major preclinical methodological approach to understanding post-encounter defense has been fear con-

ditioning, where a stimulus that initially does not provoke a fear response (e.g. a 30 s tone) comes to do so
because it has become associated with an aversive unconditional stimulus (US) such as electric shock. The ini-
tially innocuous stimulus is called a conditional stimulus (CS) after this learning has occurred because the
response is dependent or conditional on experience [24]. Following conditioning, which can occur with a
single pairing [25], the CS produces a suite of behaviors including autonomic changes, overt defensive beha-
viors such as freezing, and potentiation of startle reflexes [26]. All these reactions are components of post-
encounter defensive behavior. Some of these behaviors, such as potentiation of startle are preparations for a
potential transition to the next, circa-strike, mode.
The brain circuit that generates post-encounter defense critically depends on communication between the

Basolateral Amygdala (BLA), Central Nucleus, and ventral periaqueductal gray [27–29]. Traditionally this has
been thought of as a descending circuit with the cortex-like BLA processing sensory information and passing it
on to the striatal-like CN [28,30]. The CN, in turn, drives fear-related responses by descending projections to
the midbrain periaqueductal gray (freezing and analgesia), hypothalamus (blood pressure, hormonal
responses), and brainstem (heart rate and potentiated startle, [24,26]). While recent evidence paints a more
complex and subtle picture of how the circuit operates (e.g. [30]), it will be important for the later discussion
of sustained threat to recognize the CN as the primary driver of responses to acute threat.

Potentiation of startle and the bed nuclei of the stria
terminalis
Very loud noises normally provoke a startle response that is mediated by a short circuit entirely in the brain
stem [31]. During a fear state produced by the presentation of a shock-associated CS, this startle response is

Figure 1. Hypothetical illustration of how predatory imminence determines both the response topography and the vigor

of each response.

The continuum starts with a situation where there is no threat on the left (predatory imminence is 0) and ends when the prey is

consumed on the right (predatory imminence is infinite). Note that besides the specific behaviors that characterize each mode,

the mode also consists of preparatory responses that facilitate transitions to the next mode. For example, the frightened

organism freezes but also prepares to burst into activity should the situation suddenly change [75].
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magnified, and this increased startle is referred to as fear-potentiated startle [32]. Fear-potentiated startle has
been a valuable tool advancing our understanding of fear [33,34]. Enhanced startle reactivity has long been
recognized as a common symptom of anxiety disorders (e.g. [35,36]). The CN has projections to the brain
stem circuit that mediates startle [37]. Stimulation of the CN will potentiate startle and inactivation or lesions
of the CN will prevent fear’s potentiation of startle, while leaving baseline startle intact [37–39]. These findings
contributed greatly to our knowledge of the pharmacology and circuitry mediating responses to acute threat
(post-encounter defense).
Davis and colleagues discovered that there were several conditions that would produce a similar enhancement

of startle, but this altered startle reactivity was not dependent on the CN. These researchers looked to the Bed
Nuclei of the Stria Terminalis (BST) as a potential mediator of these effects (e.g. [26]). Like the CN these
nuclei are striatal-like and project to similar fear response generation regions as the CN [40–44]. A striking set
of double dissociations between CN and BST were discovered [45,46]. For example, exposing the nocturnal rat
to a 15 min light will unconditionally potentiate startle. A brief (3.7 s) presentation of the same light will also
potentiate startle but only if the light is paired with shock. The potentiated startle to the long untrained light
was blocked by BST but not CN lesions and inactivations. However, as previously reported potentiated startle
to the brief shock-paired light was blocked by CN but not BST lesions [47].
Certain pharmacological agents can also potentiate startle. Starting ∼30 min after systemic administration,

corticotropin releasing hormone (CRH) will enhance startle and this effect lasts on the order of hours [48].
Several lines of converging evidence again identified the BST, but not CN, as a mediator of this effect [45].
Note that both the CN-dependent and the BST-dependent startle reactions required the BLA. Thus, it

seemed that the BLA detected the disturbance and generated similar behaviors but through different outputs
([26], see Figure 2). This naturally raises the question of why are two independent pathways used to generate
similar behaviors? Davis and colleagues noted that the stimuli that caused BST-dependent potentiated startle
were of longer duration than the typical CSs used in fear conditioning experiments. They suggested that the
BST is necessary when fear reactions are sustained and the CN serves fear responses that are generated for a
brief time. A general characteristic of the BST-mediated potentiation was that the response had a slow onset,
persisted throughout the stimulus even if it was prolonged and had a slow decay once the stimulus terminated.
Walker et al. [26] concluded that the BST controls a sluggish response system that once activated continues to
influence behavior long after the initiating stimulus has been terminated.
In these experiments from the Davis lab, the CN-dependent potentiation of startle was produced by a condi-

tional fear stimulus; it was a learned reaction. The stimuli used to produce a BST-dependent increase in startle

Figure 2. Threat related information is detected by the basolateral amygdala (BLA), which ultimately leads to defensive

behaviors.

Note how the Central Nucleus (CeA) and Bed Nuclei (BNST) are both seen as roughly equivalent output structures projecting to

the same anatomical regions. This figure was taken from Walker et al. [26].
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magnitude such as bright light or CRH administration did so without any prior training. Thus, rather than
duration the difference could be the use of conditional vs unconditional fear-provoking stimuli. To test
between these alternatives Walker et al. [46] trained rats with a variable duration CS (3 s to 8 min) and tested
them with only the 8 min CS. Inactivation of the BST reduced fear-potentiated startle specifically during the
last half of the test presentation, while CN activation had no effect. Thus, the BST mediates conditional fear-
induced potentiation of startle when a very long-duration CS is used. Therefore, the critical variable appeared
to be stimulus duration and not learned vs unlearned reactions. This pattern was confirmed in a conditioning
experiment by Waddell et al.[49]. Rather than using fear-potentiated startle they assessed fear by examining a
fear CS’s ability to suppress ongoing food-reinforced behavior. Rats received pairing of either a 1 min or a
10 min tone with shock. BST lesions reduced suppression to the long- but not short-duration CS.

Sustained threat vs anxiety
The BST seems to mediate behaviors when the reaction to threatening stimuli was prolonged but not brief.
Davis and colleagues argued that such sustained reactions are more akin to anxiety than fear [26]. One
problem with this fear/anxiety distinction is that it is entirely based on the eliciting stimulus and not the spe-
cific responses generated. Both the short and long-duration CS are producing exactly the same responses,
potentiated startle and freezing. In this way the BST activated responses seem more like chronic fear than an
entirely separate state. This can be contrasted with the distinction of pre-encounter and post-encounter defen-
sive behavior. These states are differentiated both in terms of the stimulus conditions that bring them about
and the responses they generate. This was recognized during the discussions of the negative valence RDoC
panel. The system was organized linking the neurobehavioral system for pre-encounter defense with anxiety2.
To capture the data surrounding the prolonged responses mediated by the BST, the RDoC system developed
the sustained threat construct[4]. Note that the sustained threat category is specifically tied to situations where
fear responses are maintained for long periods, indeed as written in the RDoC sustained threat may be a state
that lasts from weeks to months; which is far longer than any of the experimental conditions actually tested.

Stimulus processing vs response generation
The canonical fear circuit serving post-encounter defense places the BLA primarily in a stimulus processing
role. The BLA has neurons where CS information and US information converge and through long-term
potentiation these cells will come to recognize these learned danger signals [50–54]. The BLA acts as a stimulus
processing structure that signals downstream structures to generate fear behavior. Consistent with this, neural
activity in the BLA spikes at danger stimulus onset and rapidly wanes even if the stimulus continues, suggesting
that the BLA is sending an initiate signal that is interpreted by down-stream response generating structures (e.
g. [53,54]). Within this model the principal response generating structure is the CN. The work by Davis and
colleagues saw the BST as a substitute for the CN to generate fear responses that were prolonged [26,46]. The
focus on the BST came about specifically because it projected to the same response producing regions as the
CN. Thus, the initial conceptualization placed the BST clearly on the response generation side of the circuit
(Figure 2). More recent evidence strongly challenges this view.
Consistent with the orientation that the BST is involved with prolonged duration responses, the initial

experiments focused on testing of stimuli presented for a long duration. However, it is entirely possible the crit-
ical variable is not the length of the stimulus at test but at the time of induction. In the Davis experiments
using a 15 min light, not only is the test longer but so is the duration of the threatening stimulus. The same
could be said for the administration of CRH. Fear conditioning experiments offer an opportunity to more thor-
oughly evaluate this issue because the duration of the CS can be manipulated between the time of training and
testing. Walker et al.[46] manipulated CS duration by having a variable CS during training and a long, fixed,
duration 8 min CS at testing. While they attributed their findings to the long test stimulus duration at testing,
the rats did receive pairings of the 8 min CS with shock during training. This question was more effectively
addressed by Hammack et al. [55], who trained rats with either a 1 min or 10 min CS and tested them for
10 min. Their results were unequivocal; duration during training was critical. BST lesions had no effect on
freezing in the rats trained with the 1 min CS. Importantly, even during the 10th min of testing, the freezing
conditioned by a 1-min CS was equivalent in the lesioned and control rats. However, in animals trained with a
10 min CS, BST lesions reduced freezing across the entire test session. Even during the first minute of testing
the BST lesion had an impact and there was no interaction of duration of testing and the lesion condition. It is
not the prolonged nature of the response but the prolonged nature of the stimulus during training that matters.
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Such results suggest that the BST lies on the stimulus processing side and not the response generation side.
Assocaitive learning degrades as the interval between CS and US increases [56–58]. The BST may be acting to
promote association formation when the CS is longer and more difficult to learn about. Certainly, it is urgent
to deal with a threat that is 10 min away and recruiting a brain circuit capable of forming such associations
would be advantageous.
One aspect of a long duration CS is that it makes US occurrence less predictable. Animals generally do

poorer at accurately predicting long intervals such that the variance in estimates of interval duration is propor-
tional to the duration of the interval being estimated [59,60]. Consistent with this, the BST is critical when a
variable duration CS is used during training [44]. This predictability hypothesis was explicitly tested by Goode
et al.[61]. They used a 10 s long tone CS but altered US placement. For rats in the delay conditioned group the
CS termination was coincident with US onset as is typical in most conditioning experiments. For rats in the
backward group, US termination was coincident with CS initiation (backward conditioning). It should be
recognized that starting with Pavlov [24], backward conditioning was known to support some, albeit reduced,
conditioning compared with the optimal delay conditioning procedure. Goode et al. [61] found that BST inacti-
vation at the time of test reduced freezing to the backward trained but not the forward trained CS. The back-
ward CS also caused greater BST activation as assessed by immediate early gene expression. In these
experiments both CSs were of equal duration and both were short (10 s). The temporal arrangement between
CS and US, not CS duration, was key to BST involvement. A similar effect was seen with a long 10 min con-
textual CS. Goode et al. [62], placed rats in a conditioning chamber for 10 min and gave a shock either 1 min
or 9 min after placement. The BST was critical with the 9 min placement to shock interval but not the shorter
1 min interval. Again, it was not the duration of the CS but the temporal placement of the US that mattered.
Goode and colleagues [61,62] conclude that the BST becomes important when CS and US are related in a way
that makes temporal prediction of the US difficult.
Associations between stimuli are most readily formed when the stimuli have close contiguity and are embed-

ded in predictable or contingent relationships [56–58,63]. It is easy to see how such relationships would drive
the neural plasticity needed for learning [64]. However, the real world is rarely so optimally organized. As
Bolles [4] pointed out, predators are unlikely to behave in ways that maximize the prey’s ability to learn about
them. Therefore, the brain is likely to have evolved mechanisms to allow learning under conditions that deviate
from the ideal. Such mechanisms would be specifically recruited when learning is difficult. There is precedent
for the recruitment of different brain systems when forming associations becomes more challenging. For
example, contextual stimuli are composed of individual features that will vary as a context is explored making
the contextual features have poor contiguity and contingency with the US. To overcome this issue, the hippo-
campus becomes necessary for learning contextual fear [65,66]. The hippocampus plays little role when the CS
is a salient, brief and accurate predictor of the US. For example, if rats are placed in a context and receive
parings of a 30 s tone with shock, the hippocampus is important for fear of the context but not the auditory
stimulus learned at precisely the same moment [66]. The behavior generated by both the context and the tone
is the same freezing response, it is the stimulus processing demands that require the different anatomy.
Another way to weaken simple associative learning is to separate CS termination from US onset, a procedure
Pavlov called trace conditioning [24]. If a 28 s gap is inserted between tone and shock the hippocampus is
required for fear conditioning [67].
I would argue that both the hippocampus and the BST can act as stimulus processing ‘front ends’ for the

post-encounter defensive mode. They expand the range of stimuli that can support fear conditioning. That is
not to say that the function of these regions is solely dedicated to defense. The hippocampus provides context
information for many types of decisions; it is just that fear circuitry can take advantage of the information pro-
cessing that the hippocampus accomplishes. Less is known about the general function of the BST. Would back-
wards conditioning with a food US depend on the BST? The position I am putting forth is that both
hippocampus and BST are used by the post-encounter fear system. They allow post-encounter responses such
as freezing to occur in situations when danger is imminent, but the conditions are suboptimal for associative
learning. The level of threat imminence in Goode et al.[61,62], and Waddell et al. [49], studies range between
10 s and 10 min and they generated a freezing response regardless of CS duration. This should be contrasted
with pre-encounter defense where threat is far less imminent, and the behaviors are quite different. Fanselow
et al. [11] found that rats did not freeze, they altered meal-patterns, when shock receipt was occurring about
once every 24 h in a live-in context.
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Stress and the distortion of the predatory imminence
continuum
To be adaptive, defensive behavior topography needs to be matched to where the prey stands with respect to
the predator. Predatory imminence provides a way of conceptualizing how this match occurs by describing 3
different modes of defense. Animals have more to do than defend themselves; another aspect of adaptive
behavior is to restrict defense only to times when it is needed, so there is time for other adaptive behaviors.
Such a restriction of defensive behavior could be obtained by having an appropriate threshold level of threat
necessary to trigger a particular defensive mode. If such thresholds were set too low, defensive behavior would
intrude into times when it was unnecessary. One defining characteristic of an anxiety disorder is when such
intrusions compromise day to day functioning. Low thresholds for activation of defensive modes would result
in a distortion of the predatory imminence continuum that infringes on nonaversively motivated adaptive
behavior. Such distortions would be akin to chronic fear or anxiety (see Figure 3).
Experiencing traumatic stress is one condition that could lead to a distortion of the PIC. To test this idea,

Hoffman et al. [68], exposed mice to a potent stressor, 10 unsignaled and inescapable footshocks randomly dis-
tributed over an hour. Then they gave the mice a battery of tests targeted at each mode of defense.
Pre-encounter defense (anxiety) was tested by observing exploration in an open-field. Post-encounter defense
(fear) was tested by scoring freezing following one trial contextual fear conditioning. Circa-strike defense
(panic) was tested by scoring the burst of activity generated by the sudden onset of a mild but novel white
noise presented in the stressful context. Each of the three responses was enhanced in the stressed mice suggest-
ing a broad distortion across the entire predatory imminence continuum. Such stress effects can be quite pro-
longed. Rau et al. [69] gave rats a similar stressor and found that one trial fear conditioning was still enhanced

Figure 3. In the top arrow adaptive thresholds for anxiety, fear and panic confine defensive behavior to situations where

threat is present leaving sufficient time for preferred activity patterns to fulfill nonthreat related needs.

The two lower arrows show distortions of the PIC such that defensive behavior occurs when unnecessary and intrudes into the

preferred activity pattern. The middle arrow illustrates a situation where all three modes of defense were increased as observed

by Hoffman et al. [68] following stress. The bottom arrow shows a selective distortion of the pre-encounter mode leading to

chronic anxiety as in the case of generalized anxiety disorder.
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3 months later. They did not test longer intervals, but such a prolonged impact of stress suggests some degree
of permanence. Thus, stress is causing a long-term disruption of the PIC. Such findings fit well with the RDoC
Sustained Threat construct, which is defined as an emotional state that is prolonged lasting weeks to months4.
The stressed animals behave as if they were living through a condition of sustained threat.
Early-life stress may be particularly effective at causing a state of sustained threat [70]. Poulos et al. [71],

gave the same stressor used in the Rau et al. study described above to young rats (19 days old) and tested them
2 months later in adulthood. They showed a heightened anxiety profile on the elevated plus maze and
enhanced one trial contextual fear conditioning suggesting a distortion of at least the pre- and post-encounter
defensive modes. In addition, even though the stress had happened 60 days earlier, the neuroendocrine profile
of the BLA was altered. The early-life stressed rats had increased glucocorticoid receptors and decreased neuro-
peptide Y receptors specifically in the BLA. Additionally, the stressed rats had a severely disturbed diurnal
rhythm for plasma corticosterone.

Conclusions: reconfiguring sustained threat
One of the goals of this perspective piece was to clarify the relationship and correspondence between the RDoC
negative valence threat constructs and predatory imminence theory. The correspondence between Acute and
Potential Threat constructs with pre-encounter and post-encounter defense is obvious [15]. To better integrate
PIC and RDoC, the sustained threat construct could be reconceived of as a condition where the predatory
imminence continuum has become distorted because of altered thresholds for eliciting the different states of
defense. Under such conditions, defensive responses are sustained into periods when the level of threat does
not warrant them. The ability for stress to cause a long-term alteration in the PIC fits well with RDoC’s
description of sustained threat as a state that lasts weeks to months4. Indeed, such changes may well be per-
manent. Besides stress there may be other conditions that result in a distorted PIC. Genetic factors are an
obvious possible source of distortion [72]. This conceptualization of sustained threat does not suggest that
defensive responses are continuous. Rather, it suggests that because of altered imminence thresholds for the dif-
ferent modes of defense, there will be periodic intrusions of anxiety, fear and/or panic when the environmental
conditions are safe.
In our hands, stress caused a distortion across the entire continuum [68]. It is possible that some internal or

external conditions would alter thresholds for eliciting just one particular mode of defense. For example, gener-
alized anxiety disorder could stem from a low threshold for pre-encounter defense (Figure 3). If thresholds for
circa-strike behavior were low, stimuli that would not necessarily generate panic would be more likely to do so
and that could be a source of panic disorder. Given this conceptualization, future research should seek to deter-
mine the mechanisms that regulate these thresholds.
The overall approach taken in this review was to see the function of emotional reactivity from a neurobio-

logical and ethological vantage. Doing so allows us to first see the adaptive function of these behaviors and
provide an understanding of why these reactions evolved in the first place. Important also, is to see how these
behaviors can go awry and thereby lead to anxiety disorders. I have suggested that one potential way this can
happen is through conditions that change the thresholds that trigger different modes of defensive behavior dis-
torting the PIC so that it disrupts adaptive behaviors that are not aversively motivated.
Anxiety disorders as a class are the most prevalent mental disorder and create a major emotional and eco-

nomic cost on society [73]. This makes it critical to understand the causes of this prevalence and the nature of
the symptoms experienced by those suffering from these disorders. Some insight into these questions is pro-
vided by taking a neuroethological approach as taken here. Prevalence stems from the phylogenetic urgency of
defense [74]. Specific symptoms are not random but understandable from the specific phylogenetic protective
function they serve.

Summary
• Predatory imminence continuum theory suggests that the psychological distance of threat

determines both the form (topography) and vigor of defensive behavior.

• Defensive behavior is organized into 3 modes (pre-encounter, post-encounter and circa-strike)
along a continuum of increasing threat.

© 2022 The Author(s). This is an open access article published by Portland Press Limited on behalf of the Biochemical Society and the Royal Society of Biology and distributed under the Creative Commons
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• Two threat related constructs of the NIMH Research Domain Criteria (RDoC), potential threat
and acute threat are related to pre-encounter and post-encounter defense, respectively.

• Sustained threat occurs when factors such as stress cause a long-term distortion of the
predatory imminence continuum.
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