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Widespread adoption of electronic health records (EHRs) has resulted in the collection
ofmassive amounts of clinical data. In ophthalmology in particular, the volume range of
data captured in EHR systems has been growing rapidly. Yetmaking effective secondary
use of this EHR data for improving patient care and facilitating clinical decision-making
has remained challenging due to the complexity and heterogeneity of these data. Artifi-
cial intelligence (AI) techniques present a promising way to analyze these multimodal
data sets. While AI techniques have been extensively applied to imaging data, there are
a limitednumberof studies employingAI techniqueswith clinical data from theEHR. The
objective of this review is to provide an overview of different AI methods applied to EHR
data in the field of ophthalmology. This literature review highlights that the secondary
use of EHR data has focused on glaucoma, diabetic retinopathy, age-related macular
degeneration, and cataracts with the use of AI techniques. These techniques have been
used to improve ocular disease diagnosis, risk assessment, and progression prediction.
Techniques such as supervised machine learning, deep learning, and natural language
processing were most commonly used in the articles reviewed.

Introduction

The rapid adoption of electronic health records
(EHRs) in recent decades has generated large volumes
of clinical data with potential to support secondary
use in research.1–3 Indeed, a recurring justification for
EHR adoption has been to support the collection and
analysis of “big data” to gain meaningful insights.4,5
The clinical research community has expressed growing
interest in developing effective techniques to reuse clini-
cal data from EHRs, in part because of the benefits of
secondary data reuse over primary data collection.6,7
Researchers reusing EHR data may not need to recruit
patients or collect new data, potentially reducing cost
compared with traditional clinical research. Moreover,
EHR data often contain valuable longitudinal data

regarding a patient’s status, medical care, and disease
progression, which have been previously shown to
support clinical decision support,8 medical concept
extraction,9 diagnosis,10 and risk assessment.11

However, there are challenges associated with
reusing EHR data, particularly because of its complex-
ity and heterogeneity. For example, in ophthalmology,
patient data contained in EHRs may include fields as
diverse as demographic information, diagnoses, labora-
tory tests, prescriptions, eye examinations, imaging,
and surgical records. Interpreting these heterogeneous
data requires strategies such as information extrac-
tion, dimension reduction, and predictive modeling
typical of machine learning and, more broadly, artifi-
cial intelligence (AI) techniques. Applying AI to EHR
data has been productive in a variety of domains.
For instance, studies in cardiology have broadly used
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AI techniques with EHR data for the early detec-
tion of heart failure,12 to predict the onset of conges-
tive heart failure,13 and to improve risk assessment
in patients with suspected coronary artery disease.14
Likewise in ophthalmology, machine learning classi-
fiers with EHR data have been used to predict risks
of cataract surgery complications, improve diagno-
sis of glaucoma and age-related macular degenera-
tion (AMD), and perform risk assessment of diabetic
retinopathy (DR).15–18

Although the application of AI to EHRdata related
to ocular diseases has increased during the past decade,
there have been no published reviews of this literature.
One literature review of machine learning techniques
applied in ophthalmology was published in 201719;
however, the included studies mainly focused on the
application of machine learning techniques to imaging
data, rather than EHRdata. Thismanuscript addresses
this knowledge gap by reviewing the literature applying
AI techniques to EHR data for ocular disease diagno-
sis and monitoring. With this review, we explore the
type of AI techniques used, the performance of these
techniques, and how AI has been applied to specific
ocular diseases, providing future directions to clinical
practice and research.

Methods

An exhaustive search was performed in the PubMed
database using search terms related to “Artificial intel-
ligence”, “Electronic health records,” and “Eye” in any
field of articles. See theAppendix for the full query. The
results were then examined and narrowed according to
the following criteria:

1. Duplicates were removed.
2. Studies were eliminated for lack of relevance after

review of the title and abstract; studies that used
only imaging data without any EHR data were
excluded.

3. Studies without direct clinical application or not
related to the topic were excluded.

The review process is summarized in Figure 1. One
author (WL) identified articles for inclusion through
manual title, abstract, and content review. Two authors
(WL and JSC) extracted data for each study: the
aim, disease, algorithm, specific techniques, perfor-
mance assessment, and conclusion of the articles
that met the inclusion criteria, as summarized in the
Table.15–18,20–28

Figure 1. Flow diagram for the literatures selection.

Results

The PubMed query returned 164 articles published
through August 2019. In total, 161 articles were
reviewed after removing 3 duplicates. Then 118 articles
were excluded because of lack of relevance based on
the title and abstract. A total of 13 articles were consid-
ered that met inclusion criteria (Fig. 1).

AI Techniques

Three major techniques were used in these studies:
11 studies used supervised machine learning, of which
3 studies specifically used a deep learning technique;
2 studies also used natural language processing (NLP)
to generate structured data suitable for analysis from
unstructured text. Only 1 study used deep learning by
itself, and another study used NLP independent of
other techniques (Table). Figure 2 illustrates a simpli-
fied machine learning process and the relationship
among these 3 techniques. In short, NLP can be used
to extract useful information from text-based data and
process it into a format suitable for machine learn-
ing. Supervised machine learning techniques, some of
which use deep learning algorithms, can then be applied
to these and other structured data sets to develop
predictive models or classifiers.
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Figure 2. Schematic of the steps of machine learning application.
NLP, natural language processing; SVM, support vector machine;
CART, classification and regression tree; CNN, convolutional neural
network; FNN, feed forward neural network.

Machine Learning
Machine learning techniques are computational

methods that learn patterns or classifications within
data without being explicitly programmed to do so.29
Machine learning can be divided into 2 methods
based on the use of “ground truth” data: super-
vised learning and unsupervised learning. In super-
vised learning, a model learns from “ground truth”
data in a training data set that contains labeled output
data and then can predict the output for new cases.
The algorithm is typically a classifier with categor-
ical output or a regression algorithm with continu-
ous output. In unsupervised learning, the model learns
from a training data set without labeled output and
identifies underlying patterns or structures within its
input data. In medicine, machine learning has been
widely used in several specialties such as radiology,
cardiology, oncology, and ophthalmology to improve
diagnostic accuracy and early disease detection.30 In
this review, most studies used supervised machine
learning techniques such as random forest,31 logistic
regression,32 support vectormachines (SVMs),33 gradi-
ent boosting,34 least absolute shrinkage and selection
operator (LASSO),35 AdaBoost,36 and classification
and regression tree (CART).37

As shown in Figure 3B, logistic regression is an
extension of linear regression (Fig. 3A). In linear
regression, the data is modeled as a linear relationship
that can be used to predict a value for a given input.
In logistic regression, a non-linear function, called the
logistic function, converts prediction values into binary
categories based on a threshold. Some methods can
be used to improve the prediction accuracy of logis-
tic regression, such as least absolute shrinkage and
selection operator (LASSO).35 LASSO is a statisti-
cal method that selects a smaller subset of predic-
tor variables most related to the outcome variable
and shrinks regression coefficients to improve accuracy
and generalizability. SVM is another popular machine
learning model used for classification analysis. As
shown in Figure 3C, a boundary is created to split input
data into two distinct groups and can be used to classify
new data into similar distinct categories.

A decision tree is an important supervised machine
learning algorithm. Figure 3D illustrates a decision tree
with a root node as a start followed by the branched
nodes and terminal nodes. The root node is the first
decision node representing the best predictor variable.
Each branched node represents the output of a given
input variable. As more input variables are added to
subsequent branching nodes, the decision tree becomes
more sophisticated in predicting the outcome variable
at the terminal nodes.

Ensemble methods combine multiple machine
learning models and are commonly used to improve
the performance of prediction models. The two
most common methods: bootstrapping aggregation
(bagging) and boosting were shown in Figure 3E. In a
baggingmethod,multiple subsets of data are randomly
selected from the original dataset and each subset data
are used to train a separate prediction model. The
final predictions will be aggregated from all prediction
models. Random forest algorithms are examples of an
ensemble machine learning method that combine
bagging and decision trees. Boosting is another
technique that combines multiple models to create
a more accurate one. Adaboost and gradient boosting
are widely used boosting machine learning algorithms.

As shown in the Table, random forest was used
by Lin et al.20 to predict myopia onset and by
Chaganti et al.16 to improve the diagnostic accuracy
of glaucoma. In addition, Baxter et al.22 used random
forest and logistic regression to identify patients with
open-angle glaucoma who had a risk of progression
to surgical intervention. Fraccaro et al.17 used logistic
regression, decision trees, SVMs, random forests, and
AdaBoost to improve diagnostic accuracy of AMD. In
addition, fuzzy random forest (FRF) and dominance-
based rough set approach (DRSA) were used by Saleh
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Figure 3. Illustrations of machine learning models. 3A. Linear regression; 3B. Logistic regression; 3C. Support vector machine; 3D. Classifi-
cation and regression trees (CART); 3E. Ensemble methods; 3F. Artificial neural network (ANN).

et al.18 forDR risk assessment.AndGaskin et al.15 used
random forest and bootstrapped LASSO to identify
and predict risks of cataract surgery complications.
Moreover, Yoo and Park25 used elastic net and LASSO
to predict DR risk among diabetic patients.

Deep Learning
Deep learning is a subset of machine learn-

ing techniques based on artificial neural networks
(ANNs) that mimic human brain processing. As shown
in Figure 3F, multiple layers of computation are
constructed in a deep learning model, and each layer
is used to perform computations on data from the
previous layer. The layers between the input layer
and the output layer are called hidden layers. While
the information may flow from the input to subse-
quent output layers (feedforward), information can
also flow backward from hidden layers to input layers
(backpropagation). The inputs and outputs of hidden
layers are not reported; deep learning algorithms
present only the final outcome of the output layer.38
Deep learning does not use structured features for
input as machine learning does; therefore, deep learn-
ing is useful for raw images because they do not
have to be prefiltered as they do for machine learn-
ing algorithms. After processing raw input through
multiple layers within deep neural networks, the
algorithms find appropriate features for classifying
output. In this review, several articles used deep learn-

ing algorithms such as ANNs,39 convolutional neural
networks (CNNs),40 multilayer neural network ensem-
ble models (MLNN-EMs),41 and feed forward neural
networks (FNNs).42 CNN is a subtype of deep neural
network commonly used in image classification. In a
CNN model, special convolution and pooling layers
are used to reduce a raw image to essential features
necessary for the model to classify or label the image.
In other words, these techniques use machine learning
to determine model input features from the raw image
data, rather than a human or a separate image process-
ing program. MLNN-EM is a learning technique
that integrates several neural networks to aggregated
outcome. In addition, FNN is another subtype of
neural network where the information moves forward
in (one direction) from root nodes; information never
moves backwards. The nodes between input and out
layers do not form a cycle of information.

As shown in the Table, Lee et al.21 used CNNs
to distinguish AMD from normal OCT images,
Baxter et al.22 used ANNs to identify open-angle
glaucoma patients at risk of progression to surgery.
Also, Sramka et al.26 used models MLNN-EMs and
support vector machine regression models (SVM-RM)
to improve clinical intraocular lens (IOL) calculations,
and Skevofilakas et al.28 used feed forward neural
network (FNN) and improved hybrid wavelet neural
networks to develop hybrid decision support system for
predicting DR risk among diabetic patients.



Applications of AI to EHR in Ophthalmology TVST | Special Issue | Vol. 9 | No. 2 | Article 13 | 9

NLP
NLP is a branch of AI in which computers attempt

to interpret human language in written or spoken
form. By using NLP, researchers can extract informa-
tion from text; some uses in medicine include separat-
ing progress notes into sections, determining diagnoses
from notes, and identifying the documentation of
adverse events.43 As shown in the Table, Apostolova
et al.,23 Peissig et al.,27 and Gaskin et al.15 describe the
use of NLP in extracting cataract information from
free-form text clinical notes.

OutcomeMetrics for Evaluation of
Performance of AI Techniques

Performance evaluation of different AI techniques
depends on the chosen algorithm, the purpose of the
study, and the input data set. In supervised machine
learning algorithms, classifiers are evaluated based on a
comparison between the known categorical output and
the predicted categorical output. For outputs with 2
categories, the accuracy, sensitivity, specificity, positive
predictive value, and negative predictive value can be
computed. Another important evaluation metric is the
AUC-ROC (area under the curve–receiving operating
characteristic), which is used to evaluate the perfor-
mance of classifiers based on different thresholds. ROC
is a probability curve that visualizes the true positive
rate (sensitivity) change with respect to false positive
rate (1–specificity) for different threshold values used in
the model. The AUC represents the ability of a model
to distinguish between different outcome values.44 An
AUC equal to 1 is ideal and represents the model’s
ability to perfectly distinguish between two outcomes.
On the other hand, an AUC of approximately 0.5 is the
worst case because it means that the model is not better
than chance for distinguishing between two outcomes.

As shown in the Table, 8 studies used AUC-ROC to
evaluate the performance of classifiers.15–17,20–22,25,28
The range of AUC-ROC was from 65% to 98.5%, and
the median AUC in all included studies was 90%. In
addition, precision and recall were used to evaluate the
performance of text-mining algorithms.45 Apostolova
et al.23 and Peissig et al.27 used precision and recall to
evaluate the performance of text classification.

For regression models, 2 evaluation metrics—mean
absolute error (MAE) and root mean squared error
(RMSE)—are commonly used to measure accuracy
for continuous variables. They measure the average
difference between actual observations and predictions.
MAE shows the absolute differences with equal weight
for each difference. In contrast, RMSE penalized larger
errors by taking the square of the difference before

averaging. In the study by Rohm et al.,24 MAE and
RMSE were used to evaluate visual acuity prediction.

Application of AI to Clinical Ophthalmology

AI techniques have been applied clinically to
improving ocular disease diagnosis, predicting disease
progression, and risk assessment (Table). Several
diseases were studied in articles included in this review
including glaucoma, cataracts, AMD, andDR.We will
present the benefits of AI techniques with EHR data in
these diseases.

Glaucoma
Two studies in this review focused on the field

of glaucoma and used supervised machine learning
techniques to improve diagnosis and predict progres-
sion.16,22 In the study by Chaganti et al.,16 a good
performance was obtained (AUC of glaucoma diagno-
sis 88%), and results showed that the addition of
an EMR phenotype could improve the classification
accuracy of a random forest classifier with imaging
biomarkers.16 On the other hand, Baxter et al.22
reported a moderate performance (AUC 67%) in a
study that used EHR data alone to predict risk of
progression to surgical intervention in patients with
open-angle glaucoma. In addition to model perfor-
mance, it is important to know which factors can be
used to improve disease diagnosis. The work performed
by Chaganti et al.16 began to explore this problem
by comparing the performance of classifiers using
EMR phenotypes, visual disability scores, and imaging
metrics.

Cataracts
Three studies applying different AI techniques to

cataract diagnosis and management were reviewed.
In the study by Peissig et al.,27 NLP was used to
extract cataract information from free-text documents.
AnEHR-based cataract phenotyping algorithm, which
consisted of structured data, information from free-
text notes, and optical character recognition on
scanned clinical images, was developed to identify
cataract subjects. The result of the study showed
good performance (predictive positive value >95%).27
Additionally, Gaskin et al.15 used supervised machine
learning algorithms to identify risk factors and to
predict intraoperative and postoperative complications
of cataract surgery. The investigators used data mining
via NLP to extract cataract information from the
EHR system.15 The predictive model showedmoderate
performance (AUC 65%), and the risk factors associ-
ated with surgical complications included younger
patients, refractive surgery history, AMD history, and
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complex cataract surgery. These risk factors were
associated with postoperative complications, and the
predictive model showed moderate performance (AUC
65%). Supervised machine learning (SVM-RM) and
deep learning (MLNN-EM) algorithms were used to
improve the IOL power calculation by Sramka et al.26
Both SVM-RM and MLNN-EM model provided
better IOL calculations than the Barrett Universal II
formula.

AMD
Three studies used AI in AMD. Lee et al.21 used

deep learning techniques to improve the diagnosis of
AMD. Optical coherence tomography (OCT) images
of each patient were linked to EMR clinical end
points extracted from EPIC (Verona, WI) for each
patient to predict a diagnosis of AMD. The model
had high accuracy with an AUC 97% in distinguish-
ing AMD from normal OCT images.21 Another study
conducted by Rohm et al.24 used supervised regression
models to accurately predict visual acuity in response
to anti–vascular endothelial growth factor injections
in patients with neovascular AMD. Models predicting
treatment response may have implications in encour-
aging patients adhering to intravitreal therapy. Also, as
demonstrated by Fraccaro et al.,17 supervised machine
learning techniques can be incorporated into EHR
systems providing real-time support for AMD diagno-
sis.

DR
DR is one of the most common comorbidities

of diabetes, and frequent screening examinations for
diabetic patients are resource consuming. Three studies
explore this problem by using AI techniques with EHR
data to determine patient risk for the development of
DR. Saleh et al.18 used 2 kinds of ensemble classifiers—
FRF and DRSA—to predict DR risk using EHRs.
Good performance (accuracy 80%) of the FRF model
was shown in this study. Similarly, Yoo and Park25
proposed a comparison between the learning models—
ridge, elastic net, and LASSO—using the traditional
indicators of DR. They showed that the performance
of LASSO (AUC 81%) was significantly better than the
traditional indicators (AUC of glycated hemoglobin
69%; AUC of fasting plasma glucose 54%) in diagnos-
ing DR. In addition, a hybrid DSS was developed by
Skevofilakas et al.28 to estimate the risk of a patient
with type 1 diabetes to develop DR. The hybrid DSS
showed an excellent performance with an AUC of
98%. Overall, these studies show that integrating these
techniqueswith anEHR systemhas promise in improv-
ing early detection of diabetic patients at risk of DR
progression.

Discussion

This article reviews the literature applying AI
techniques to EHR data to aid in ocular disease
diagnosis and risk assessment. We focus the discussion
on 3 areas: AI techniques used to analyze EHR data,
the performance of techniques, and the ocular diseases
most commonly analyzed.

First, secondary use of EHR data via AI techniques
can be used to improve ocular disease diagnosis, risk
assessment, and disease progression. The predictive
models across the 8 classifiers showed good perfor-
mance with a median AUC of 90%. One study,
prediction of postoperative complications of cataract
surgery, reported moderate accuracy with 65%,15
perhaps because of insufficient predictors, such as
lack of surgeon-relevant information. Also, the preva-
lence of various complications may affect the relia-
bility of prediction outcomes. For example, a rare
prevalence complication may not be handled well with
standard classification techniques because of imbal-
anced data.46,47 When a dataset contains a very few
number of cases of disease or complications, there is
not enough data about these cases for the model to
accurately learn how to predict them. On the other
hand, excellent performance of classifiers trained on
combined EHR and image data were reported by
Skevofilakas et al.28 and Lee et al.21 For future studies,
a feasible direction might be to develop a hybrid
model that uses both the routine EHR data and image
data sets to have a more complete picture of patient
variables associated with the outcome of interest.

Second, supervised machine learning was the most
common technique used with EHR data to analyze
ocular diseases. These studies focused on improving
diagnosis, predicting progression, or assessing risk for
early detection. The predictors defined were based on
the risk factors of disease, demographic features found
from literature review, and clinical experiences. None
of the studies reviewed used unsupervised machine
learning techniques where the desired output and the
relationship between the outcome variable and the
predictors are unknown. These methods are used to
identify clusters of data that are similar and can help
discover the hidden factors that are useful for improv-
ing the diagnosis. However, unsupervised learning has
been successfully applied to other fields. For example,
Marlin et al.48 demonstrated that the probabilistic
clustering model for time-series data from real-world
EHRs could be able to capture patterns of physiology
and be used to construct mortality prediction models.
For future studies, unsupervised machine learning
techniques might be used to find hidden patterns from
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EHR data for improving clinical predictions of ocular
diseases.

Finally, in this review, studies that analyzed EHR
data with AI techniques mainly focused on 4 diseases:
glaucoma, DR, AMD, and cataracts. The focus on
these diseases (glaucoma, AMD, and DR) is likely due
to their prevalence as the major causes of irreversible
blindness in the world.49 Early detection or treatment
can delay or halt the progression of such diseases,
reduce visualmorbidity, and preserve a patient’s quality
of life.50,51 These studies suggest that AI techniques
can be used to achieve this goal. Furthermore, cataract
surgery is the most common refractive surgical proce-
dure and is one of the most common surgeries
performed in ophthalmology.52 Risk assessment of the
postoperative complications and decreasing the risk of
reoperation are crucial to patient outcomes, and AI
techniques can help approach these issues.

This review presents the AI techniques used in
vision sciences based on EHR data. However, several
problems still need to be addressed for future studies.
One of the major problems is data quality. EHR
data required for research are essentially different from
data collected during a traditional clinical research
study. EHR data collected from clinical practice may
have incomplete information due to incorrect data
entry, nonanswers, and recording errors. Consequently,
the performance of machine learning models will
be dependent on data quality and is an issue when
using AI techniques with EHR data.53–56 Additionally,
except for the work reported by Lin et al.,20 all reviewed
studies were single-center studies. Thus, the results of
studies may not be generalizable to other healthcare
systems.

Although imaging data do not suffer from the
data quality issues of other clinical data, there is
no well-established gold standard for many imaging
techniques. For instance, Garvin et al.57 presented an
automated 3-dimensional intraretinal layer segmen-
tation algorithm using OCT image data. The gold
standard was determined by 2 retinal experts’ recom-
mendations. This requires more time and resources
to analyze and cross-validate the outcomes. Also,
different preprocessing and postprocessing algorithms,
hardware configurations, and image processing steps
are intended to improve image quality for easier
automated diagnosis. However, these factors often
make models difficult to replicate. In addition, using
imaging analysis without other prior information, such
as medical history information, may affect the model
performance and lead to biased results. Therefore,
integration of imaging data and routine EHR data
allows us to obtain prior information to input to the
predictive model.

Conclusion

AI techniques are rapidly being adopted in ophthal-
mology and have the potential to improve the quality
and delivery of ophthalmic care. Moreover, secondary
use of EHR data is an emerging approach for clinical
research involving AI, particularly given the availabil-
ity of large-scale data sets and analytic methods.58–60
In this review, we describe applications of AI methods
to ocular diseases and problems such as diagnostic
accuracy, disease progression, and risk assessment and
find that the number of published studies in this area
has been relatively limited due to challenges with the
current quality of EHR data. In the future, we expect
that AI using EHR data will be applied more widely
in ophthalmic care, particularly as techniques improve
and EHR data quality issues are resolved.
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Appendix: PubMed Search Query

(
( ("electronic"[All Fields] AND "health"[All Fields] AND record[All Fields])
OR (“electronic"[All Fields] AND "medical"[All Fields] AND record[All Fields])
OR (("computerised"[All Fields] OR "computerized"[All Fields])
AND "medical"[All Fields] AND record[All Fields])
OR ("electronic health records"[MeSH Terms])
OR (“medical records systems, computerized"[MeSH Terms])
OR (“electronic health data” [All Fields])
OR (“personal health data” [All Fields])
OR (“personal health record” [All Fields])
OR (“personal health records” [All Fields])
OR (“Health Record” [All Fields])
OR (“computerized patient medical records” [All Fields])
OR (“computerized medical record” [All Fields])
OR (“computerized medical records” [All Fields])
OR (“computerized patient records” [All Fields])
OR (“computerized patient record” [All Fields])
OR (“computerized patient medical record” [All Fields])
OR (“electronic health records” [All Fields])
OR (“electronic patient record” [All Fields])
OR (“electronic healthcare record” [All Fields])
OR (“ehr” [All Fields])
OR (“ehrs” [All Fields])
OR (“emr” [All Fields])
OR (“emrs” [All Fields])
OR (“phr” [All Fields])
OR (“phrs” [All Fields])
OR (“patient record” [All Fields])
OR (“patient health record” [All Fields])
OR (“healthcare record” [All Fields])
)

AND

(
("Machine"[All Fields] AND "Learning"[All Fields])
OR (“Artificial"[All Fields] AND "intelligence"[All Fields])
OR ("deep learning"[All Fields])
OR (“Machine intelligence"[All Fields])
OR (“Natural language processing"[All Fields])
OR (“NLP"[All Fields])
OR (“ML"[All Fields])
OR (“DL"[All Fields])
OR (“vector machine "[All Fields])
OR (“random forest"[All Fields])
OR (“neural network "[All Fields])
)

AND
English[lang]
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AND

(
("Ophthalmology"[All Fields])
OR (“Eye"[All Fields])
OR (“Vision"[All Fields])
OR (“visual"[All Fields])
OR (“Diabetic retinopathy"[All Fields])
OR (“Cataract"[All Fields])
OR (“Glaucoma” [All Fields])
OR (“Cornea” [All Fields])
OR (“Pediatric Ophthalmology and Strabismus” [All Fields])
OR (“Retina” [All Fields])
OR (“Retinal disease” [All Fields])
OR (“Uveitis” [All Fields])
OR (“Neuro-ophthalmology” [All Fields])
OR (“Ophthalmic genetics” [All Fields])
OR (“Inherited retina diseases” [All Fields])
OR (“Oculoplastics” [All Fields])
OR (“Ocular Oncology” [All Fields])
OR (“Cataract surgery” [All Fields])
OR (“Comprehensive eye care” [All Fields])
OR (“Oculofacial plastics and reconstructive surgery” [All Fields])
OR (“Vision rehabilitation” [All Fields])
OR (“Contact Lenses” [All Fields])
OR (“Myopia” [All Fields])
OR (“Age-related macular degeneration” [All Fields])
OR (“ROP” [All Fields])
OR (“Congenital cataract” [All Fields])
OR (“Low vision” [All Fields])
OR (“Pediatric ophthalmology” [All Fields])
OR (“Strabismus” [All Fields])
OR (“Oculoplastic surgery” [All Fields])
OR (“Comprehensive ophthalmology” [All Fields])
OR (“Refractive error” [All Fields])
OR (“Refractive surgery” [All Fields])
)


