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Summary
Background:  Recently,  the  outbreak  of  MERS-CoV  infections  caused  worldwide  atten-
tion  to  Saudi  Arabia.  The  novel  virus  belongs  to  the  coronaviruses  family,  which  is
responsible  for  causing  mild  to  moderate  colds.  The  control  and  command  cen-
ter  of  Saudi  Ministry  of  Health  issues  a  daily  report  on  MERS-CoV  infection  cases.
The  infection  with  MERS-CoV  can  lead  to  fatal  complications,  however  little  infor-
mation  is  known  about  this  novel  virus.  In  this  paper,  we  apply  two  data  mining
techniques  in  order  to  better  understand  the  stability  and  the  possibility  of  recovery
from  MERS-CoV  infections.
Method:  The  Naive  Bayes  classifier  and  J48  decision  tree  algorithm  were  used  to  build
our  models.  The  dataset  used  consists  of  1082  records  of  cases  reported  between
2013  and  2015.  In  order  to  build  our  prediction  models,  we  split  the  dataset  into  two
groups.  The  first  group  combined  recovery  and  death  records.  A  new  attribute  was
created  to  indicate  the  record  type,  such  that  the  dataset  can  be  used  to  predict  the
recovery  from  MERS-CoV.  The  second  group  contained  the  new  case  records  to  be
used  to  predict  the  stability  of  the  infection  based  on  the  current  status  attribute.
Results:  The  resulting  recovery  models  indicate  that  healthcare  workers  are  more
likely  to  survive.  This  could  be  due  to  the  vaccinations  that  healthcare  workers

are  required  to  get  on  regular  basis.  As  for  the  stability  models  using  J48,  two
attributes  were  found  to  be  important  for  predicting  stability:  symptomatic  and
age.  Old  patients  are  at  high  risk  of  developing  MERS-CoV  complications.  Finally,

the  performance  of  all  the  models  was  evaluated  using  three  measures:  accuracy,
precision,  and  recall.  In  general,  the  accuracy  of  the  models  is  between  53.6%  and
71.58%.
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n  2012,  Saudi  Arabia  witnessed  the  outbreak  of
 virus  called  Middle  East  Respiratory  Syndrome
oronavirus (MERS-CoV).  The  novel  virus  belongs
o the  coronaviruses  family  which  is  responsible
or causing  mild  to  moderate  colds.  MERS-Co  is
lamed  for  causing  severe  acute  respiratory  ill-
ess that  lead  to  death  in  many  cases.  According
o [1], MERS-CoV  symptoms  include:  cough,  fever,
ose congestion,  breath  shortness,  and  sometimes
iarrhea. The  virus  began  spreading  rapidly  in  Saudi
rabia in  2013.  Since  then,  the  Control  and  Com-
and  Center  of  Saudi  Ministry  of  Health  in  Saudi
rabia  started  recording  and  reporting  the  cases.
he ministry  website  provides  daily  statistics  on
ew confirmed  MERS-CoV  cases,  recoveries,  and
eaths.

Infection  with  MERS-CoV  can  lead  to  fatal  com-
lications. Unfortunately,  there  is  little  information
bout how  the  virus  spreads  and  how  patients  are
ffected.  Data  mining  is  the  exploration  of  large
atasets  to  extract  hidden  and  previously  unknown
atterns  and  relationships  [2]. In healthcare,  data
ining techniques  have  been  widely  applied  in
ifferent  applications  including:  modeling  health
utcomes  and  predicting  patient  outcomes,  evalu-
tion of  treatment  effectiveness,  hospital  ranking,
nd infection  control  [3].

In this  paper,  we  build  several  models  to  pre-
ict the  stability  of  the  case  and  the  possibility  of
ecovery  from  MERS-CoV  infection.  The  goal  is  to
etter understand  which  factors  contribute  to  com-
lications  of  this  infection.  The  models  are  built  by
pplying data  mining  techniques  to  the  data  pro-
ided by  the  Control  and  Command  Center  of  Saudi
inistry  of  health  website  [1].
The rest  of  the  paper  is  organized  as  follows.

n Literature  review  section,  we  review  related

ork in  the  applications  of  data  mining  in  health-
are. Methodology  section  describes  the  dataset,
re-processing steps,  data  mining  techniques,  and
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ection concludes  the  paper  with  findings.

iterature review

n  this  section,  we  highlight  some  of the  related
ork in  data  mining  applications  in  healthcare.
Data mining  has  been  widely  used  for  the  prog-

osis and  diagnoses  of  many  diseases.  Ferreira
t al.  [4]  used  data  mining  to  improve  the  diag-
osis  of  neonatal  jaundice  in  newborns.  In  their
xperiment,  the  dataset  consisted  of  70  variable
ollected for  227  healthy  newborns.  Many  data  min-
ng techniques  were  applied,  including:  J48,  CART,
aive Bayes  classifier,  multilayer  perceptron,  SMO,
nd simple  logistic.  The  best  predictive  models
ere obtained  by  using  Naive  Bayes,  multilayer
erceptron, and  simple  logistic.  For  heart  disease
iagnoses,  Venkatalakshmi  and  Shivsankar  [5]  com-
ared the  performance  of  decision  tree  algorithm
nd Naive  Bayes.  The  experimental  results  using  a
ataset of  294  records  with  13  attributes  showed
hat the  performance  of  the  two  algorithms  is  com-
arable.  FP-growth,  Association  rule  mining,  and
ecision trees  were  used  for  the  diagnosis  and  prog-
osis of breast  cancer  [6]. The  classification  models
ere built  using  a dataset  of  699  records  and  9
ttributes  and  the  best  accuracy  was  achieved  using
ecision trees  induction  algorithms.

In terms  of  survivability  predicting,  Bellaachia
t al.  [7]  used  Naive  Bayes,  back-propagated  neu-
al network,  and  the  C4.5  decision  tree  algorithm  to
redict the  survivability  of  breast  cancer  patients.
he dataset  used  in  the  study  was  obtained  from  the
urveillance  Epidemiology  and  End  Results  (SEER).
xperimental  results  indicated  that  the  C4.5  algo-
ithm outperformed  the  other  two  techniques.
ecently, several  predictive  models  for  breast  can-

er survival  were  developed  [8].  The  models  were
ased on  a  dataset  of  657,712  records  and  72  vari-
bles, also  obtained  from  SEER.  Three  different
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data  mining  techniques  were  used:  Support  Vector
Machine (SVM),  Bayes  Networks,  and  Chi-squared
Automatic Interaction  Detection  (CHAID).  Results
showed  that  the  best  survival  prediction  model  was
obtained  using  SVM.  The  authors  in  [8]  presented  a
study of  predictive  models  for  breast  cancer  sur-
vival. The  main  goal  was  to  discover  important
attributes that  contribute  to  breast  cancer  survival.
Three  data  mining  techniques  were  used:  Support
Vector Machine  (SVM),  Bayes  Net,  and  Chi-squared
Automatic Interaction  Detection  (CHAID).  Experi-
ments  on  a  dataset  obtained  from  SEER  showed
that the  SVM  model  outperformed  other  models
in terms  of  accuracy,  sensitivity,  and  specificity.
SVM was  able  to  identify  ten  attributes  that  are
important  indicators  of  breast  cancer  survivability.
Sandhu et  al.  [9]  proposed  a  cloud-based  MERS-CoV
prediction system.  The  system  is  based  on  Bayesian
Belief Networks  (BBN)  for  initial  classification  of
patients.  A  geographic  positioning  system  is  utilized
to represent  patients  on  Google  Maps.  Patients  clas-
sified as  infected  were  tracked  using  GPS  from  their
mobile  phones.  The  proposed  system  is  useful  to  cit-
izens since  it  allows  them  to  avoid  infected  areas.
In addition,  healthcare  authorities  can  manage
the infection  problem  more  effectively.  The  BBN
achieved  an  accuracy  of  83.1%  on  synthetic  data.

Methodology

Dataset description and pre-processing

As  mentioned  earlier,  our  dataset  was  obtained
from the  website  of  the  Control  and  Command  Cen-
ter of  Saudi  Ministry  of  Health  [1].  We  used  the  data
on MERS-CoV  infections  reported  between  2013  and
2015. The  data  was  published  in  three  separate  cat-
egories:  new  cases,  recoveries,  and  deaths.  For  all
the categories,  the  following  patient  information
was provided:  gender,  age,  nationality,  city,  and
whether  the  patient  is  a  healthcare  personnel  or
not. In  addition,  there  was  more  specific  informa-
tion for  each  category.  The  additional  information
is as  follows:

• New  cases:  symptomatic,  current  status,  and
whether  the  patient  had  any  contact  with  sus-
pected or  confirmed  MERS-CoV  infection  case.

• Recoveries  and  deaths:  does  the  patient  have
pre-existing diseases.
We  collected  633  new  case  records,  231  recovery
records, and  218  death  records,  for  a  total  of  1082
records.  A  sample  of  the  original  dataset  is shown
in Fig.  1. The  dataset  was  published  in  different
Figure  1  Sample  of  the  original  dataset.

ormats.  Some  of  the  records  were  found  as  text
les. Other  records  were  provided  in  image  for-
at. Thus,  our  first  step  was  to  prepare  the  data

n a unified  format  appropriate  for  data  min-
ng. Information  in  image  format  was  manually
xtracted. Records  with  missing  and  inconsistent
alues (ex.  gender  is  adult)  were  excluded.  The  age
ttribute  was  converted  to  discrete  values.  Finally,
ll records  were  prepared  in  .csv  format.  In  order
o build  our  prediction  models,  we  split  the  dataset
nto two  groups.  The  first  group  consisted  of  recov-
ry and  death  records.  A  new  attribute  was  created
o indicate  the  record  type,  such  that  the  dataset
an be  used  to  predict  the  recovery  from  MERS-CoV.
he second  group  contained  the  new  case  records
o be  used  to  predict  the  stability  of  the  infection
ased on  the  current  status  attribute.

ata mining

lassification  is  a widely  used  technique  in  health-
are. Here,  we  build  several  classification  models
o predict  the  stability  and  recovery  of MERS-CoV
nfection. We  apply  Naive  Bayes  and  J48  [10]  deci-
ion tree  algorithm.  Here,  we  briefly  describe  these
lgorithms.

 Naive  Bayes  classifier:  is  a probabilistic  model
based on  Bayes  theorem.  It  assumes  class  con-
ditional independence,  where  the  dependencies
between class  attributes  are  ignored.  Research
has shown  that  Naive  Bayes  classifiers  have
comparable performance  to  other  classification
algorithms such  as  decision  trees  and  neural
networks. In  addition,  they  produce  highly  accu-
rate models  and  can  deal  with  large  datasets  [2].

 J48  Decision  Tree  Algorithm:  is an  implementa-
tion by  the  WEKA  project  team  of  the  well-known
tree induction  algorithm  C  4.5  [10].  It  follows  a

greedy iterative  approach  in  building  the  deci-
sion tree.  The  algorithm  partitions  the  dataset
based on  the  best  informative  attribute.  At  each
iteration,  the  attribute  with  maximum  gain  ratio
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is  selected  as  the  splitting  attribute.  Decision
tree classification  models  have  many  advantages.
They are  easy  to  interpret  and  are  known  to  have
comparable accuracy  to  other  classification  mod-
els.

Experimental results

The  WEKA  platform  [11]  was  used  in  our  experi-
ment. It  is  a  well-known  data  mining  software  that
supports  a  wide  range  of  data  mining  algorithms
with a  friendly  user  graphical  user  interface.  All
models were  built  using  10-fold  cross  validation.

Here, we  discuss  the  obtained  prediction  mod-
els. In  the  J48  decision  tree  recovery  model,
shown in  Fig.  2,  the  attribute  healthcare  person-
nel appears  as  the  first  splitting  attribute.  This
indicates  the  importance  of  this  information.  The
model can  be  interpreted  as  follows:  if  the  patient
is a  healthcare  personnel,  the  model  predicts  recov-
ery. However,  if  the  patient  is  not  a  healthcare
personnel then  the  model  examines  whether  he
has any  pre-existing  disease.  If  the  patient  suf-
fers from  other  diseases,  the  model  predicts  death,
otherwise  recovery  is  predicted.  According  to  this
model, healthcare  personnel  are  more  likely  to  sur-
vive MERS-CoV  infections.  This  could  be  due  to  the
vaccinations  that  healthcare  workers  are  required
to get  on  regular  basis.

Fig.  3  shows  the  stability  model  using  J48  deci-
sion tree  algorithm.  This  model  shows  that  the
two important  attributes  for  predicting  stability  are
symptomatic  and  age.  The  model  first  checks  symp-
toms, if  symptoms  exist,  then  the  age  of  the  patient
is examined.  The  status  of  patients  between  the
ages of  66—87  are  predicted  as  critical.  From  this
model, we  conclude  that  old  patients  are  at  high
risk of  developing  MERS-CoV  complications.

Figure  2  J84  decision  tree  recovery  model.

Figure  3  J84  decision  tree  stability  model.

Table  1  Performance  evaluation  for  MERS-CoV
recovery  models.

Model  (year)  Accuracy  Class  Precision  Recall

Naive
Bayes

71.58% Recovery  79.4%  60.4%
Death  66.5%  83.4%

J48 68%  Recovery  86%  45.2%
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Death  61.3%  92.2%

valuation

n  order  to  evaluate  the  accuracy  of  the  obtained
odels, three  performance  measures  were  used:

ccuracy,  precision,  and  recall.  Accuracy  refers  to
he percentage  of  correctly  classified  records.  Pre-
ision is  the  percentage  of  records  that  the  model
orrectly classified  as  positives  out  of  all  posi-
ive predictions.  Recall  measures  the  true  positives
ecognition  rate.  These  measures  are  calculated  as
ollows:

ccuracy  = TP  +  TN

P  +  N
(1)

recision  = TP

TP  +  FP
(2)

ecall  = TP

TP  +  FN
(3)

here  P  is  the  number  of  positive  records.  N  is  the
umber  of  negative  records.  TP  is  the  number  of
ecords  that  were  correctly  classified  as  positive.
N is the  number  of  records  that  were  correctly
lassified as  negative.  FN  is  the  number  of  records

hat were  misclassified  as  negative.

Tables  1 and  2  summarizes  the  evaluation
easures  for  the  obtained  recovery  and  stabil-

ty models,  respectively.  The  Naive  Bayes  recovery
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Table  2  Performance  evaluation  for  MERS-CoV  sta-
bility  models.

Model  (year)  Accuracy  Class  Precision  Recall

Naive
Bayes

53.63%  Stable  56.9%  67.5%
Critical  41.1%  43.1%

F

N

C

N

E

N

A

T
S
r
I

R

J48 55.69%  Stable  54.9%  89.5%
Critical  43.9% 15.3%

model  performs  better  in  terms  of  overall  accu-
racy. In  addition,  it  shows  high  recognition  rate
for the  recovery  class.  However,  the  J48  has  bet-
ter recognition  rate  for  class  death.  As  for  stability
models, the  results  indicate  that  J48  has  better
overall accuracy.  However,  the  recognition  rate  of
class critical  is  very  low.  In  general,  we  observe  that
the performance  measures  of  the  recovery  models
are higher  than  the  stability  models.

In this  work,  we  use  a  real  dataset  with  two
classification algorithms  known  to  produce  highly
accurate  models.  However,  the  performance  of  the
all obtained  models  is not  satisfactory  for  applica-
tion  in  real  world.  The  main  limitation  lies  in  the
size of  the  training  dataset.  We  believe  that  there
is a  need  to  increase  the  size  of  the  dataset  in  order
to improve  predictions.  In  addition,  more  patient
information  (ex.  medical  history)  can  be  included.

Conclusion

In this  paper,  we  built  several  models  to  predict
the stability  and  recovery  of  MERS-CoV  infections.
Our models  were  built  using  Naive  Bayes  and  J48
decision  tree  classification  algorithms.  The  decision
tree recovery  model  indicated  that  patients  who
are healthcare  personnel  are  more  likely  to  sur-
vive. The  age  attribute  was  found  to  be  important  in
predicting the  stability  of  the  patient.  Old  patients
with ages  between  66  and  87  are  more  likely  to  suf-
fer from  critical  complications.  The  performance  of
all the  models  was  evaluated  and  compared.  In gen-
eral, the  accuracy  of  the  models  is  between  53.6%
and 71.58%.  We  believe  that  the  performance  of
the prediction  models  can  be  enhanced  with  the

use of  more  patient  data.  As  future  work,  we  plan
to directly  contact  hospitals  in  Riyadh  in  order  to
collect more  information  related  to  patients  with
MERS-CoV  infections.
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