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A B S T R A C T   

Detection of the COVID 19 virus is possible through the reverse transcription-polymerase chain reaction (RT- 
PCR) kits and computed tomography (CT) images of the lungs. Diagnosis via CT images provides a faster 
diagnosis than the RT-PCR method does. In addition to low false-negative rate, CT is also used for prognosis in 
determining the severity of the disease and the proposed treatment method. In this study, we estimated a 
probability density function (PDF) to examine the infections caused by the virus. We collected 232 chest CT of 
suspected patients and had them labeled by two radiologists in 6 classes, including a healthy class and 5 classes of 
different infection severity. To segment the lung lobes, we used a pre-trained U-Net model with an average Dice 
similarity coefficient (DSC) greater than 0.96. First, we extracted the PDF to grade the infection of each lobe and 
selected five specific thresholds as feature vectors. We then assigned this feature vector to a support vector 
machine (SVM) model and made the final prediction of the infection severity. Using the T-Test statistics, we 
calculated the p-value at different pixel thresholds and reported the significant differences in the pixel values. In 
most cases, the p-value was less than 0.05. Our developed model was developed on roughly labeled data without 
any manual segmentation, which estimated lung infection involvements with the area under the curve (AUC) in 
the range of [0.64, 0.87]. The introduced model can be used to generate a systematic automated report for 
individual patients infected by COVID-19.   

1. Introduction 

SARS-COV-2 infectious virus was identified by the World Health 
Organization and now is recognized as COVID -19 [1,2]. The current 
gold standard of its diagnosis is the reverse transcription-polymerase 
chain reaction (RT-PCR) test, which is a specific molecular diagnosis 

on respiratory specimens (throat swab/nasopharyngeal swab) [3]. Many 
studies have reported a higher sensitivity for evaluations based on 
computed tomography (CT) than RT-PCR test [4]. Although the CT scan 
of chest is more expensive and less accessible than PCR test for the pa
tients with lung infections, a fast and accurate measurement of the 
infection severity has a prognostic value and direct influence on 
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patient’s treatment, which is not the case by a simple RT-PCR test [5–8]. 
Univariate and multivariate analyses have evaluated the role of CT in 

prognosis of the patients with COVID-19. The results showed that 
infection scores extracted from CT images are highly correlated with 
laboratory findings and disease severity. This can be useful in speeding 
up the diagnostic process in symptomatic cases [9]. COVID-19 related 
infections appear on CT images of the chest with various patterns, 
including ground glass opacity (GGO), consolidation, crazy paving, etc. 
[10]. Most lesions are distributed in the peripheral or sub-pleural area. 
In addition, the lower lobes are more frequently infected than the upper 
and middle lobes [11]. 

Segmentation of the lung lobes can provide useful information 
regarding the location of different infections; thus, a better diagnosis 
and prognosis can be obtained from the results of the segmented lobes 
[12–14]. 

Numerous research in prediction of COVID-19 has been carried out 
by the means of machine learning and deep learning [15,16]. Using deep 
feature maps of chest CT images, a system for detection of the infection 
severity in COVID-19 (For two different classes, severe vs. mild (has 
been introduced called COVIDC [17]. However, in most studies, the 
entire lung image was used to predict an infection severity globally, with 
no local prediction across the individual lung lobes [18]. 

In this study, we gathered a Chest CT dataset and labeled it with 
several classes of infection severity in each lobe. Utilizing a workflow of 
machine learning methods, we aimed to predict the infection severity of 
each lobe. In summary, the main advantages and novelties of this study 
are as follows:  

• Internal dataset was collected and the severity of lung infection in six 
classification classes was prepared.  

• A U-Net model with trained weight was used for lobe segmentation.  
• By segmenting the lung lobes in CT images and using the probability 

density function (PDF) in five specific intensities, a feature vector 
was obtained for each lobe with no dependence on the size or 
number of voxels in each of the five lung lobes.  

• The resulting vector was given to a support vector machine model to 
predict how severely each lung lobe was affected by a lung infection.  

• Finally, the area under the curve (AUC) score of each of the severity 
classes of lung involvement infection was reported. 

In the following part of this article, we described the data collection 
and label assigning. Then, we explained the statistical tools for esti
mating the PDF and the proposed machine learning model. Subse
quently, we presented the results of the PDF estimation and the SVM 
classification, followed by discussing the results and summarizing the 
findings. We ultimately addressed the limitations and proposed future 
works. 

2. Methods and materials 

In this study, we used 186 CT volumes to train the proposed machine 
learning prediction model and 46 CT volumes to evaluate it. To segment 
the lung lobes, a deep learning model was used [19], which is explained 
in the following section. Next, we estimated a PDF of pixel intensities for 
each lobe, by analyzing which, we obtain a feature vector for each lung 
lobe to predict the severity of infection with the help of a SVM model. 

2.1. Estimate the severity of infection in each lung lobe 

According to the standard systematic report on Radiology Assistant 
[20] and Rad2share, the percentage of infection was determined by the 
number of points 0 to 5 (Table 1). According to the experience and 
expertise in interpreting CT images of the lungs and mastering the 
sectional anatomy of different areas of the chest, the radiologists visu
ally and approximately estimated the percentage of involvement and the 
type of infection (especially GGO and consolidation) in each lobe as a 

standard systematic report. 

2.2. Datasets 

CT dataset of 232 patients (female: male, 97: 135; average age, 46 
years) were obtained from Ghiassi Hospital in Tehran (Alexion 16-slice 
CT, TOSHIBA Medical Systems). The images were reported by a radi
ologist and the patient identity was removed from the images to protect 
the patient’s privacy. Also, an official license was obtained from the 
supervisor and the head of the department to use the hospital data in 
research. Moreover, an ethics license has been obtained from the ethics 
committee of the university for the data acquisition and management. 

Using a pre-trained U-Net method, we segmented the lung lobes in 
the CT dataset of 232 vol and 30,157 slices, then the severity of infection 
was labeled in each lung lobe. Furthermore, a manual segmentation for 
the lung lobes was performed (only for 35 CT volumes as it is a labor- 
intensive task) to validate the performance of the pre-trained U-Net 
method used in segmenting the lung lobes on our data (We did not 
perform any retraining for this segmentation method as the pre-trained 
model performed quite well on our data). Finally, 80% of the data (232 
CT scans dataset with the severity labels) was used for training, and the 
remaining 20% was used to evaluate the machine learning prediction 
model. The number of lobes with different levels of infection is pre
sented in Table 2. 

2.3. CT image acquisition 

Chest volumes had been obtained in the supine position by the 
Toshiba Alexion 16-slice CT scanner in low dose exposure condition (MA 
minimum) with the image of 512 × 512 and the cut thickness of 2 mm. 
Thick metal objects were removed from the chest zone to prevent metal 
artifacts in CT images. The collected CT volumes contain an average of 
130 slices. 

2.4. Lung lobes segmentation 

We used a pre-trained model presented in Ref. [19] to segment the 
lung lobes. This model utilized an R231 U-Net to categorize all the pixels 
identified inside the lung in one of the five lobes. CIP (Chest Imaging 
Platform) is an open-source lung segmentation tool based on threshold 
and morphological operations. The Dice similarity coefficient (DSC) of 
this network is reported 0.97 ± 0.05 for standard approaches. However, 
to validate the performance of lobe segmentation on our dataset, we 
manually segmented the lung lobes in a number of images and evaluated 
the segmentation results of the model by calculating the DSC. 

Table 1 
Percentage of infection equivalent to the points of infection.  

Number of points involved in infection Percentage of infection 

0 points 0% 
1 point <5% 
2 points 5–25% 
3 points 25–50% 
4 points 50–75% 
5 points 75–100%  

Table 2 
Number of lobes involved in COVID-19 infections in our dataset.  

Number of points involved in infection Number of lobes 

0 points 361 
1 point 254 
2 points 327 
3 points 149 
4 points 56 
5 points 13  
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For semi-automatic segmentation of the lung lobes, imaging volumes 
of 35 patients in DICOM format were fed to the 3D Slicer software2 from 
the CIP module (Chest Imaging Platform) into the section “Interactive 
Lobe Segmentation” and the desired images were selected, then “Label 
Map volume” was created for the image collection. Moreover, in the 
section “Fisser Volume section”, a file was created for the set of imported 
images. A Gaussian filter was activated for smoothing the image edges. 
In the option section, the image dimensions and the work speed were 
customized by a skilled expert. Sagittal images were selected, and the 
lung lobes were segmented with assigning five different colors to each of 
the five lung lobes. The segmented images were inspected by two radi
ologists for accuracy and manually edited by two skilled radiography 
residents. To edit the segmented images in the 3D Slicer software, the 
images were entered in the “Segment Editor” and the editing was per
formed. At the end, the labeled images from the “Save” module were 
archived in a desired address with the ".nrrd”. image format. 

2.5. Pre-processing 

In the first stage, data preparation was performed to unify the data 
and incomplete or distorted data were deleted (e.g., the volumes with no 
breathing confinement). Image pixel intensities were mapped to the 
range of [− 1024, 150]. This was performed by data clipping and win
dowing functions (i.e., with setting the window level and window width 
values to 1500 and -600, respectively). 

2.6. Statistical analysis and machine learning methods 

To manage errors related to the data scale, type, and size, an efficient 
tool should not depend on the lobe size. To address this, we performed a 
one-point statistical analysis for generating a PDF of intensities of the 
lobe infections. If there is a bright area associated with an infection, the 
PDF of the image pixel intensities gives a great number to reflect a high 
level of infection severity in the lobe of interest. In addition, for each 
level of infection involvement (0–5), its PDF of image intensities was 
compared with the PDF of one incremental unit greater level of infection 
(1–6), which was also separately performed for five lung lobes alto
gether. The PDF was calculated for 50 different points with equal dis
tances in the range of [− 1024, 150] and the p-values for these points in 
each graph were calculated. 

We used a SVM model for the aim of data classification. In the pro
posed SVM model, we used a nonlinear radial basis function (RBF) 
kernel. Also, due to the non-uniformity of the data in different classes in 
the SVM model, we used a weight for each class so that the non- 
uniformity of the samples does not bias at the discretion of a partic
ular class. Finally, we used the output of the PDF estimated for each lobe 
at five specific thresholds and constructed a feature vector with a length 
of five so that the SVM model can detect the severity of infection in each 
class. Furthermore, the feature vector was standardized in such a way 
that for each column of these five features, the average value was zero 
and the standard deviation was normalized to one for different samples. 
In the SVM model, because the total amount of data in the 5-point class 
was small and it was not possible to train and evaluate this class 
adequately, we merged it with the 4-point class. Therefore, the new 4- 
point class aimed to diagnose lobes with 50–100% involvement of a 
lobe in the CODID - 19 -related infection. 

We used the package “scipy.stats.ttest_ind” in Python 3.7.9 to 
calculate the t-test statistics. In addition, to draw diagrams and results, 
the package “matplotlib” was used. The “scikit-learn package” was also 
used to train the SVM model [21]. 

3. Result 

3.1. Lung lobes segmentation 

We fed the image of 232 cases reported by the radiologist to the pre- 
trained deep learning U-Net model for lobe segmentation. To estimate 
the severity of infection in each lobe, the images were tagged by two 
radiology residents. By analyzing the PDF, we obtained a feature vector 
for each lobe. Finally, by utilizing a SVM model, we predicted the 
severity of infection in all five lung lobes. 

The pixels of each lobe were extracted from 3D CT volumes of the 
lung [19]. The DSC was calculated for 35 lung CT volumes with the lobes 
labeled by a semi-automatic method subsequently edited manually by a 
radiologist (reported in Table 3 for each lobe). The average of all DSC 
was greater than 0.96. Note that the DSC of the middle lobe was smaller 
than the other lobes due to the difficulty in distinguishing the middle 
lobe from others by the radiologist and also the deep learning model. 
The output of the lobe segmentation model for a sample lung CT image is 
shown in Fig. 1. 

3.2. Statistical analysis results 

The PDF of pixels intensities at six different degrees of infection (0–5 
points) are plotted in Fig. 2, which manifests a significant difference 
between them. Fig. 3 shows the p-value of T-Test statistics between 
different categories of lung involvement for all lobes together (The 
dashed black lines show the thresholds that we used in the SVM model). 
Fig. 4 suggests a significant difference between PDF of infection in
tensities for five lung lobes separately, demonstrating that our proposed 
method can provide adequate differentiation between different config
urations of the infections per lobe. As we see in Fig. 4, there was a sig
nificant difference between the two groups with the degree of infection 4 
and 5, because some of each of the five lobes did not happen to undergo 
a level 5 infection, but some of the other lobes did. The best threshold 
values associated with the lowest p-values (i.e., the most significant 
differences) of each comparison are given in Table 4. In most cases, the 
confidence intervals for significant differences were more than 95%. 
Also, with all infection categories in each lobe, the p-value was 0.21 
(confidence interval of 67%), but when considering all infection cate
gories and all lobes together, the significant difference became much 
more apparent. Finally, the difference between the intensities in two 
right upper and left lower lobes was less significant than the other three 
lobes. 

3.3. SVM model for data classification 

We trained the SVM model expressed in the method section and the 
five thresholds selected with the most significant differences at different 
intervals of pixel intensity (Fig. 3). The model was trained on 80% of the 
data and evaluated on 20% of the rest (test set). In addition, due to the 
small number of instances, the 5-point class was merged with the 4-point 
one. For the output of the test set, a diagram of the Receiver Operating 
Characteristic (ROC) curve is depicted in Fig. 5., along with the AUC (of 
the ROC) values of the final accuracy report in each case. As in Fig. 5, we 
perhaps see the highest accuracy for the 0-point versus {4,5} -point 
classes. The lowest results were achieved for the 1-point and the 2-point 

Table 3 
Average (mean ± standard error) of Dice similarity coefficient (DSC) of the 
segmentation model for each lung lobe applied on the 35 CT volumes.  

Lung Lobes Right 
Upper 

Right 
Middle 

Right 
Lower 

Left 
Upper 

Left 
Lower 

Lobe Segmentation 
DSC (mean ±
standard error) 

0.969 
± 0.036 

0.921 ±
0.072 

0.971 
± 0.050 

0.982 
± 0.015 

0.981 
± 0.018  

2 https://www.slicer.org, version 4.11.0. 
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classes, where their PDF assimilated the PDF of immediate different 
levels of infection with a lower probability of separation. 

4. Discussion 

Due to a high prevalence of the recently epidemic COVID-19 and the 
occurrence of infectious symptoms on the lung CT images, the use of 
diagnostic tools based on deep machine learning approaches has an 
important and prominent role in the field of diagnostic imaging [22]. In 
this study, we used a deep learning model with U-Net architecture to 

segment the lung lobes from the source [19], which showed a promising 
result quite similar to manual labeling. 

Most statistical studies to evaluate the severity of infection seek to 
find a link between CT findings and clinical and laboratory attributes, 
but due to small available populations, generalization of the results is 
often limited. In a study in 2020, using, Pearson’s correlation test and 
multivariate analysis curves have yielded a score of relationship be
tween patients’ clinical findings, examining tests, and chest CT images. 
Promisingly, CT images were found capable to predict the mortality 
from the disease, which could aid specifying the therapeutic approaches 

Fig. 1. Lobe segmentation in three different views. The top row shows the CT images and bottom row represents the five segmented lobes.  

Fig. 2. Probability density function of pixels intensities at different levels of involvement (degrees of infection). The bar at each point represents the standard 
deviation of the mean for pixels intensities. 
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Fig. 3. The p-value between different categories of lung involvement for all lobes together. The dashed black lines show the thresholds that we used in the 
SVM model. 

Fig. 4. Significant differences between PDF of infection intensities for different lobes, top left: between two categories with infection degrees of 0 and 1, top right: 
between two categories with infection degrees of 1 and 2, bottom left: between two categories with infection degrees of 2 and 3, and bottom right: between two 
categories with infection degrees of 3 and 4. 

Table 4 
Minimum p-values for each degree of infection compared with one level higher for five individual lobes and for all lobes together.  

p-value Right Upper Lobe Right Middle Lobe Right Lower Lobe Left Upper Lobe Left Lower Lobe All Lobes 

0 vs. 1 point 0.12 0.03 0.09 0.04 0.21 10–4 

1 vs. 2 points 10–5 0.0001 0.0221 0.007 10–5 10–13 

2 vs. 3 points 0.092 0.18 0.0003 0.054 0.005 10–8 

3 vs. 4 points 0.185 0.105 0.021 0.094 0.095 0.008 
4 vs. 5 points - - - - - 0.093  
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for the patients [23]. Previous research has focused on the severity of 
total lung infection, as well as predicting the severity of disease growth 
and death from CT images. Hu, Yiqi, et al. showed that Chest CT findings 
in patients who died of COVID-19 worsened with a moderate positive 
correlation between CT severity and inflammatory factors associated 
with leucocytes, neutrophils, and IL-2R [24]. In another work, Huang, 
Lu, et al. [25] showed that the quantification of lung opacification in 
COVID-19 measured on Chest CT by using a commercially available 
deep learning-based tool was significantly different among groups with 
different clinical severity. In this work, we focused on more details and 
tried to predict the severity of infection in each lobe without segmen
tation labeling. Bin Li et al. [26] presented a method for segmentation of 
ground-glass opacity (GGO) and juxta-vascular nodules that showed 
weak edges with inhomogeneous intensity characteristic. They used an 
adaptive local area energy model with a PDF based on a similarity dis
tance and a dynamic multi-feature clustering method. Their proposed 
method outperformed some previous segmentation methods. 

Numerous research has been done in the field of machine learning 
and deep learning in COVID-19 prediction. Yousefzadeh et al. [15] 
presented a deep learning framework called AI-CORONA as a radiolo
gist’s assistant to diagnose COVID-19. Using an EfficientNetB3-based 
feature extractor, their proposed method outperforms the 
state-of-the-art models and experts. In another study, Mukul Singh et al. 
[16] used a deep learning model with architecture VGG16 (Visual Ge
ometry Group from Oxford) to extract features from CT images. Feature 
selection was performed using principal component analysis (PCA). For 
the final classification, four classifiers (i.e., deep convolutional neural 
network (CNN), Extreme Learning Machine (ELM), Consecutive Online 
ELM, and the bagging ensemble with SVM) were compared, where the 
latter achieved the best classification performance (with an accuracy of 
95.7%, precision of 95.8%, AUC of 0.958, and an F1 score of 95.3%). In a 
related study, Shan, Fei, et al. [18] developed an in-depth learning 
model that first segmented the entire lung infection and predicted the 
severity of the whole lung infection. The accuracy of predicting the 
severity of infection in the best case of the methods studied in this work 
was reported to be 73.4%. In a study, Kelei He and his colleagues pre
sented a multi-task multi-instance deep neural network (called M2 

U-Net) for assessment of COVID-19 by performing segmentation of the 

lung lobes. Employing a hierarchical multi-instance learning strategy, a 
lung lobe segmentation has been carried out, including a decoder 
module with a DSC of 0.785 [27]. Filipe T.et al., used a fully regularized 
V-Net (FRV- Net), where a 3D CNN was trained end-to-end to segment 
the five lung lobes. The results of this work were used in computer aided 
diagnosis (CAD) systems related to pulmonary diseases with an average 
DSC of 0.93 per lobe [28]. Using deep feature maps of chest CT images, 
Wajid Arshad Abbasi et al. [17] presented a COVID-19 severity predic
tion system for two different classes (severe vs. mild) called COVIDC 
(COVID-19 detection using CT scan). In this approach, they utilized 
various pre-trained CNN-based models in ImageNet to obtain feature 
maps and surface learning algorithms such as SVM to obtain the final 
training model. They reached an overall accuracy of 86% along with a 
generalization performance with F1 score of 0.94 and an AUC (of the 
ROC) of 0.98. In a research work, a U-Net neural network was used for 
the segmentation of five lung lobes with an average DSC greater than 
0.96. 

The aim of this study was to determine the severity of infection ac
cording to the PDF of the intensity of infections, which was studied both 
in general for all lobes and also separately for each lobe. We used sta
tistical tools based on the PDF, and the features related to the severity of 
infection were extracted from 232 CT volumes in six classes with 
different levels of infection. The advantage of this method was its 
independency on the size of the lobes and its management of errors 
related to the data scale and size. We observed that the pixel values 
above − 800 in normal lungs were associated with pulmonary arteries. 
With increasing lung involvement in each lobe, it was observed that the 
probability of distribution in an interval of [− 1024, − 800] decreased. 
Due to the clear areas created by the infection, this distribution 
increased in an interval of [− 800,0]. By calculating the amount of p- 
value in six levels of lung infection, we concluded that there was a sig
nificant difference in pixels with a value of − 900 due to lesser air in the 
lung lobes that involved with an infection and the pixel intensities 
greater than − 800 due to infections with different densities (the higher 
the infection density, the brighter the image in the infected area), would 
show more significant differences. It should also be noted that a smaller 
number of samples in each category would lead to a greater standard 
deviation and weaker power of the method to detect significant differ
ences. For example, it was difficult to compare the two categories of 4 
and 5 point-infection levels, due to a small number of samples in our 
data. Using the PDF statistical tool, we obtained a feature vector for each 
lobe, which was used as an input of the SVM machine learning model. 
Different models of machine learning were examined and the SVM 
method with RBF kernel was found the most differentiating model. We 
also investigated various statistical tools including the two-point cor
relation function that were not effective, and for this reason they were 
not reported here. 

This study had some limitations. The main limitation was the 
manpower error in data labeling which would cause some inaccuracies 
in analysis. Also, we did not have access to an lung segmentation label to 
utilize deep learning models, and we had to perform some manual 
segmentations for a few number of cases, in order to merely evaluate the 
performance of the used segmentation method on our data. Finally, 
using deep learning models directly on image data is also associated 
with many challenges. For example, the size of the lobes was very 
different, and also deep learning models demand a bigger data to train, 
in order to prevent an overfitting situation. 

Several tasks can be suggested as future works. The first is to collect 
image segmentation labels to estimate the extent of infection more 
accurately at each lobe. The next suggestion is to use a wider range of 
one-point and multi-point statistical tools. Finally, by collecting more 
data, we can utilize deep learning models instead of combining statis
tical methods and machine learning approaches. 

Fig. 5. ROC curve for different five intensity classes. The 4-point and 5-point 
classes were put in a same category. 
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5. Conclusion 

Segmentation of the lung lobes helps to determine the exact location 
of the infection caused by COVID-19. In this study, we used a pre-trained 
artificial neural network. Combining the estimated probability density 
function of the image intensities and a SVM model, we examined the 
pixels of CT images for the degree of infection at five different levels. The 
results of this study can be used to generate a systematic automated 
report for COVID-19. 
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