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A B S T R A C T

Serology and molecular tests are the two most commonly used methods for rapid COVID-19
infection testing. The two types of tests have different mechanisms to detect infection, by
measuring the presence of viral SARS-CoV-2 RNA (molecular test) or detecting the presence
of antibodies triggered by the SARS-CoV-2 virus (serology test). A handful of studies have
shown that symptoms, combined with demographic and/or diagnosis features, can be helpful
for the prediction of COVID-19 test outcomes. However, due to nature of the test, serology and
molecular tests vary significantly. There is no existing study on the correlation between serology
and molecular tests, and what type of symptoms are the key factors indicating the COVID-19
positive tests.

In this study, we propose a machine learning based approach to study serology and
molecular tests, and use features to predict test outcomes. A total of 2,467 donors, each
tested using one or multiple types of COVID-19 tests, are collected as our testbed. By cross
checking test types and results, we study correlation between serology and molecular tests.
For test outcome prediction, we label 2,467 donors as positive or negative, by using their
serology or molecular test results, and create symptom features to represent each donor for
learning. Because COVID-19 produces a wide range of symptoms and the data collection process
is essentially error prone, we group similar symptoms into bins. This decreases the feature
space and sparsity. Using binned symptoms, combined with demographic features, we train
five classification algorithms to predict COVID-19 test results. Experiments show that XGBoost
achieves the best performance with 76.85% accuracy and 81.4% AUC scores, demonstrating
that symptoms are indeed helpful for predicting COVID-19 test outcomes. Our study investigates
the relationship between serology and molecular tests, identifies meaningful symptom features
associated with COVID-19 infection, and also provides a way for rapid screening and cost
effective detection of COVID-19 infection.

1. Introduction

In 2019, a novel coronavirus disease (COVID-19) caused by Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2)
emerged in Wuhan City, China and quickly spread globally (Singhal, 2020). As of May, 2022, there has been over 515 million
COVID-19 cases and over 6 million deaths worldwide (Worldometer, 2022). COVID-19 infection is mainly transmitted through
aerosol droplets from coughing or sneezing from an infected persons to a non-infected person. Transmission also can occur from
asymptomatic persons (Singhal, 2020). The incubation period of SARS-CoV-2 ranges from 2 to 14 days, those developing symptoms
typically do so within 12 days of infection.
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Similarly to other highly pathogenic human coronaviruses (hCoVs), such as Severe Acute Respiratory Syndrome Coronavirus
SARS-CoV) and Middle East Respiratory Syndrome-related Coronavirus (MERS-CoV), SARS-CoV-2 primarily affects the respiratory
ystem. Once infected, patients often experience similar symptoms, and research has estimated that one third of SARS-CoV-2 cases
re asymptomatic (Oran & Topol, 2021). On the other hand, symptoms are also the first warning signs triggering individuals to seek
or clinical test, and such correlation has shed light for early (fast) prediction of COVID-19 infection using symptoms.

The symptomology of COVID-19 varies, from minor symptoms to Acute Respiratory Distress Syndrome (ARDS), and can also be
atal (Yuki, Fujiogi, & Koutsogiannaki, 2020). Fever, cough, difficulty breathing and fatigue are commonly reported symptoms of
OVID-19. Other symptoms may include nausea/vomiting, diarrhea, myalgia, sore throat and congestion/runny nose (Alimohamadi,
epandi, Taghdir, & Hosamirudsari, 2020; for Disease Control & Prevention). Neurological symptoms, such as headache, dizziness,
mpaired consciousness, smell and/or taste dysfunction, are also commonly reported in COVID-19 subjects (Chen bibetal, 2021).
evertheless, these symptoms can also be presented in other viral infections and respiratory diseases, such as MERS, SARS and

nfluenza. Previously, research has shown that the order of symptoms may be used to distinguish between COVID-19, MERS, SARS
nd influenza (Larsen, Martin, Martin, Kuhn, & Hicks, 2020). While the order of the symptoms themselves may provide evidence for
hich respiratory disease is indicated, not all symptoms may be experienced for each case. Symptom occurrence and severity differ
etween different COVID-19 patients. More severe symptoms are indicative of more severe COVID-19 cases and certain symptoms
an be associated with more severe cases. For example, the presence of gastrointestinal symptoms may be associated with higher
ospital visit rate (Sudre et al., 2021).

When experiencing symptoms, it is recommended to receive confirmatory COVID-19 testing immediately. Mass diagnostic testing
s necessary for containing COVID-19 outbreaks (Weissleder, Lee, Ko, & Pittet, 2020). Vaccinations, testing, contact tracing and
uarantining positive persons are shown to be effective to stop the spread of COVID-19.

While molecular testing is the only accepted method of confirming COVID-19 infection, research has been conducted to predict
OVID-19 infection. These types of models may benefit health care systems by understanding the risk of disease of patients and by

dentifying key factors associated with COVID-19 diagnosis. Predictive models may also aid in screening patients and identifying
hose that need isolation so as to prevent them from spreading the virus to healthy individuals.

.1. Research questions and contributions

Motivated by the above observations, the goal of our study is to create a predictive model using easy-to-obtain symptom features,
long with demographic features; such as number of days PSO (post-symptom onset), temperature, age, and gender, to accurately
redict whether a COVID-19 test might be positive or not. The predictive modeling is complicated by many puzzling questions
urrently unanswered in the literature. Some of important research questions to be addressed in our study are summarized as
ollows:

• What are correlation between different types of COVID-19 tests, such as serology tests vs. molecular tests? Are they consistent
in the test? If not, which ones are more or less consistent?

• What are easy-to-obtain symptom features possibly useful for the prediction of COVID-19? Which symptoms features are more
informative and useful for prediction, and how accurate can a symptom based model make predictions?

• Given identified symptom features and samples, do different machine learning models’ performance vary significantly in their
prediction? Can we derive clinically transparent (interpretable) models for symptoms based prediction?

In our study, we use test results from 2,467 donors collected from Boca Biolistics, LLC to create a testbed. Combining symptoms
nd simple demographic information, we design a set of features for predictive modelings. Five machine learning models, including
andom Forest, XGBoost, Logistic Regression, Support Vector Machine (SVM), and Neural Network, are used in our study for
valuation. Their performance are compared by using three performance metrics: Accuracy, F1-score, and AUC (Area Under the
OC, Receiver Operating Characteristic, Curve). The main contribution, compared to existing research in the field is summarized
s follows:

• COVID-19 test relationship: Our testbed is unique in the sense that each donor has one or multiple tests, allowing us to study
COVID-19 test relationship. Our study clearly shows correlation between different types of COVID-19 tests.

• COVID-19 symptom features: Our data source contains a set of easy-to-obtain but noisy symptom features. We design
new way to narrow down noisy symptom features for clinical interpretation and predictive modeling. The study also shows
discriminative power of different features in the prediction.

• COVID-19 predictive modeling: By using symptom and simple demographic features, combined with the testbed, we use five
types of machine learning models to validate their performance for COVID-19 prediction.

The remainder of the paper is structured as follows. Section 2 reviews related work on computational methods for COVID-19
rediction, with a brief discussion on the difference between our research vs. existing work in the field. Section 3 discusses methods
nd approaches used in our study, including COVID-19 test types and data used in our study. Section 4 reports experiments and
esults, with a focus on relationship between different types of COVID-19 tests, the importance of symptoms features, and the
OVID-19 prediction results using symptom features. A short discussion and the data availability are reported in Section 6, and we
onclude the paper in Section 6.
2
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Table 1
Summary of related work using machine learning and symptom data for COVID-19 infection and/or patient outcome. Symptom, demographic and activity features
are denoted with (+) to indicate their low cost of acquiring. Physiology features are denoted with (+++) to represent their higher cost of acquisition. For research
that utilizes more than one classification algorithm, the symbol * denotes the model that demonstrates the highest performance.

Paper Symptoms Demographics/ Diagnosis Model Prediction Data Derived Symptom
(+) Activity (+) (+++) Features

Zoabi et al. (2021)
Cough, Fever, Age, Gender,

Light GBM RT-PCR Test Israeli Ministry
Symptom

Sore Throat,Headache, Contact with Questionnaire
Shortness of Breath COVID Patient

Iwendi bibetal (2020)

Age,Gender,

Patient Death Kaggle

Categorical
Unnamed Symptoms Days PSO, Boosted encoding
numbered 1–6 City, Country, Random Forest given

Visited/from Wuhan symptoms

Ahamad bibetal (2020)

Fever, Runny Nose, Age, Decision Tree, Confirmed String Matching
Pneumonia, Cough, Gender, SVM, GBM, COVID BDBC-KG-NLP/ unstructured
Lung infection, Diarrhea, Travel History, Random Forest, Infection COVID-19 text for
Muscle Soreness Isolation XGBoost* by Doctor tracker keywords

Mei et al. (2020) Fever, Cough, Temp., Age,Gender Chest CT, CNN, MLP RT-PCR Test Medical Symptoms from
Cough with sputum Exposure history Laboratory Findings CNN+MLP* Records clinical data

Tostmann bibetal (2020)

Anosmia, muscle ache,

RT-PCR Test
Ocular Pain, Malaise, Age, Gender, Lasso Netherlands Symptom
Runny Nose, Fatigue, Comorbidities, Regression Healthcare Workers Questionnaire
Sore Throat, Cough, Profession
Common cold, Headache
Fever, Shortness of breath
Nausea, Sneeze, Diarrhea,

Quer et al. (2021)

Stomach ache, Sore Throat, Subjects self
reported

Gastrointestinal, Fatigue, Gender, Age, RHR, Sleep, Logistic COVID-19 symptoms, tests, Symptom
Body aches, Congestion, Fitbit or Apple User Activity (steps) Regression Diagnostic test sensor data via Questionnaire
Neck Pain, Headache, DETECT app
Decreased taste/smell,
Fever, Difficulty breathing

Menni et al. (2020)

Loss of Smell/Taste, Fatigue,

RT-PCR test
Fever, Diarrhea, Chest pain, Gender, Age, Logistic Subjects self

reported
Symptom

Stomach Pain, Skipped meals, BMI Regression symptoms and tests Questionnaire
Hoarse Voice,Delirium, via smartphone app
Cough, Shortness of Breath

2. Related work

Using computational approaches for COVID-19 prediction has been investigated in a handful of research studies, by using
ifferent type of information, such as symptoms, demographics, travel history, or computerized tomography (CT) scan.

Several research has created COVID-19 prediction models using symptom data (Ahamad bibetal, 2020; Iwendi bibetal, 2020;
ei et al., 2020; Menni et al., 2020; Quer et al., 2021; Tostmann bibetal, 2020; Zoabi et al., 2021). These models have been used

o predict patient outcome (Iwendi bibetal, 2020); or COVID-19 diagnosis (Ahamad bibetal, 2020; Mei et al., 2020; Quer et al.,
021; Tostmann bibetal, 2020; Zoabi et al., 2021). The datasets used in these studies are often RT-PCR or PCR confirmed positive
OVID-19 samples (Menni et al., 2020; Tostmann bibetal, 2020; Zoabi et al., 2021).

In Table 1, we summarize several related work using machine learning and symptom data to predict COVID-19 infection or
atient outcomes. The columns Symptoms (+), Demographics/Activity (+) and Physiology (+++) list the features used in the
esearch paper along with their cost of acquiring. Symptom, demographic and activity features represent a lower cost of acquisition
s they can often be captured with a simple questionnaire. Physiology features include diagnostic factors, such as Chest CT and
aboratory results, or physiological sensors. Sensor data can include resting heart rate (RHR), sleep, or physical activity (number
f steps). Physiology features represent a high cost of acquisition. While the usage of Chest CT and laboratory findings have been
hown to have high predictive power for COVID-19 infection, these can be costly to obtain and are not readily available for all
atients presented for early screening. It was also shown that the best model combined a multi-layer perceptron (MLP) to analyze
ymptom and demographic data combined with a convolutional neural network (CNN) for Chest CT (Mei et al., 2020).

In addition to symptom features, a separate study has shown that sensor data can aid in the prediction of COVID-19 diagnosis,
ecause sensor data provide additional monitoring of the health condition of each individual. The highest predictive performance
as shown to include symptoms and sensor data. The sensor data used is commonly captured by common smartwatch devices,

uch as Fitbit and Apple watches (Quer et al., 2021). However, these devices are still costly, and the utilization of the data requires
oftware applications to capture sensor information.

In addition to the COVID-19 prediction, we have has also previously proposed to use natural language processing and feature
ngineering to predict completion and cessation of COVID-19 clinical trials (Elkin & Zhu, 2021), by leveraging data collected from
linicalTrial.gov, the largest clinical trials database.

In summary, the above studies demonstrate the high predictive power of using features, as well as physiological data, to model
3

OVID-19 for prediction.
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Table 2
Basic summary of diagnostic tests for COVID-19. Category (cost) indicates if the test is serology or molecular and the relative cost
basis of the two categories. Serology assays have a general lower cost basis than molecular costs due to equipment and reagents
that are involved in molecular assays. Sensitivity factors display the specific factors that have a role in the sensitivity of the
diagnostic assay. Detection basis is what the diagnostic test is measuring the presence of. # Days PSO lists the median number
of days after symptoms started required for detection with the diagnostic assay. Result indication lists the general interpretation
of a positive COVID-19 test result.
Category Sample Sensitivity Detection # Days Result
(Cost) Type Factors Basis PSO Indication

Serum Seroconversion
IgA 4–6 Early Immune Response

Serology IgM 4–6 Early Immune Response
(++) IgG 5–10 Later Immune Response

Site & quality
Viral RNA 0–4 Current InfectionMolecular Swab/ of specimen;

(+++) Saliva Viral Load

In this study, we propose to combine easy-to-obtain symptoms and simple demographic information for COVID-19 prediction.
ur research differs from the past research in the following ways:

• Our study is based on a unique dataset that has combined serology and molecular testing. Donors in the dataset have a variety
of serology (IgG, IgA and IgM) and molecular testing or a combination of test results. To consolidate different test results, we
create a binary label indicating if the sample has a positive COVID-19 test. The flexibility of using multiple diagnostic tests in
such a model allows the model to access more samples.

• From the entire dataset, there are a total of 121 separate reported symptoms. As many of these symptoms are related to each
other (for example, Congestion and Stuffy Nose), we create 26 ‘‘binned’’ symptom features that combine similar symptoms into
a single grouping. This aids in decreasing the feature space and decreases features sparsity, while keeping many ‘‘uncommon’’
symptoms that may not have been captured previously, such as neurological symptoms. Since only a few samples may have
a specific single feature, combining similar features into a bin will increase the relative number of samples with the binned
feature.

. Methods & approaches

.1. COVID-19 diagnostic tests

There are two different main categories of COVID-19 testing, molecular and serology tests. Table 2 briefly summarizes two types
f tests in terms of their costs, sensitivity, detection base, post symptom onset (PSO), and the indication of a positive result.

Molecular tests measure the presence of viral SARS-CoV-2 RNA. They can be done by polymerase chain reaction (PCR), reverse
ranscription polymerase chain reaction (RT-PCR), or transcription mediated amplification (TMA). These tests amplify the virus’s
enetic material for detection. Molecular tests are the most common method to detect SARS-CoV-2 (Weissleder et al., 2020).
olecular tests typically have high sensitivity (true positive rate) and specificity (true negative rate). However, the sensitivity

ate is dependent on factors such as specimen collection and viral load (Weissleder et al., 2020). Previously it was shown that
he highest virus detection rate using RT-PCR was 89% between 0–4 days post symptom onset (PSO), which drops to 54% after
0–14 days PSO (Mallett et al., 2020). False negative test results can be common if the infected individual is tested early in
ncubation period (Böger et al., 2021). The sensitivity of molecular tests are also dependent on site and quality of specimen collection.
olecular tests are commonly performed using nasal or throat swab or saliva from a given individual. PCR tests can be conducted
ith other sample types (e.g. rectal swabs, urine, plasma, blood), however the sensitivity of the test is highest with respiratory

biospecimens (Böger et al., 2021).
Serology tests, such as enzyme-linked immunosorbent assays (ELISAs), chemiluminescent immunoassays (CLIA) and chemilumi-

nescent microparticle immunoassay (CMIA), detect the presence of immunoglobulin G (IgG), IgM or IgA antibodies, which represent
an immune response to SARS-CoV-2 (i.e. an indirect indication of infection) (Theel, Slev, Wheeler, Couturier, Wong, & Kadkhoda,
020). The three antibodies have different roles in infection and seroconversion time. The sensitivity and specificity of serology tests
re dependent on immune response to infection and seroconversion time (Weissleder et al., 2020). Previous research reported that
gM and IgA antibodies can be detected as soon as 1 day after symptom onset (Theel et al., 2020), while the median seroconversion
ime for IgA/IgM is 4–6 days after symptom onset (Ma bibetal, 2020). IgG antibodies have a larger role to play in the host immune
esponse as they are associated with viral neutralization (Theel et al., 2020). IgG antibodies have a seroconversion time of 5–10 days
fter symptom onset (Ma bibetal, 2020). The presence/absence of certain antibodies represent different immune time responses to the
nfection. With IgA and IgM antibodies representing earlier infection, and IgG representing later infection. The levels of antibody
ay also reflect the severity of COVID-19 infection. Previous reports found that IgM and IgG levels were significantly higher in
oderate and severe cases compared to mild cases; and IgA levels were significantly higher in severe cases than mild or moderate

ases (Ma bibetal, 2020). Serology tests are commonly performed using serum from the blood sample of a given individual.
Because serology testing is an indirect measure of infection, molecular testing remains the primary method of verification of
4

urrent infection of COVID-19 (Theel et al., 2020). However, serology testing can play an important role in COVID-19 diagnostics.
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Table 3
Summary of positive samples and total number of samples tested per COVID-19
assay. 𝑡∕𝑑 denotes that the numbers are based on tests/donors, respectively.
COVID-19 test # Tested positive # Donorsd (# Testst)

IgA 187d (187t) 247d (247t)
IgM 212d (212t) 473d (473t)
IgG 997d (997d) 1,738d (1,738t)
Serology 1,052d (1,396t) 1,831d (2,458t)
Molecular 294d (294t) 1,452d (1,452t)
COVID-19 1,255d 2,467d

Serology tests represent easier, cheaper and rapid methods of testing for COVID-19 (Böger et al., 2021). This makes serology tests
ideal in times of PCR test kit shortages in areas of high outbreak. Additionally, the window for detection is longer for serology tests,
compared to molecular tests; thus serology tests can be beneficial in determining infection rates for larger communities (Böger
et al., 2021). However, with mass testing communities, the prevalence of COVID-19 has a role in sensitivity and specificity
rates. In populations with low disease prevalence, false positive rates may be higher compared to populations with high disease
prevalence (Kumleben bibetal, 2020).

3.2. Data

Biomedical sample collection is essentially a complicated process, due to the interaction with human subjects. For ease of
nderstanding, we define following three concepts related to our data collection.

efinition 1. Donor: A donor (d) is a human subject from whom biomedical specimens are taken for COVID-19 test. Each donor
ay contribute one or multiple specimens.

efinition 2. Specimen: A specimen (s) is a biomedical sample taken from a donor. A donor may contribute one or multiple
pecimens, in same or different types. For example, a nasal swab test will collect one type of specimen. A blood draw will collect a
ifferent type of specimen.

efinition 3. Test: A test (t) refers to a COVID-19 lab assay on a specific specimen. Depending on the nature of the testing
echanism, e.g. antibody or viral RNA, each test will return a numerical response value, from which the technician will determine
hether the test is positive or negative, by comparing the output value to a reference value provided by the manufacturer.

The dataset used in our study consists of 2,467 clinically collected donors from Boca Biolistics, LLC. Donors were enrolled in
ollections for either having a confirmed COVID-19 molecular test, experiencing COVID-19 symptoms or other respiratory infection
ymptoms. At the day of sample collection from the donors, basic demographic information, such as age, gender, as well as easy-to-
btain symptoms, and date of symptom onset, are also collected through a simple questionnaire form. Donors may provide blood
pecimens (for serum specimens) and/or nasal swabs. Specimen collection may vary for donors.

After data collection, specimens are tested in a lab environment at Boca Biolistics, LLCto confirm COVID-19 infection. Serum
pecimens underwent serology testing (for IgA, IgM or IgG antibodies or a combination of the three); swab specimens underwent
olecular testing. After testing, donors have serology and/or molecular test results available. The specimens tested are often tested

n different test methods. For serology tests, methods include ELISA, CMIA or CLIA. For molecular tests, methods include RT-PCR,
CR, or TMA. Positive and negative test interpretations depend on the test method and reference values as specified by the test
anufacturer. Donors may receive multiple tests in one grouping (such as IgG). For each donor, if any test of the donor is positive,

he donor is labeled as positive, or negative otherwise. As a result, we create a binary indicator denoting COVID-19 positive or
egative for each donor.

Table 3 reports tested numbers and tested positive numbers with respect to donors and tests, respectively. Each row in Table 3
ists the number of tested donors and number of tests for each testing type. For example, the first row shows that 247d donors

received IgA tests (so there are also 247 IgA tests: t). Among them, 187 donors are IgA positive (187d).
For each type of test, such as IgA, IgM, IgG, and molecular test, we only collect one result for each donor. Therefore the number

f donors and number of tests are the same for IgA, IgM, IgG, and molecular test, respectively. For serology tests (including IgA,
gM, and IgG), each donor may receive more than one type of tests. Therefore, the number of serology donors are far less than
he sum of IgA, IgM, and IgG donors (same for the serology tests). The overlapping between IgA, IgM, IgG, and molecular tests are
urther detailed in Fig. 2.

For each donor, a serology positive label indicates that the donor has a positive serology test (positive for at least one of IgA,
gM, IgG). Likewise, molecular positive label indicates the donor has a positive molecular test. For each donor, if any of the serology
est or molecular test is positive, we will label the donor as positive. In Table 3, the last row reports the number of donors (n =

2,467) and the number of tested positive donors (n = 1,255). Overall, the positive rate of the donors are 50.9% (1,255/2,467), so
the class distributes are well balanced.
5
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Table 4
Summary of binned symptom features. Group name shows a common medical construct to
represent the feature, symptoms lists the individual symptoms in the grouping.
Group name Symptoms

Chills Chills, Shaking chills, Shaking, Rigors, Cold, Sweats, Night sweats
Sore Throat Sore throat, Itchy and sore throat, Tightness in gland, Burning in

the throat
Gastrointestinal Diarrhea, Constipation, Bloated, Gas, Reflux, Stomach ache, Upset

stomach
Abdominal pain Abdominal pain, Abdominal cramps, Abdominal distention
Loss of Smell/Taste Loss of smell and taste, Altered taste, Decreased taste, Loss of taste,

No taste, Loss of smell, Anosmia
Cough Cough, Dry cough
Muscle pain Muscle pain, Muscle ache, Myalgia
Chest Pain Chest pain, Chest pressure, Chest pain while coughing, Chest

sensitivity, Chest tightness, Chest burning
Body pain Body ache, Body pain, Joint pain, Leg pain, Aches, Back pain,

Backache, Punches in the back
Fatigue Fatigue, Body fatigue, Severe fatigue, Lingering fatigue, Tiredness
Anemia Anemia, Weakness
Headache Headache, Head pain
Nausea Nausea, Nausea and vomiting, Vomiting, Nausea or vomiting
Congestion Congestion, Nasal congestion, Stuffy nose, Nasal pressure, Sinus

pressure, Nose bleeds, Discomfort in the nasal passage
Runny nose Runny nose, Rhinorrhea, Postnasal drip, Excess mucus, Sneezing
Breathing Shortness of breath, Difficulty breathing, Wheezing
Mental Anxiety, Confusion, Hallucination, Insomnia, Memory loss
Appetite Decreased appetite, No appetite, Poor appetite, Loss of appetite,

Weight loss
White blood cells Low white blood cells, Leukopenia, Elevated white blood cells
Discomfort General discomfort, General malaise, Malaise
Rash Rash, Rash on back and face, Rash on legs and chest, Shingles
Eye symptoms Itching eyes, Eye pain, Eye irritation, Blurry vision
Ear pain Ear pain, Fluid in ears
Dizziness Dizziness, Light headed, Imbalance, Syncope episode

Other Burning sensation, Itching, Numbness, Tingling in feet and toes, Dry
mouth, Thirst, Tongue ulcers
Acute encephalitis, Central uremia, Viremia, Pericarditis, Pneumonia
of both lungs

Table 5
Summary of all features (COVID-19+ represents the predictive label) used for predictive modeling and feature statistics. Feature lists the feature name; Type
indicates if the feature was binary or continuous; Count/Range shows the total number of samples with the feature (for binary features) or range of values for
continuous features.

Feature Type Count/Range Feature Type Count/Range Feature Type Count/Range

COVID-19+ Binary 1,255 Gastrointestinal Binary 334 Breathing Binary 646
Age 0–19 Binary 27 Abdominal Pain Binary 149 Mental Binary 11
Age 20–34 Binary 512 Loss Smell/Taste Binary 523 Appetite Binary 19
Age 35–49 Binary 682 Cough Binary 1,065 White Blood Cells Binary 9
Age 50–64 Binary 828 Muscle Pain Binary 489 Discomfort Binary 508
Age 65–79 Binary 354 Chest Pain Binary 98 Rash Binary 6
Age 80+ Binary 64 Body Pain Binary 154 Eye Symptoms Binary 7
Female Binary 1,277 Fatigue Binary 278 Ear Pain Binary 3
Male Binary 1,190 Anemia Binary 101 Dizziness Binary 15
No Symptoms Binary 284 Headache Binary 1,304 Other Binary 15
Fever Binary 1,347 Nausea Binary 328 Fever Temperature Continuous 0-107
Chills Binary 340 Congestion Binary 344 Days PSO Continuous 0-260
Sore Throat Binary 939 Runny Nose Binary 470

In the predictive modeling part of our study, we create machine learning models to predict whether a donor is likely going to
e tested positive, by using simple demographics and symptom features. A given sample in our dataset represents one donor, where
eatures consist of symptoms and demographics; the predictive label is COVID-19+, which indicates that the donor is positive for
t least one of IgA, IgM, IgG, or molecular.

.3. Features for test outcome prediction

We use two types of features in our study: simple demographic features and easy-to-obtain symptom features. Demographic
eatures include age, gender, and days PSO. Six binary features are created for age depending on if the sample’s age fell within the
6
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following categories: 0–19, 20–34, 35–49, 50–54, 54–79, 80 +. Two binary features are created for gender: Female and Male. Days
PSO is calculated from date of symptom onset and date of specimen collection. For asymptomatic donors, days PSO is equal to 0.

Symptom features are created from symptom data field of the questionnaire form. The form provides standardized symptoms,
ut also allow donors to provide additional information, using simple keywords. This allows more valuable/accurate input, but
lso results in significant noise in the data. For example, some donors may describe chest pain as ‘‘chest burning’’. This is further
omplicated with inputs that may have typos and errors.

As a result of the data collection and processing, symptom data is stored in a string field with a list of symptoms separated by a
emi-colon for each donor. For example, a donor’s symptom description may be ‘‘Muscle aches; Chills; Nausea/Vomiting’’. The string
s separated into tokens by splitting on punctuation. Token terms become individual symptoms. In this example, the donor has four
ymptom features: ‘‘Muscle Aches’’, ‘‘Chills’’, ‘‘Nausea’’, ‘‘Vomiting’’. The end result, after considering all donors’ symptoms, is 121
eparate symptom features. To decrease the symptom feature space, similar symptoms are placed into bins. For example, ‘‘Nausea’’,
‘Nausea and Vomiting’’, ‘‘Vomiting’’ and ‘‘Nausea or Vomiting’’ are all separate symptom features that are ultimately placed within

‘‘Nausea’’ bin. A total of 26 binned features are generated. These are binary features, 1 indicates that the sample has at least 1
ymptom within the corresponding bin; 0 otherwise. Table 4 lists all the grouped features and their corresponding symptoms.

Binned features ultimately group together symptoms that are the same, yet described differently, such as ‘‘Headache’’ and ‘‘Head
ain’’. Binned features also group together symptoms that have a similar underlying medical construct, such as the grouping of eye
ymptoms. Some symptoms have very low occurrence and ambiguous connection to other bins. For example, ‘‘Acute Encephalitis’’,
s a symptom listed for a single sample. The inclusion of this uncommon symptom may not provide additional useful information to
istinguish between COVID-19+ and COVID-19-; however, it still represents a valid symptom. While COVID-19 related encephalitis
ay be rare, previously, it was shown that seven case reports of encephalitis have been published (Chen bibetal, 2021).

In order to include rare or uncommon features, the group ‘‘Other’’ was created. This group represents very uncommon features,
ften only present for a single sample, with no obvious placement into the other symptom groupings. The presence of these features
emonstrate the wide variety of symptoms that may accompany COVID-19 infection. The uncommon presence of a symptom feature
rovides very little information for a classification model. However, grouping them together in the ‘‘Other’’ bin allow the models
ore instances of the uncommon features, which provides more information. This also greatly decreases the sparsity of the feature

pace. As with using symptoms alone, there are 12 highly uncommon features, however with using binned features, their presence
s captured in a single feature.

There are two features to indicate a fever was present. Fever temperature indicates the recorded temperature of the donor at time
f sample collection. The feature, ‘‘Fever Temperature’’ indicates the recorded temperature. In some samples, ‘‘Fever’’ was listed as
ymptom, however fever temperature was not indicated. A separate binary feature, ‘‘Fever’’ indicates 1 if the sample lists fever as a
ymptom or 1 if ‘‘Fever Temperature’’ is greater than 100◦ F; 0 otherwise. Lastly, a binary feature, ‘‘No Symptoms’’ is created where
indicates if the sample is not experiencing symptoms, 0 otherwise. For asymptomatic samples, all binned symptom features are

et to 0.
As a result of the feature construction process, Table 5 lists features, feature type, and their count (for binary features) or range

for continuous features) used for the predictive modeling. The first item, COVID-19+, represents the predictive label.

.4. Predictive models

In order to train classification models to predict whether a donor is COVID-19 positive or not, using simple demographic and
ymptom features, we use five machine learning algorithms, Random Forest, XGBoost, Logistic Regression, Support Vector Machine
nd Neural Network, in our study. The five models represent a balance of best-performance methods in the literature (such as
andom Forest, XGBoost, SVM), models with good interoperability (such as Random Forest and Logistic Regression), and well
ought-after Neural Networks. We did not use any deep learning methods because our data are in tabular format, and existing
esearch has shown that deep learning models has limited improvement on tabular data (Han, Li, & Zhu, 2019).

.4.1. Random forest
A Random Forest is an ensemble method built of randomized 𝐾 decision tree classifiers, with each tree being created using a

random subset of features. Decision tree models classify samples based on tree structured paths using features in the dataset. An
example of a Random Forest classifier and its decision trees are shown in Fig. 1. Each feature shown in the decision tree and each
unique color/intensity denotes different feature. Because trees are created using random subsets of features, they do not necessarily
share common features. For each test instance, its prediction is generated by applying the instance to each single tree, and combine
the predicted results from all trees to generate final prediction. The strength of the Random Forest is that it relies on a large number
of trees (typically more than 100), each trained from a random subset of features, and the trees have transparent decision logic. As
a result, Random Forest represents one of the most accurate machine learning models with transparent decisions, in the literature.

For our implementation, we set decision trees maximum depth as 4. A minimum of 2 samples are required for each split at an
internal node. A minimum of 4 samples are required for each leaf node. The maximum number of features considered for the best
split is log2(𝑚), where 𝑚 is total number of features in the training dataset. The Gini criterion is used to determine the best split. The
andom forests consists of 200 decision trees. These parameters are chosen after completing an exhaustive gridsearch to optimize
7
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Fig. 1. A conceptual view of random forest and its prediction mechanism. The forest contains 200 trees, each tree is created using a subset of randomly selected
features (each node color/intensity denotes a unique feature). For each test input, the predictions from all trees are combined to generate final prediction.

3.4.2. XGBoost
Extreme Gradient Boosting (XGBoost) is a decision tree ensemble algorithm with a gradient boosting framework (Chen &

Guestrin, 2016). The decision tree ensemble uses 𝐾 additive functions to predict output 𝑦̂𝑖 for instance 𝑥𝑖.

𝑦̂𝑖 = 𝜙(𝑥𝑖) =
𝐾
∑

𝑘=1
𝑓𝑘(𝑥𝑖), 𝑓𝑘 ∈  (1)

Each decision tree 𝑓𝑘 has an independent tree structure that utilize the decision rules to determine the final prediction by
summing up scores, denoted by 𝑤 in the leaves. In XGBoost, decision tree functions are learned by minimizing the objective function
as defined in Eq. (2). Where 𝑙 is a differentiable convex loss function to measure the difference between the predicted value, 𝑦̂𝑖 and
true value, 𝑦𝑖 of instance 𝑥𝑖 (Chen & Guestrin, 2016).

(𝜙) =
∑

𝑖
𝑙(𝑦̂𝑖, 𝑦𝑖) +

∑

𝑘
𝛺(𝑓𝑘) (2)

The model complexity of tree 𝑓 with 𝑇 leaves is penalized by 𝛺(𝑓 ), as defined in Eq. (3) (Chen & Guestrin, 2016). Splitting
nodes in tree 𝑓 increases the number of leaves and the complexity of the model. Thus nodes are split only if there is a positive
reduction in loss function (𝜙). The amount of complexity cost for each additional leaf is controlled by 𝛾. Increasing 𝛾 increases the
complexity costs.

𝛺(𝑓 ) = 𝛾𝑇 + 1
2
𝜆‖𝑤‖

2 (3)

For our implementation of XGBoost, we use 𝛾 = 5, the number of trees in ensemble is set to 100, and the subsample ratio of
training instances used to build each tree is 0.6. The feature space subsampling ratio is 0.6, the maximum depth of each tree is 2,
and the minimum weight in child nodes is 10.

3.4.3. Neural network
Our neural network implementation consists of a three layer feed forward network. The first layer is the input layer where

features are feed in. The second layer is a hidden layer with 20 nodes and the third layer consists of the output layer with a single
node, which produces a probability score of COVID-19 positive vs COVID-19 negative.

Nodes 𝑖 in a hidden layer and output layer each connects to node 𝑗 in the previous layer and has associated weight 𝑤𝑖𝑗 and bias
input 𝑏𝑖. Nodes in hidden layer and output layer create their output a weighted sum of inputs, 𝑎𝑖, for all 𝑛 nodes connected to node
𝑖, as defined in Eq. (4). The output value 𝑦𝑖 is determined by applying the sigmoid function to 𝑎𝑖 as defined in Eq. (5) (Wang, Fu,
Yao, & Li, 2018).

𝑎𝑖 =
𝑛
∑

𝑗=1
(𝑤𝑗 ⋅ 𝑥𝑗 ) + 𝑏𝑖 (4)

𝑦𝑖 =
1

1 + 𝑒−𝑎𝑖
(5)

After the feed forward pass, the second phase of training utilizes the 𝐴𝑑𝑎𝑚 activation function to minimize the loss function and
update weight values (Kingma & Ba, 2015).
8
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Fig. 2. Venn diagram to demonstrate (a) Samples that received 1 or more of IgG, IgM, IgA or molecular testing; (b) samples that were tested positive for IgG,
IgM, IgA or molecular testing. Venn diagrams are constructed using Venny (Oliveros, 2021).

3.4.4. Logistic regression
Logistic Regression is a classification algorithm that models the conditional probability of output 𝑦 for sample 𝑥𝑖 as defined in

Eq. (6) (Yu et al., 2011). The output 𝑦 = 1 indicates COVID-19+ and 𝑦 = −1 indicates COVID-19- and 𝑤 is the weight vector.

𝐰(𝑦 = ±1|𝐱) = 1
1 + 𝑒−𝑦𝐰𝑇 𝐱𝑖

(6)

Weight values 𝑤 are learned by utilizing a binary class 𝑙2 penalization function to minimize the cost function defined in Eq. (7),
where 𝐶 > 0 is a penalty parameter (Yu et al., 2011). In our implementation, 𝐶 = 0.001.

arg min (𝐰)
𝐰

= 𝐶
𝑛
∑

𝑖=1
log

(

1 + 𝑒−𝑦𝐰
𝑇 𝐱𝑖

)

+ 1
2
𝐰𝑇𝐰 (7)

3.4.5. Support vector machine
Support vector machine (SVM) classifies samples into two separate classes (COVID-19+ and COVID-19−) by creating a set of

hyper-planes to create a decision boundary that separates the two classes by maximizing the margin. The margin is the smallest
distance between the decision boundary and any of training samples (Bishop, 2009). The kernel function in a SVM projects the
data from a low-dimensional space to a higher dimensional space. This allows the data to be separable in the higher dimensional
space (Noble, 2006). In our study, we utilize the Radial Basis Function (RBF) kernel as defined in Eq. (8), where ‖𝑥𝑖−𝑥𝑗‖2 represents
the squared Euclidean distance between two feature vectors of training sample 𝑥𝑖 and 𝑥𝑗 .

𝐾(𝑥𝑖, 𝑥𝑗 ) = 𝑒−𝛾‖𝑥𝑖−𝑥𝑗‖
2 (8)

The parameter 𝛾 is defined in Eq. (9), where 𝑀 indicates the number of features in the training set and 𝜎 is the variance of the
training set.

𝛾 = 1
𝑀 × 𝜎2

(9)

4. Results

4.1. Serology vs. Molecular test relationships

One unique feature of our testbed is that some donors may have multiple test results, as shown in Table 3. This allows us to
analyze relationship between serology tests vs. molecular tests, and also understand consistency within each type of test.

To detail the overlapping between testing results, Fig. 2(a) reports the number of samples tested on serology and molecular
tests, respectively. Fig. 2(b) reports the number of positive samples tested on serology and molecular tests (the Venn diagrams
are constructed using Venny (Oliveros, 2021)). In each Venn diagram, the overlapped region report the number (and percentage)
observed for the respective test combinations. For example, in Fig. 2(a), out of total 2467 donors, 677 donors have IgG tests only,
42 donors have both IgG and IgM tests, 192 donors have IgG, IgM, and IgA tests, and so on. Therefore, the total number of donors
9
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Fig. 3. Kernel Density Estimation plot of days PSO with respect to (a) Samples with molecular testing; (b) Samples with serology testing.

Fig. 4. Statistical tests of different test mechanisms. (a) Chi-Squared test to show statistical significance between pairs of COVID-19 diagnostic tests. The symbol
** indicates the result was statistically significant with 𝑝 < 0.001. No sample in the dataset has both IgA and molecular test results, thus the corresponding cell
is empty. (b) Pearson correlation matrix of optical density values from IgG, IgM and IgA tests.

with IgG tests is 1738 (677+42+192+55+146+626). In this way, we can clearly understand number of donors (and the positive
percentage ratios) with respect to different test combinations. In Fig. 2(b), we further report the number (and percentage) of positive
rate, with respect to each test combinations. For example, out of all 1738 donors receiving IgG tests (including combinations with
all other tests), 689 donors shows COVID-19 positive only in IgG test, 46 donors show positive in both IgG and IgM, and 100 donors
show COVID-19 positive in IgG, IgM, and IgA. Please note that 689 donors are positive in IgG test only in Fig. 2(b), but there
are 677 donors with IgG test only in Fig. 2(b). This is not an error, because the Venn diagrams only show results for one specific
condition. In this case, the interpretation is that 677 donors only receive IgG tests. Among all 1738 donors receiving IgG tests,
including combinations of IgG with other tests, 689 donors only show IgG positive.

Overall, the results in Fig. 2 show that the positive ratios with respect to different tests vary significantly. For serology tests, the
positive ratio for IgA is 187/247 = 75.7%, whereas the positive ratios for IgM and IgG are 44.8% (212/473), and 57.4% (997/1738),
respectively. As shown in Fig. 2(a), 192 donors receive three serology tests (IgG, IgM, and IgA), and 100 of these donors are positive
in all three tests, representing about 52.1% positive rate for Serology tests. For molecular test, the positive ratio 20.2% (294/1452)
is far less than any of the serology tests.

COVID-19 tests are known to be dependent on specific factors such as viral load and seroconversion, therefore days PSO can be
an important factor. To visualize the relationship between test results and days PSO, Fig. 3 shows a kernel density estimation plot
of days PSO with respect to samples with molecular testing (a); and samples with serology testing (b). For samples with positive
molecular testing, days PSO ranged from 0–37, with a median of 6 days for positive result and a maximum of 37 days for a positive
result. The majority of the positive molecular samples fall between 3–8 days PSO. For serology tested samples, days PSO ranged
from 0–260, with a median of 9 days for a positive result and a maximum of 260 days for a positive result. The majority of positive
serology samples fall between 5–38 days PSO. The window for days PSO is shortened when using molecular testing, compared to
serology testing. These differences in days PSO for detection is expected, as molecular testing indicates a current infection vs. an
indirect indication of infection for serology tests. This illustrates the importance of days PSO when creating a model that uses a
specific COVID-19 diagnostic test. In cases where molecular testing may not be available, donors may be forced to wait for tests
results. The longer the wait, the higher the risk of obtaining a false negative. Similarly, tests done too early may risk a false negative
due to low viral load.

Despite of significant variance between IgG, IgA, IgM, and molecular tests, Fig. 4(a) reports the Chi-squared tests (𝜒2) between
each pair of tests, using binary test outcomes (0/1 denotes negative/positive respectively). Because no donor receives both IgA
and molecular tests, the corresponding Chi-squared value is empty. The results in Fig. 4(a) confirm that all tests are statistically
significantly correlated with each other, with IgG and IgA tests showing highest confidence in correlation.
10
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Fig. 5. Pairwise Kernel Density Estimation of optical density values from (a) samples tested with EuroImmun COVID-19 IgG vs EDI COVID-19 IgM; and (b)
samples tested with EuroImmun COVID-19 IgG vs EuroImmun COVID-19 IgA. The three tests are all ELISA tests. The samples are color coded to indicate their
result interpretation. Darker colored densities indicate more samples in the area. G+ indicates IgG positive, G- indicates IgG negative; M+ indicates IgM positive,
M- indicates IgM negative; A+ indicates IgA positive, A- indicates IgA negative.

Fig. 6. Boxplot distribution of days PSO with respect to samples tested on IgA, IgM and IgG.

4.1.1. Serology test relationships
Immunoassay results can be expressed quantitatively in terms of optical density (OD) which correspond to antibody concen-

tration. The interpretation of the assay is based on the measured OD value and the cut-off values as dictated by different test
manufacturers. While OD values can vary based on different methods, manufacturers, and reference control values; in general, the
higher the OD, the more antibody concentration. With this consideration, we can compare OD values from different serology tests
to better understand their relationships, agreement, etc.

Fig. 4(b) demonstrates a pearson correlation matrix of OD values from IgG, IgM and IgA tests. For donors that received more
than 1 test in a single group (IgG, IgM, IgA), the OD values were averaged. IgG and IgA have a strong positive relationship, 𝑟(245)
= 0.63, 𝑝 < 0.001. IgM and IgA are slightly positively correlated, 𝑟(245) = 0.15, 𝑝 = 0.03. And IgM and IgG have no meaningful
relationship, 𝑟(351) = 0.093, 𝑝 = 0.08.

To further study the correlation between different types of serology tests, we visualize the distribution of samples immunoassay
OD for three different ELISA tests; EuroImmun COVID-19 IgG, EDI COVID-19 IgM, and EuroImmun COVID-19 IgA in Fig. 5. Since the
range of OD can vary between different immunoassay methods (ELISA vs CMIA vs CIA), thus we only consider comparable ELISA
serology tests to visualize pairwise density distributions. Fig. 5(a) displays pairwise kernel density estimation of OD values from
donors tested on EuroImmun COVID-19 IgG and EDI COVID-19 IgM (𝑛 = 192); Fig. 5(b) displays pairwise kernel density estimation
of OD values from donors tested on EuroImmun COVID-19 IgG and EuroImmun COVID-19 IgA (𝑛 = 192). Fig. 5 displays a hue based
on if the sample was positive or negative for the compared combination of IgG (G), IgM (M) and IgA (A).

Samples that have low optical density values for a given serology test will incur a negative interpretation. For example, samples
that are negative for both serology tests, have OD values around 0 (purple areas marked G-M- in Fig. 5(a) and G-A- in Fig. 5(b)).

When looking at tests marked positive in each pair-wise tests (i.e. the pink areas marked G+M+ in Fig. 5(a) and G+A+ in
Fig. 5(b)), we can find that there is a large variance between serology tests. For example, in Fig. 5(a) the long horizontal green
bar (G+M-) indicates that for tests marked as IgM negative, there are significant spread out in IgG values making IgG tests being
positive. IgG tests show the largest variance, followed by IgA tests, then IgM tests. Variance can be caused by different tests, different
test manufacturer and even different runs.

To visualize the distribution of days PSO with respect to different serology tests, Fig. 6 displays a boxplot distribution of Days
PSO for positive and negative samples tested on IgA, IgM, and IgG. Note that Fig. 6 range shows days PSO from 0–120; 56 samples
had days PSO greater than 120, these are excluded to better visualize the main distribution.

With regards to IgM and IgG, positive IgM samples show an earlier window of detection with majority of samples between 4–31
days PSO, and median of 9 days. Positive IgG samples show a longer, and slightly later, window of detection; majority of samples
11
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Fig. 7. Top 15 most informative features from Random Forest model.

fall between 4–41 days PSO with a median of 10 days. The upper extreme of positive IgG samples is greater than positive IgM, and
IgA, demonstrating the ability of IgG tests to detect past infection even as much as 3 months post symptomatic. Negative IgM and
IgG samples show an earlier window of days PSO. This suggests that obtaining an IgM or IgG test too early may increase the risk
of a false negative.

Interestingly, the distribution of days PSO for positive and negative IgA samples are similar. Additionally, the majority of
positive IgA samples are between 6–50 days PSO, with a median of 19 days. This suggests a later immune response than previously
reported (Ma bibetal, 2020). However, note there is a smaller sample size (𝑛 = 247) of donors tested on IgA compared to donors
tested on IgM and IgG, with large variability in the range of days PSO prior to testing.

Overall, these results show that IgM detection is closest to onset of symptoms; IgG detection can be done over a longer duration;
days PSO shows a clearer separation for IgM and IgG compared to IgA. Days PSO is not as clearly determinant in positive IgA
samples. The detection of IgA may be dependent on other factors previous reports suggest that IgA levels are significantly higher in
severe COVID-19 cases vs mild and moderate cases (Ma bibetal, 2020). The severity of the infection may play a role in IgA detection
for our dataset. However without additional information, such as subject outcome or symptom severity scales, its difficult to define
mild, moderate or severe COVID-19 infection.

4.2. Symptom feature importance

To analyze which features have the highest importance for classification, the feature importance is averaged over the 5 Random
Forest models trained on 5-fold cross validation. The top 15 important features are displayed in Fig. 7. Overall, Days PSO, Fever
Temperature and Fever are ranked the highest for feature importance.

The high importance of Days PSO is likely due to the detection limits of the COVID-19 assays. Molecular tests are dependent
on the viral load and serology tests are dependent on seroconversion, both of these require a certain range of days PSO. One of
the major difficulties with COVID-19 is the number of asymptomatic cases, which is reported to be as many as one third of total
COVID-19 cases (Oran & Topol, 2021). In our study, if a sample is asymptomatic, days PSO is set to 0. A total of 284 samples are
asymptomatic. The asymptomatic samples introduce extra difficulties to predictive models that utilize symptom data for COVID-19
test predictions. Other than basic demographic features (age and gender), the asymptomatic samples would only have values for
‘‘No Symptoms’’. It is likely that a combination of ‘‘No Symptoms’’ and Days PSO is most informative for asymptomatic samples,
which may be a reason for ‘‘No Symptoms’’ ranking at 6th place for feature importance.

Fever temperature and Fever (binary indicator) are ranked number 2 and 3 in feature importance, respectively. This is in
concordance with past research showing that fever is an important feature for a COVID-19 discriminatory model (Ahamad bibetal,
2020; Tostmann bibetal, 2020; Zoabi et al., 2021). To view the density distribution of fever temperature between COVID-19 positive
and COVID-19 negative samples, Fig. 8(a) shows a density plot of all samples; Fig. 8(b) shows density plot of samples with fever
temperature information alone. In our study, if samples do not have a temperature listed, then ‘‘Fever Temperature’’ is recorded as
0. As shown in Fig. 8(a), presence of a fever clearly separates the COVID-19+ and COVID-19- samples. With respect to samples that
had temperature data (Fig. 8(b)), higher fever temperatures are more likely to be COVID-19 positive.

Other symptoms ranked on the top 15 feature importance include Breathing, Sore Throat, Nausea, Gastrointestinal, Runny Nose,
Congestion, Loss Smell/Taste, Discomfort, Headache and Cough.
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Fig. 8. Kernel Density Estimation plot of fever temperature with respect to (a) all samples; (b) samples with fever only.

Fig. 9. Receiver Operating Characteristic (ROC) curves for the five classification models.

Table 6
Predictive model results.

Model Accuracy F1 AUC

Random Forest 76.37% 76.73% 80.07%
XGBoost 76.85% 77.04% 81.40%
Logistic Regression 70.57% 74.21% 80.67%
SVM 76.69% 76.61% 80.32%
Neural Network 75.88% 76.08% 81.02%

4.3. Predictive modeling results

After creating the feature set, samples are separated into 5 sets of training and test data for 5-fold cross validation. Five models
are trained on each training set and tested on the test data set. Models used for classification are Random Forest, XGBoost, Logistic
Regression, Support Vector Machine (SVM) and Neural Network. In our experiments, Random Forest, Logistic Regression and Support
Vector Machine are implemented with Sci-Kit Learn (Pedregosa et al., 2011). XGBoost is implemented with the XGBoost Python
Package. Neural Network is implemented using Keras and Tensorflow Python packages.

Three performance metrics are used to determine the classification performance, Accuracy, F1-score and AUC. The results
after averaged 5-fold cross validation are reported in Table 6, and the ROC (receiver operating characteristic) curves for the five
classification models are reported in Fig. 9.

Overall, the results indicate that XGBoost has the highest classification performance with 76.85% accuracy, 77.04% F1-score
and 81.40% AUC scores.

4.3.1. Random forest case study
In order to validate the decision logic learned from Random Forest, Fig. 10 reports one decision tree. Because we limit the

maximum depth of the tree to 4, the tree in Fig. 10 only has four layers. The tree is rooted from ‘‘Days PSO’’, because it is identified
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Fig. 10. A COVID-19 prediction decision tree learned from Random Forest.

as the most informative feature. The numerical value next to each feature shows the threshold for tree splitting. For example ‘‘Days
PSO@3.50’’ means that the left branch contains the ones whose ‘‘Days PSO’’ values are less than 3.50, and the right branch has
donors whose ‘‘Days PSO’’ are greater and equal to 3.50. For binary features, such as ‘‘Sore Throat’’, the threshold 0.5 is the middle
point between two binary (0/1) values.

The tree in Fig. 10 shows clear decision logic possibly useful for clinical decision, as the decisions are transparent and the
confidence of the decision can both be derived by looking at the path of the tree and the sample distributions at the leaf node of
each path.

5. Discussion

In this study we aim to predict a positive COVID-19 test by using symptom and basic demographic features. In our study,
symptom information is captured with a questionnaire with limited number of symptoms as well as a free text field for symptoms
not contained on the defined list. Without a standardization of symptom reporting, the symptom feature space greatly increases.
To combat this, we utilize a binning approach that groups together similar features into bins. This was able to decrease symptom
feature space while keeping sample feature information. The limitation in this approach requires manually grouping symptoms,
which can be subjective as well.

A limitation in using symptoms for predictive models is the subjective nature of reporting symptoms. Subjects may describe
similar symptoms differently and may be biased in reporting symptoms. Additionally, there are limitations in recording symptoms.
Questionnaires that limit symptom choices have a benefit of more standardized responses, however they have a disadvantage of
potentially missing important or valid symptoms.

The recent advancement in deep neural language models (Mikolov, Sutskever, Chen, Corrado, & Dean, 2013) may provide
alternatively solutions to learn features from noisy symptoms, without putting feature into bins. This, however, would result in
difficulty in the interpretation of the model, and compromise the decision transparency.

Feature importance provides evidence in what features are most informative in distinguishing between COVID-19 positive (+)
and COVID-19 negative (−). The feature importance ranking from Random Forest shows that ‘‘Days PSO’’ is the most informative for
the classification model. This suggests that the number of days experiencing symptoms plays a large role in COVID-19 test results.
This is to be expected, as molecular tests depend on viral load and serology tests depend on seroconversion. They both are time
dependent. These results suggest that the number of days post symptomatic are highly important for a positive COVID-19 test and
should be under careful consideration when screening patients.

Asymptomatic COVID-19 cases pose an additional difficult component for symptom predictive models and for estimating
incubation period or immune response timeline. For asymptomatic subjects, other factors, such as exposure history or risk factors
(healthcare workers, etc.) maybe very useful for predictive models.

6. Conclusion

In this paper, we carried out a machine learning study of COVID-19 serology and molecular tests, and proposed to use simple
demographic and symptom features to train classification models for COVID-19 infection predict. By using test results from 2467
donors as our test bed, we analyzed correlation between serology tests and molecular tests. Our study shows that molecular tests have
much narrower PSO days (between 3–8 days), comparing to PSO days of serology tests (between 5–38 days). As a result, molecular
test has the lowest positive rate, because it measures current infection. On the other hand, COVID-19 tests vary significantly, partially
because donors’ immune response and viral load, the target of different test methods, continuously change. Even for the same donor,
it might be possible to observe different positive/negative results from two types of tests. Our study finds a handful of informative
symptom features, such as days PSO, fever temperature, fever, etc, strongly related to COVID-19. By using created bin features,
combined with five machine learning algorithms, our predictive models achieve over 81% AUC scores, and over 76% classification
accuracy. This study shows that machine learning models, trained using simple symptom and demographic features, can help predict
COVID-19 infections.
14
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