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Risk of misdiagnosis due to undetectable image perturbations
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Abstract
Deep learning algorithms have shown excellent performances in the field of medical image recognition, and practical applications
have been made in several medical domains. Little is known about the feasibility and impact of an undetectable adversarial attacks,
which can disrupt an algorithm bymodifying a single pixel of the image to be interpreted. The aim of the study was to test the feasibility
and impact of an adversarial attack on the accuracy of a deep learning-based dermatoscopic image recognition system.
First, the pre-trained convolutional neural network DenseNet-201 was trained to classify images from the training set into 7

categories. Second, an adversarial neural network was trained to generate undetectable perturbations on images from the test set, to
classifying all perturbed images asmelanocytic nevi. The perturbed images were classified using themodel generated in the first step.
This study used the HAM-10000 dataset, an open source image database containing 10,015 dermatoscopic images, which was
split into a training set and a test set. The accuracy of the generated classification model was evaluated using images from the test
set. The accuracy of the model with and without perturbed images was compared. The ability of 2 observers to detect image
perturbations was evaluated, and the inter observer agreement was calculated.
The overall accuracy of the classificationmodel dropped from 84% (confidence interval (CI) 95%: 82–86) for unperturbed images to

67% (CI 95%: 65–69) for perturbed images (Mc Nemar test, P< .0001). The fooling ratio reached 100% for all categories of skin
lesions. Sensitivity and specificity of the combined observers calculated on a random sample of 50 images were 58.3% (CI 95%:
45.9–70.8) and 42.5% (CI 95%: 27.2–57.8), respectively. The kappa agreement coefficient between the 2 observers was negative at
-0.22 (CI 95%: �0.49–�0.04).
Adversarial attacks on medical image databases can distort interpretation by image recognition algorithms, are easy to make and

undetectable by humans. It seems essential to improve our understanding of deep learning-based image recognition systems and to
upgrade their security before putting them to practical and daily use.

Abbreviations: AI = artificial intelligence, CI = confidence interval, GPU = graphics processing unit, RAM = random access
memory.
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1. Introduction

Deep learning is themost commonlyproposedartificial intelligence
technology for improving medical care today. The medical field of
application that has received most attention is image recognition,
with numerous studies highlighting the excellent performance of
deep learning algorithms for the classification and analysis of
medical images using eye fundus imaging, X-rays, magnetic
resonance imaging, or echocardiography.[1–7] These algorithms
havebeen found to improve thediagnostic performanceof imaging
techniques by reducing the risk of false negative and false positive
results. They have also been proposed to help save time andmoney
by automating routine tasks normally performed by medical
doctors. Lastly, smartphone applications have been developed that
provide rapid diagnosis of skin lesions (among others) without
medical advice. However, despite such promise, deep learning
algorithms are difficult and sometimes even impossible to
understand—a phenomenon often referred to as the “black
box” problem.[1,8,9] Moreover, concerns have been raised about
their vulnerability tomalicious attacks byadversarial networks.[10]

The latter do not target the deep learning algorithm itself but the
image to be interpreted, as a minimal image perturbation can alter
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interpretation by the algorithm.[10,11] Such hacking techniques,
knownas adversarial neural network, have so far beenusedmainly
in thefight against facial recognition.[12–15] Toour knowledge only
one study related to the medical field, and its results need to be
confirmed.[16] Our hypothesis is that adversarial neural network
can corrupt diagnosis in the field of dermatology through causing
perturbations of skin lesion images that are undetectable by the
human eye.
2. Methods

2.1. Study design

The data used for this work come from a database that obtained
the necessary ethical approval (University of Queensland,
Protocol-No. 2017001223 and Medical University of Vienna
Protocol-No. 1804/2017, the data was anonymous and not
identifiable, and the source article does not specify the terms of
consent).[17] All methods were carried out in accordance with
relevant guidelines and regulations.
The open source image database HAM-10000 was split into a

training set and a test set. First, the pre-trained convolutional
neural network DenseNet-201 was trained to classify images
from the training set into 7 categories.[18] The accuracy of the
generated classification model was evaluated using images from
the test set. Second, an adversarial neural network was trained to
generate undetectable perturbations on images from the test set.
The perturbed images were classified using the model generated
in the first step, and the accuracy of the model was assessed once
again. Third, the accuracy of the model with and without
perturbed images was compared. Fourth, the ability of 2
observers to detect image perturbations was evaluated, and
interobserver agreement was calculated.
2.2. Dataset collection

HAM-10000, short for “Human Against Machine with 10,000
training images,” is a publicly available dataset containing
10,015 dermatoscopic images of 7 pigmented skin lesions,
Figure 1. Adversarial neural network arch
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namely melanocytic nevi, melanoma, benign keratosis-like
lesions, basal cell carcinoma, actinic keratoses, vascular skin
lesions, and dermatofibroma.[17] Image resolution is 600x450
pixels. All images were collected over a period of 20 years from 2
different sites: The Department of Dermatology at the Medical
University of Vienna, Austria, and the skin cancer practice of Cliff
Rosendahl in Queensland, Australia.
The HAM-10000 dataset was split into a training set and a test

set: 80% of the images were used to train the neural network and
the other 20% were used to assess the accuracy of the generated
classification model. Images were rescaled to 256x256 pixels and
normalized between 0 and 1. Augmentation techniques (rotation,
cropping) were used to improve the accuracy of the classification
model.
2.3. Classification model

Images from the HAM-10000 dataset were classified using
DenseNet-201. This convolutional neural network has been
trained on more than ten million images from the Image Net
database and has been used in the field of healthcare for the
diagnosis of breast abnormality.[19,20] DenseNet-201 is 201
layers deep and can classify images into 1000 object categories
(pencil, animals, etc.).Wemodified the last layer of the DenseNet-
201 network to make it output the 7 categories of the HAM-
10000 dataset (melanocytic nevi, melanoma, benign keratosis-
like lesions, basal cell carcinoma, actinic keratoses, vascular skin
lesions, and dermatofibroma). We then trained the network to
classify images from the training set through 100 training steps.
Lastly, we assessed the accuracy of the generated model on
images from the test set by calculating recall and precision
statistics for all categories of skin lesion.
2.4. Adversarial model

Following Poursaeed et al, we generated image-dependent
perturbations undetectable by the human eye using a pre-trained
adversarial neural network.[21] The latter was composed of
multiple convolutional layers (Fig. 1): 3 down-sampling
itecture (following Poursaeed et al.).[21]



Figure 2. Distribution of the 7 types of skin lesion in the training and test sets.
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convolution layers, 6 Dense Blocks layers with residual
connections, and 3 up-sampling convolution layers that rescaled
generated perturbations to original image size. We added the
generated perturbations to images from the test set, while seeking
to minimize differences between the original images and the
perturbed images. The adversarial network was trained through
200 training steps to fool the classification model into classifying
all perturbed images as melanocytic nevi.

2.5. Statistical analysis

We calculated the overall accuracy (i.e., the proportion of well-
classified images) of the classification model on images from the
test set before and after perturbation, and then compared these
images using the McNemar test. A P value under .05 was
considered significant. We estimated recall and precision
statistics, which are commonly used in the field of machine
learning, before and after perturbation. Recall is the proportion
of True Positive divided by the sum of True Positive and False
Positive (i.e., Predictive Positive Value), while precision is the
proportion of True Positive divided by the sum of True Positive
and False Negative (i.e., Sensitivity).
We calculated the fooling ratio of the adversarial network

overall and for each category of skin lesions by dividing the
number of images misclassified as melanocytic nevi (i.e., the
target category of the adversarial network) by the total number of
images. Variation in overall accuracy before and after perturba-
tion was also evaluated using the McNemar test.
The human ability to recognize a perturbed image was

evaluated by asking 2 observers who were blinded to each other
to interpret a sample of 50 images randomly chosen from the
dataset. Sensitivity and specificity of the combined observers were
calculated with their confidence intervals at 95%. Agreement
between the 2 observers was assessed by calculating the kappa
agreement coefficient with its confidence interval at 95%
(CI 95%).
3

All experiments were coded in Python 3.7 with Tensorflow 2.0
on a personal computer with NVIDIA GeForce 1080 Ti Graphics
Processing Unit (GPU) with 12 Gb of Random Access Memory
(RAM) (NVIDIA Corp, Santa Clara, CA, USA).[22]
3. Results

We included 8012 images in the training set and 2003 in the test
set. Figure 2 shows the distribution of the 7 types of skin lesion for
each set. The dataset was unbalanced, with melanocytic nevi
representing two-thirds of all images.
The overall accuracy of the classification model dropped from

84% (confidence interval (CI): 95%: 82–86) for unperturbed
images to 67% (CI 95%: 65–69) for perturbed images
(P< .0001). Table 1 presents the precision, recall, and fooling
ratios of the model for images from the test set, overall and for
each category of skin lesion. After perturbation of the images
from the test set, the model was unable to classify images
correctly, as all images were interpreted as Melanocytic nevi (i.e.,
the target category of the adversarial network).
Sensitivity and specificity of the 2 combined observers

calculated on a random sample of 50 images were 58.3% (CI
95%: 45.9–70.8) and 42.5% (CI 95%: 27.2–57.8), respectively.
The kappa agreement coefficient between the 2 observers was
negative at �0.22 (CI 95%: �0.49–�0.04).
Figure 3 shows examples of skin lesion images from the HAM-

10000 dataset before and after perturbation by the adversarial
neural network.

4. Discussion

This work analyzes the impact of adversarial attacks on deep
learning-based image recognition systems. Unlike previous
studies, which have mostly focused on demonstrating the
superior performance of deep learning algorithms compared to
humans, our study explores the limits of these increasingly
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Table 1

Precision, recall, and fooling ratios of the model for images from the test set, overall and for each category of skin lesion.

Unperturbed images (n=2003) Perturbed images (n=2003)

Precision Recall Precision Recall Fooling Ratio

Actinic keratoses 70% 65% 0% 0% 100%
Basal cell carcinoma 72% 73% 0% 0% 100%
Benign keratosis-like lesions 67% 72% 0% 0% 100%
Dermatofibroma 90% 39% 0% 0% 100%
Melanocytic nevi 91% 94% 67% 100% NA
Melanoma 66% 58% 0% 0% 100%
Vascular skin lesions 91% 75% 0% 0% 100%
Overall – – – – 100%

NA = not applicable.
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popular technologies. Our key finding is that minimal and
undetectable perturbations of medical images can cause a drop in
the predictive ability of image recognition algorithms. To our
knowledge, only one study has focused on the demonstration of
adverse attack in the field of medical algorithms.[16] This study
demonstrated that adversarial attacks were capable of manipu-
lating deep learning systems across 3 medical domains; i.e., to
classify diabetic retinopathy from retinal fundoscopy, pneumo-
thorax from chest-Xray, and melanoma from dermoscopic
photographs. Although this study presented very conclusive
results and the discussion was of great interest, 2 remarks on this
work can be made. First, the modifications of the images were
qualified as human-imperceptible on the basis of the techniques
implemented, but were not tested by humans. Second, the authors
are an experienced team from a prestigious university, which
questions the practical feasibility of such a demonstration. Thus,
it appeared necessary to confirm these results with our study.
The fact that adversarial neural network targets the image to be

interpreted and not the algorithm itself means that all hospitals,
Figure 3. Examples of skin lesion images from the HAM-10000 dataset before (u
(resolution of 256x256 pixels).
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radiology centers, radiology equipment manufacturers, and even
medical image managers are vulnerable to this sort of attack. By
extension, our study suggests the vulnerability of all deep learning
applications in the field of healthcare, including for example
algorithms for the clinical management of patients with sepsis or
risk stratification for mortality of patients with acute myocardial
infarction.[23,24]

Two opposite risks exist that raise fears of an attack like the
one described here. On the one hand, there is a risk that medical
databases or devices may be hacked to cause under diagnosis of
a specific condition (such as skin cancer), which would result in
a lack or a delay in therapeutic management. Attacks of this sort
are easy to imagine—for example, for terrorist purposes or for
the purpose of harming a particular person. Malicious attacks in
the field of healthcare are easier to make than nuclear or
bacteriological attacks, and their consequences are more
difficult to predict. Moreover, while it may seem pointless to
hack medical databases or devices, such attacks have in fact
already occurred, for example to damage pacemakers or insulin
pper line) and after (lower line) perturbation by the adversarial neural network
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pump systems.[25–29] On the other hand, there is a risk that
medical databases or devices may be hacked to cause over
diagnosis of a specific condition, which would boost the demand
for care. Thus, the healthcare business sector might be tempted to
tweakand falsify unverifiable data in order to generatemore profit.
While this may seem a far-fetched scenario, it should be noted that
private actors have used industrial fraud techniques in the past—
for instance, car manufacturers whowished tomanipulate particle
emission tests.[30,31]

As this study has shown, adversarial attacks are easy to make
and do not require very strong technical expertise. The only
hardware needed is a pre-trained neural network software that
can easily be downloaded from the internet. Indeed, our study
required less than 5hours of human labor. Another very
interesting publication has shown an alteration in the classifica-
tion performances of an open access algorithm. The skin lesion
image parameters were simply changed (modification of the
zoom, of the adjustments of contrast/brightness settings, or
rotation), and their classification thus completely distorted. The
authors of this publication proposed as a possible solution the
standardization of the images collected in the databases.[32]

Our study sheds light on the impact of adversarial neural
network on open source or corrupted databases. Given the very
real possibility of malicious attacks and the fact that databases
are easily corrupted, we recommend the systematic validation of
all prediction or task automation work on a different database,
and not on a split of the database being used.
Solutions can be put forward to counter these malicious

attacks. The first is, of course, to strengthen data security. While
blockchain technology may be useful in this regard, it is
associated with practical application issues.[33] The second is
to develop techniques for the detection of image perturbations, as
has been done in the field of facial recognition.[34] It should be
recalled, however, that such techniques generally lag behind
those of hackers and are therefore mostly temporary.
Our study has limitations that must be acknowledged. First, we

did not try to demonstrate how images can be hacked and
corrupted. This did not seem ethical to us. In any case, several
malicious attacks have been made in the real world.[35,36] Second,
we generated an algorithm with moderate predictive abilities (it
has been found to detect melanoma with a precision of 66%).
However, our aim was not to propose a more efficient algorithm
—which we could easily have done by adding demographic data
from the HAM-10000 dataset to our classification model.
Rather, it was to highlight the drop in the predictive ability of
image recognition algorithms that follows from undetectable
image perturbations. In fact, far more efficient algorithms are
available for use—including the algorithm proposed by Esteva
et al, which is capable of classifying skin cancer with a level of
competence comparable to dermatologists.[4] It is likely that these
more efficient algorithms would likewise experience a drop in
predictive ability should they be targeted by an adversarial attack.
5. Conclusion

In conclusion, it seems essential to improve our understanding of
image recognition algorithms and to upgrade their security before
putting them to practical and daily use. In addition to
strengthening data protection, one could ensure that medical
image recognition is subject to human control (for instance,
dermatologists could be required to interpret one out of 5 skin
lesion images). A legislative framework could be put in place to
5

regulate the use of big data and artificial intelligence (AI)
technology. Clinicians who use and develop AI programs could
be trained in the field of cyber security. Research centers using AI
for clinical purposes could be required to reassess and update
their security systems on a regular basis. In other words, deep
learning algorithms should be used to help humans, and not to
replace them—at least for the time being.
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