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THEBIGGERPICTURE Data on state-level household gun ownership is largelymissing in the United States,
yet this variable is essential for firearm-related research and policy development. In the absence of gun
ownership data, researchers and policy-makers have had to rely on proxy measures to represent this indis-
pensable variable. Historically, the portion of suicides committed with a firearm has been regarded as the
best proxy measure of gun ownership. In this work, we challenge this notion and develop two significantly
improved proxymeasures using first, traditional regression analysis and then the tools of deep learning. Our
new proxy measures are both highly accurate and easy to obtain, and they can be used for a variety of pur-
poses in cross-sectional studies of firearm-related violence at the state level.

Mainstream: Data science output is well understood
and (nearly) universally adopted
SUMMARY
In the absence of direct measurements of state-level household gun ownership (GO), the quality and accu-
racy of proxy measures for this variable are essential for firearm-related research and policy development. In
this work, we develop two highly accurate proxy measures of GO using traditional regression analysis and
deep learning, the former accounting for non-linearities in the covariates (portion of suicides committed
with a firearm [FS/S] and hunting license rates) and their statistical interactions. We subject the proxies to
extensive model diagnostics and validation. Both our regression-based and deep-learning proxy measures
provide highly accurate models of GO with training R2 of 96% and 98%, respectively, along with other desir-
able qualities—stark improvements over the prevalent FS/S proxy (R2 = 0.68). Model diagnostics reveal this
widely used FS/S proxy is highly biased and inadequate; we recommend that it no longer be used to repre-
sent state-level household gun ownership in firearm-related studies.
INTRODUCTION

The National Research Council (NRC) identified in its report on

Firearm-Related Violence1 a set of high-priority research topics

to help inform the ‘‘development of sound policies that support

both the rights and responsibilities central to gun ownership in

the United States.’’ The report noted that high-quality data are

essential for the advancement of research and policy develop-

ment, and without which ‘‘it is virtually impossible to answer

fundamental questions’’ related to firearm-related violence.

There is a complex and significant public health burden of

firearm-related morbidity and mortality in the United States.
This is an open access article under the CC BY-N
This includes homicides, suicides—which receive much less

public scrutiny but far outnumber homicides—and unintentional

injuries and fatalities. Yet essential data on measures of expo-

sure in the population are unavailable. For example, the report

noted that ‘‘basic information about gun possession [and]

ownership is lacking,’’ and that there is a pressing need to

develop accurate information about this topic. This observation

echoes findings from a previous NRC report,2 which noted that

‘‘the absence of information about gun ownership has been a

major stumbling block for [.] studies of suicide as well as for

studies of homicide and other gun-related crime.’’ In the

absence of such information, and with Federal restrictions on
Patterns 1, 100154, December 11, 2020 ª 2020 The Authors. 1
C-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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certain data collection related to gun ownership,3 researchers

will have to continue to rely on proxymeasures for this indispens-

able variable. As a result, the quality and accuracy of these proxy

measures are essential for firearm-related research and policy

development. Our work fits within this context and contributes

toward this objective of developing more accurate proxy mea-

sures of gun ownership for public health research and policy

development.

More specifically, gun ownership has been a main predictor or

control variable in several important studies of suicide and gun

violence.4–21 When available, surveys conducted in the United

States provide the most straightforward measure of household

gun ownership—that is, the percentage of households with at

least one gun. There is a handful of national surveys conducted

in the United States that provide estimates of household gun

ownership, for example, the General Social Survey (GSS) and

the Gallup Poll surveys, but only one stratifies the surveys by

state: the Behavioral Risk Factor Surveillance System

(BRFSS).22 Both the size and quality of the BRFSS has prompted

experts in this field to refer to it as the proverbial gold standard.

For example, in 2002 the BRFSS had roughly 230,000 observa-

tions of household gun ownership across 49 states, whereas the

GSS had a nationally representative sample of only 2,800 re-

spondents. More recently, the Gallup Poll surveys from 2008 to

2017 conducted their surveys with nationally representative

samples between 300 and 5,000 respondents. Despite the

BRFSS being the gold standard for state-level household gun

ownership, it is not without its limitations. The decision to include

the gun ownership question is made at the state level, and from

1995 to 2018 only one year (2001) included the gun ownership

question on the surveys in all 50 states. The following year in

2002, 49 states included the question. For most years, few to

no states included the gun ownership question. The surveys

conducted in 2001 and 2002 constitute the most comprehensive

two consecutive years in which the gun ownership question was

included in the survey, and it is the standard bywhich the proxies

developed in this work are trained and, as we will see, cross-

validated.

In past studies, a myriad of proxy measures has been pro-

posed for state-level household gun ownership. Two important

works by Azrael et al.23 and Kleck24 reviewed these proxies

and assessed their validity. Both concluded that the portion of

suicides committed with a firearm (FS/S) is the best proxy mea-

sure of gun ownership for cross-sectional studies across large

geographic regions. This proxy has been used extensively in

studies of firearm-related violence.25–36 The NRC report in

20052 noted that ‘‘many researchers have accepted FS/S as

the best and, in fact, a nearly ideal proxy for studying the

cross-sectional relationship between firearms and violence.’’

In this work, we propose that this measure be retired and no

longer used as a proxy measure of state-level household gun

ownership. It is not appropriate for the purpose and manner in

which it is being used—as an independent variable for inference

and prediction purposes, not subject to uncertainty or random

variation—when it is in fact markedly biased and exhibits high

variability, as we will show next. In its stead, we develop and

evaluate two new proxies for state-level household gun owner-

ship and discuss two different methods for obtaining them.

The first is incremental and builds on a recently developed proxy
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that combines FS/Swith state-level hunting license rates (HLR)37

(and later used elsewhere).38,39 We leverage traditional regres-

sion analysis to develop an improved proxy measure that ac-

counts for non-linearities in these variables and their statistical

interaction. There is no reason, theoretical or otherwise, to as-

sume that gun ownership is best modeled as a linear combina-

tion of FS/S and HLR as opposed to a combination of transfor-

mations of these predictors and their statistical interaction.

This possibility is explored in our first model-building strategy.

We subject our regression model to critical examination and

common diagnostics, and we benchmark our new proxy mea-

sure against the existing ones for accuracy and validity. Next,

we leverage advances in deep learning (DL) to develop and vali-

date a deep neural network (DNN) model of state-level house-

hold gun ownership based on the same two inputs, FS/S and

HLR. We subject the DNN model to critical examination and

benchmark our DL-based proxy against the regression-based

proxies. The DL-based proxy significantly outperforms the

others and is both highly accurate and largely bias free, as we

will see next.

Our objectives in this work are 2-fold: (1) to provide the

research community with accurate, easily obtainable proxymea-

sures of state-level household gun ownership; and (2) to

encourage broader adoption of advanced machine learning

(ML)methods that go beyond the prevailing linearmodels in pub-

lic health research. Significant opportunities reside in the adop-

tion of ML in general, and DL in particular, for more accurate

modeling of a host of public health problems, for teasing out

novel insights from datasets, and ultimately for better-informed

decision making.

RESULTS

Our results are based on a training dataset composed of a single

response variable: state-level estimates of household gun

ownership from the BRFSS surveys, averaged over years

2001–2002; and two covariates: (1) FS/S and (2) state-level

HLR. Regarding the older proxies, we refer to the ubiquitous

FS/S proxy as Model 1 and the linear FS/S with HLR proxy as

Model 2. We refer to our new regression-based proxy measure

as Model 3 (by design, Model 3 uses the same covariates as

those in Model 2), and we refer to the DL-based proxy as the

DNN. For a fair comparison, all models were trained with the

same 2001–2002 dataset and validated with BRFSS data from

other years.

The New Regression-Based Proxy Measure
The first method bywhichwe developed a new proxymeasure of

state-level household gun ownership was with traditional regres-

sion analysis. Our new proxy measure, Model 3, is incremental

and builds on the olderModel 2 by accounting for the possibility

of non-linearities and statistical interaction of the covariates FS/

S and HLR. We examined different powers of FS/S and HLR and

their statistical interaction to determine which combination pro-

vided the highest R2 while maintaining statistical significance of

the coefficients (p < 0.05). The details of our model development

process are described in Method 1: Regression Analysis.

The results of our exploration of non-linear transformations of

the covariates in Model 3 are shown in Figure 1. Note that the



Figure 2. The DNN Architecture for the Development of an Improved

Proxy Measure of State-Level Household Gun Ownership
H1, H2, and H3 refer to the first, second, and third hidden layer, respectively.

Figure 1. Results of the Exploration of Non-linear Transformations
of the Covariates to Determine the Optimal Combination of Powers

of FS/S and HLR in Model 3
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interaction term is taken to be the product of the transformed co-

variates. The white space corresponds to combinations of coef-

ficients that are not all statistically significant.

Figure 1 shows that the best powers of FS/S and HLR are 3.0

and 0.5, respectively. Our Model 3 is given by the following

expression:

dGO = 1:046ðFS=SÞ3 + 0:094ðHLRÞ0:5�
0:160ðHLRÞ0:5ðFS=SÞ3 � 0:011

: (Equation 1)

The New DL-Based Proxy Measure
The second method by which we devised a new proxy measure

of state-level household gun ownership was with the tools of DL

via a DNN. DL is a set of powerful methods with multiple layers of

transformation, starting with the input variables and proceeding

to more abstract levels of representation. ‘‘With the composition

of enough such transformations, very complex functions can be

learned,’’ and intricate patterns or structures can be discovered

in large datasets that are beyond the capabilities of regression or

non-hierarchical models.40Wedeveloped aDNNwith five layers:

an input layer with two inputs, three hidden layers (each with a

corresponding Leaky ReLU activation layer),41 and an output

layer with a single output. The hidden layers consist of 500,

1,000, and 500 neurons, respectively. Our DNN thus employs a

2-500-1,000-500-1 neuron distribution over each of the five

layers, respectively; it takes in vectors of FS/S and HLR and out-

puts the predicted household gun ownership. We used the

dropout method and L2 regularization to avoid overfitting,42

and we adopted the mean squared error (MSE) as the cost func-

tion with an ADAM43 optimizer in the backpropagation process.

Finally, we used the k-fold cross-validation technique to avoid

overfitting and to assess how well the performance of the DNN

will generalize to independent datasets (not used in the training

of the DNN).44,45 The details of our model development process

are described in Method 2: Deep Learning.
An important tradeoff arises in the design of the DNN archi-

tecture and the selection of its neuron distribution. On the one

hand, increasing the number of neurons will improve the accu-

racy of the DNN for the training dataset. On the other hand, a

DNN with too many neurons would likely suffer from overfitting,

in which case the predictive capabilities on new datasets

(generalization) would degrade. A good neuron distribution is

one that achieves accurate performance on both the training

and validation sets. We selected the DNN structure that simul-

taneously (1) minimized the performance gap on the training

and validation sets and (2) achieved high accuracy on both

sets (to avoid overfitting and underfitting). This was the 2-

500-1,000-500-1 neuron distribution noted previously with

three hidden layers. Our final DNN model structure is depicted

in Figure 2. The DNN is freely available to be downloaded as a

Python package and used (see GitHub). The repository in-

cludes the code and a ReadMe file that instructs a new user

through the simple process of downloading and using the

DNN either to reproduce our results or to run the model with

a new dataset.
Comparative Analysis between the Old and New Proxy
Measures of State-Level Household Gun Ownership
In this subsection, we conduct a comparative analysis of the old

and new proxy measures of state-level household gun owner-

ship in terms of model performance, diagnostics, validation,

and predictive accuracy.

Model Performance

A visual summary of the training performances of the old and

new proxy measures of state-level household gun ownership is

shown in Figure 3. The regression model coefficients and
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Figure 3. Performance Comparison of the Old and New Proxy Measures of State-Level Household Gun Ownership

From left to right, the figure depicts (A) the R2, (B) the root MSE, and (C) the boxplot of the residuals (eihGOi � dGO i ). M1, M2, and M3 refer toModels 1, 2, and 3,

respectively.
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corresponding statistics for all regression-based proxies are

provided in Table 1. Recall that the FS/S proxy is referred to as

Model 1 and the linear FS/S with HLR proxy as Model 2. Our

new regression-based proxy, which accounts for non-linearities

in the covariates and their statistical interaction, is Model 3, and

the new DL-based proxy is the DNN.

Whether measured by the R2, the root MSE (RMSE), or the

span and lack of symmetry of the residuals, the results in Figure 3

demonstrate that both new proxy measures, Model 3 and the

DNN, significantly outperform the older proxies, Models 1 and

2. Consider, for example, the residuals of the ubiquitous FS/S

proxy,Model 1 (Figure 3C). There is significant bias, with positive

skew, in thismodel alongwithmultiple outliers, including a prom-

inent one at 27% where the model severely underestimates gun

ownership (see the left-hand side of Figure 3C). Model 2, which

incorporates HLR in addition to FS/S, represents a clear perfor-

mance improvement over Model 1. Note first that 91% of the

variability in the gun ownership data is explained by these two

predictors in Model 2, in stark contrast with the limited ‘‘expres-

sivity’’ of Model 1, which captures only 68% of said variability.

However, Model 2 remains biased, albeit to a lesser extent

than Model 1, with inaccuracies up to 10 percentage points in

estimated gun ownership.

In contrast, both the new regression-based proxy (Model 3)

and the DNN provide significantly more accurate models of

state-level household gun ownership, with R2 of 96% and

98%, respectively. Their residuals are more symmetrically

distributed (unbiased) and have a narrower span, as seen in

Figure 3C.

Model Diagnostics

For transparency in model assessment, we conducted model di-

agnostics in the form of normal-quantile plots of the residuals,

plots of residuals-versus-predicted gun ownership, and Cook’s

distances for influence analysis. These results are provided in

Figures 4, 5, and 6, respectively. Note that Figures 4 and 5

contain roughly the same information, but we include both for vi-

sual clarity.

The normal-quantile plots in Figure 4 and the residual-versus-

prediction plots in Figure 5 demonstrate the reduction in non-

normality of the residuals between each model. In both Figures

4 and 5, we see a clear violation of the normality assumption
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(and homoscedasticity) withModel 1, whereas the DNNprovides

the most accurate and unbiased proxy measure with quasi-nor-

mally distributed residuals. Furthermore, consider the Cook’s

distances for influence analysis in Figure 6. (As a reminder, the

Cook’s distance diagnoses the robustness of a regressionmodel

to perturbations in the covariates.)46 These results demonstrate

that the parameters inModel 1 are disproportionately influenced

by a single observation or leverage point (South Dakota). Simi-

larly, the parameters in Model 2 are heavily determined by three

observations (Montana [MT], Wyoming [WY], and South Dakota

[SD]). In other words, fluctuations in the covariate data (FS/S and

HLR) for those states during the years over which the models

were trained (2001–2002) would have a disproportionate effect

on the model parameters. In contrast, the Cook’s distances for

Model 3 reveal that no one observation (state) has undue influ-

ence on the model parameters, i.e., the contributions from

each state in the model training process are more evenly distrib-

uted, and the model parameters are less susceptible to fluctua-

tions in the covariates. The results in Figure 6 indicate that the

regression model with statistical interaction (Model 3) is more

robust than the model without this term (Model 2). We further

comment on the robustness and accuracy of Model 1 after we

discuss model validation and confidence intervals.

Model Validation

We conducted validation of all models using the gun ownership

data from BRFSS surveys over other years for which data were

available. We first validated on the survey results from 2004, as

this represents the most complete independent dataset with

�280,000 observations over 49 states (see Table 3). We then

combined the limited survey data from 1995 to 2017 (14 inde-

pendent states in total) into our second validation set, although

we acknowledge that the results from this set have to be taken

cautiously given the small sample available (which is likely non-

random). The R2 and RMSE for the training set and both valida-

tion sets are provided in Table 2. As a side note, in the k-fold

cross-validation of our DNN, we obtained an R2 of 0.94 on folds

not used in the training of the model (the cross-validation sets).

These results indicate that the DNN model remains robustly

accurate across both validations and outperforms all the other

models by a fair margin. Furthermore, a stark underperformance

of the ubiquitous FS/S proxy (Model 1) is clear in Table 2. In the



Table 1. Model Coefficients and Associated Statistics for Both the Old (Models 1 and 2) and New (Model 3) Regression-Based Proxy

Measures of State-Level Household Gun Ownership

Gun Ownership Coefficient (95% CI) SE t p > |t|

Model 1

FS/S 0.847 (0.677 to 1.017) 0.0844 10.03 <0.001

Constant �0.099 (�0.195 to �0.003) 0.0478 �2.07 0.044

Model 2

FS/S 0.600 (0.498 to 0.703) 0.0508 11.82 <0.001

HLR 0.008 (0.006 to 0.009) 0.0007 10.88 <0.001

Constant �0.047 (�0.100 to 0.006) 0.0262 �1.80 0.078

Model 3

(FS/S)3.0 1.046 (0.869 to 1.223) 0.0878 11.91 <0.001

(HLR)0.5 0.094 (0.082 to 0.105) 0.0057 16.54 <0.001

Interaction �0.160 (�0.209 to �0.110) 0.0246 �6.49 <0.001

Constant �0.011 (�0.043 to 0.021) 0.0159 �0.68 0.500

FS/S, portion of suicides committed with a firearm; HLR, hunting license rates; CI, confidence interval; SE, standard error.
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more complete validation set in 2004, the FS/S proxy explained a

mere 61% of the total variability in gun ownership, whereas the

DNN explained 94% of said variability. We also observe how

well the k-fold cross-validation technique predicted the DNN’s

performance on independent datasets.

Confidence and Prediction Intervals

We examined more closely the predictive accuracy of all our

regression-based proxies by computing the 95% confidence

and prediction intervals (CI and PI, respectively). These results

depict the extent to which the proxy measures would under-

and overpredict state-level household gun ownership. We high-

light first the FS/S proxy (Model 1); the regression model, along

with the 95% CI and 95% PI, are shown in Figure 7.

Consider the 95% prediction interval. This is the interval of the

estimated gun ownership for a single state with a given FS/S. We

observe a roughly 15-percentage-point difference between the

estimated gun ownership and the upper or lower bounds of the

95% prediction interval (flaring of these intervals notwith-

standing). For example, for a state with FS/S = 0.5,Model 1 pre-

dicts a gun ownership of roughly 32%; however, according to the

95%PI, the actual level of gun ownership for that state can be as

high as 48% or as low as 17%. Thus, researchers who invoke

FS/S as a proxy measure for state-level household gun owner-

ship (e.g., to control for gun ownership) would be well advised

to conduct uncertainty quantification and demonstrate that their

findings are robust to states having this much uncertainty in their

predicted levels of household gun ownership. Furthermore, the

uncertainty in the FS/S proxy is not merely theoretical; we see

from Figure 7 that there are several states with FS/S equal to

roughly 0.5 for which the actual level of gun ownership (as pro-

vided by the BRFSS, 2001–2002 average) varies between 20%

and 43%. To further illustrate this point, we compared the pre-

dicted and actual levels of household gun ownership for each

state and for all regression-based proxies, as shown in Figure 8.

Note that the data presented in Figure 8 are ordered according to

the predicted levels of gun ownership and are plotted with the

95% PI.

Consider Model 1 in Figure 8. There are several instances

where there is a significant discrepancy between the actual
levels of household gun ownership and those predicted by the

model. For example, South Dakota (SD) and Maryland (MD)

share similar predicted levels of household gun ownership,

30% and 31%, respectively, yet the actual levels of gun owner-

ship for those states (as provided by the BRFSS) are 57% and

21%, respectively. Other instances of this weakness with

Model 1 can be found between Iowa/California (IA/CA) and North

Dakota/Oregon (ND/OR). Model 2 reduces the prediction inter-

vals down to roughly 10 percentage points, but it remains biased

and is disproportionately influenced by Montana (MT), South

Dakota (SD), and Wyoming (WY). Among the regression-based

proxies, the new Model 3 provides the most accurate estimates

of state-level household gun ownership with a prediction interval

down to roughly 6 percentage points (again, flaring notwith-

standing). The DNN model further halves this prediction interval.

DISCUSSION

In the absence of direct measurements of state-level household

gun ownership, the quality and accuracy of proxy measures for

this variable are essential for firearm-related research and policy

development. In this work, we provide the research community

with two new proxy measures of state-level household gun

ownership. These new proxies are easily obtainable and provide

significant improvements over the existing ones in terms of accu-

racy, reduced bias, and correlation with the variable they repre-

sent. Model diagnostics reveal that the widely used FS/S proxy

measure is inadequate, and we recommend that it no longer

be used to represent state-level household gun ownership in

studies of firearm-related violence.

Our first new proxy builds on another recently developed

proxy,37 which combines FS/S with state-level HLR. We

explored for, and identified, non-linearities in these variables

and their statistical interaction. This increased the R2 from

91% to 96%, reduced the model bias, and removed the high

leverage points in the previous model, which overall improved

the accuracy and robustness of the new model. We devised

this new regression-based proxy for three reasons: (1) to provide

public health researchers with an easily calculable proxy
Patterns 1, 100154, December 11, 2020 5



Figure 4. Normal-Quantile Plots of the Residuals for Both the Old and New Proxy Measures of State-Level Household Gun Ownership

Normal-quantile plots for (A–C) Models 1–3 and (D) the DNN.
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measure of state-level household gun ownership with Equation 1

using basic spreadsheets or simple computational tools; (2) to

illustrate a useful distinction in statistical modeling between

predictor and regressor (a single predictor xi can have multiple

regressors jðxiÞ in a model, xi/jðxiÞ, e.g., polynomial terms of

order p in xi, and multiple predictors can be combined into a sin-

gle regressor, xi; xj/jðxi; xjÞ, e.g., an interaction term). This

distinction is helpful to keep in mind when seeking to build better

statistical models, and seems to be overlooked in some of the

firearm-related literature. Finally, we did this to (3) emphasize

the importance of performing model diagnostics for the exami-
6 Patterns 1, 100154, December 11, 2020
nation of possible model deficiencies.46 There is a dearth of

model diagnostics in the literature on firearm-related violence.

We believe this community would be well served if it adopted

some statistical diagnostic tools, which would not only reveal

novel insights and point the way toward better model building

but also help meet expectations of transparency for model per-

formance assessment.

For our second new proxy, we leveraged advances in DL to

develop and validate a DNN model of state-level household gun

ownership with the same two inputs used in the regression-based

proxy. Our DNN proxy is the most accurate (R2 = 0.98), unbiased



Figure 5. Plots of Residuals-versus-Predicted Gun Ownership for Both the Old and New Proxy Measures of State-Level Household Gun

Ownership

Residuals-versus-predicted gun ownership (GO) plots for (A–C) Models 1–3 and (D) the DNN.
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model of state-level household gun ownership, and we recom-

mend that it be usedover any other proxy. TheDNNmodel is freely

available to be downloaded as a Python software package and

used (seeGitHub). The DNNmodel raises the following interesting

challenge and requires a slightly different way of thinking from

traditional statistical modeling: in regression analysis it is uncom-

plicated to see analytically and interpret how the inputs are trans-

formed into the response variable; in contrast, in DL, with thou-

sands (if not millions) of hierarchical transformations of the input

vector(s), it is impractical to track these transformations.47 With
this level of complexity, one is confined to dealing with the model

as a black box. Given the remarkable accuracy and robustness

that can be achieved by DNN models, sacrificing some model

transparency for significant performance improvement is a worth-

while tradeoff to make and adjust to. Furthermore, we demon-

strated how the k-fold cross-validation technique can be used to

avoid overfitting and assess how well the model will perform on

a dataset not used in the training of its parameters.

We validated both of our new proxies using the 2004 BRFSS

survey data on state-level household gun ownership as well as
Patterns 1, 100154, December 11, 2020 7
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Figure 6. Cook’s Distances for the Old and New Regression-Based Proxy Measures of State-Level Household Gun Ownership

Cook’s Distances for (A) Model 1, (B) Model 2, and (C) Model 3.
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with the limited data from 1995/2017. In both validations, we

found that both of our new proxy measures outperformed the

older ones, with the DNN providing the most accurate (and

consistent) proxy measure for household gun ownership. We

further examined the predictive accuracy of all regression-based

proxies. We found that the FS/S proxy exhibits significant pre-

diction uncertainty, with 95% PI roughly three times that of our

new regression-based proxy. We emphasize that researchers

who utilize this (or any) proxy measure of state-level household
Table 2. Model Validation Comparison of Both the Old and New Pro

Training (50 States) V

R2 RMSE (3 10�2) R

Old Model 1 0.68 7.43 0

Model 2 0.91 4.00 0

New Model 3 0.96 2.72 0

DNN 0.98 1.70 0

RMSE, root-mean-squared error.
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gun ownership would be well advised to examine and demon-

strate whether their findings are robust to the uncertainty

inherent in their proxy’s predicted levels of household gun

ownership.

Our results should be considered in light of several limitations

they share with all other similar modeling studies. First, we

assumed that the measures of gun ownership from the BRFSS

are accurate representations of the actual levels of household

firearm prevalence. This may not be the case given the sampling
xy Measures of State-Level Household Gun Ownership

alidation #1 (49 States) Validation #2 (14 States)
2 RMSE (3 10�2) R2 RMSE (3 10�2)

.61 8.36 0.82 5.93

.90 4.08 0.90 4.54

.92 3.62 0.90 4.53

.94 3.58 0.95 2.97



Table 3. Available BRFSS Survey Data with Observations on State-Level Household Gun Ownership

Year 1995 1996 1997 1998 2001 2002 2004 2017

No. of states 11 7 7 4 50 49 49 3

No. of observations 21,754 15,530 14,744 9,526 201,409 231,180 284,384 17,825

These figures omit US Territories and the District of Columbia, as well as non-responses.
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variability and uncertainties due to non-responses and erro-

neous responses inherent in the BRFSS. Second, the BRFSS

survey results in 2001 and 2002 are nearly two decades old,

and the structure of the relationship between gun ownership

and both input variables in our models, FS/S and HLR, may or

may not have changed over time. Investigation of this matter is

left as a fruitful venue for future work. The fact that our DNNproxy

remained accurate on both the 2004 BRFSS validation and par-

tial validation from the 1995/2017 surveys suggests that the DNN

proxy may have captured an intrinsic aspect of the relationship

between the input and output variables at the state level, and

may have some claim to generalizability. Further validation is

warranted when more up-to-date BRFSS data on household

gun ownership across all states is collected (as well as retraining

and tuning of the DNNmodel). Third, our proxies were developed

at the aggregate state level. They should not be used to infer gun

ownership for other geographic areas or in subgroups of the

population. Fourth, our proxies were developed using the

average survey results from 2001 to 2002; as such, they are

not suitable for use in longitudinal or time-series studies (see

the discussions in the literature).24,37

Both of our new proxy measures provide meaningful accuracy

improvements over the existing ones. They can be used for a va-

riety of purposes in cross-sectional studies of firearm-related

violence at the state level. Their two input variables are also

easy to obtain, which makes the calculations simple and more

convenient than accounting and controlling for a whole set of

additional variables. To the best of our knowledge, this work pro-

vides the first use of DL analysis in this literature. We hope that
Figure 7. FS/S Proxy Measure (Model 1) of State-Level Household
Gun Ownership with 95% Confidence and Prediction Intervals
the results will invite and encourage a broader adoption of these

and other advanced ML methods in public health studies of

firearm-related violence. We believe that significant opportu-

nities reside in the adoption ofML in general, andDL in particular,

for more accurate modeling of a host of public health problems,

for teasing out novel insights from datasets, and ultimately for

better-informed policy and decision making.

As a side note, a recent report by RAND, sponsored by Arnold

Ventures, developed annual, state-level estimates of household

gun ownership by combining data from surveys and proxy mea-

sures.48 The report used multi-level regression with post-stratifi-

cation to create state-level estimates of gun ownership from na-

tional surveys and then combined these estimates with proxy

measures in a structural equation model to identify the latent

gun ownership. The report suffers from some of the shortcom-

ings identified in our work, for example, the failure to investigate

statistical interaction and collinearity of the covariates or the fail-

ure to carefully examine non-linearities in the proxy-gun owner-

ship relationships (e.g., the report notes, ‘‘the [hunting license]

measure was heavily skewed to the right, so we performed a

square root transformation’’). The report also lacks model diag-

nostics and (performance) transparency. Although comparison

of the RANDmodel with ours is not straightforward given the dif-

ferences in approaches, we can compare the correlations of the

estimated gun ownership rates in 2001, 2002, and 2004 with the

BRFSS surveys. The RAND model, with four surveys and five

proxy measures (male FS/S, female FS/S, hunting licenses, sub-

scriptions to the Guns & Ammo magazine, and background

checks—these are likely highly collinear), provided an average

training R2 of 97.5% over these years; our two-covariate DNN

model provided a training R2 of 98% in 2001–2002. Overfitting

in the RAND model is therefore plausible, although it cannot be

ascertained. No validation results were provided for further

comparisons.

EXPERIMENTAL PROCEDURES

Resource Availability

Lead Contact

David Gomez, M.S., dbgomez94@gmail.com.

Materials Availability

This study did not generate any materials.

Data and Code Availability

The DNN is freely available to be downloaded as a Python package from

GitHub. Original data have been deposited to Mendeley Data: http://dx.doi.

org/10.17632/bxsm39hsc9.1.

Data

State-Level Household Gun Ownership

We obtained state-level household gun ownership from the BRFSS,22

which constitutes the gun ownership standard by which we trained and

validated our new proxy measures. Although the BRFSS is the most exten-

sive and direct measurement of state-level household gun ownership, the
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Figure 8. Comparison Between the Predicted State-Level Household Gun Ownership and that Estimated by the BRFSS (2001–2002 Average)

for All Regression-Based Proxy Measures

Cook’s Distances for (A) Model 1, (B) Model 2, and (C) Model 3. Error bars represent the 95% prediction intervals.
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data have been limited over the years. The decision to include the gun

ownership question, ‘‘Are any firearms kept in or around your home?’’ (or

slight variation thereof) is made at the state level, and very often states

do not include this question on their annual surveys. Shown in Table 3

are the available BRFSS survey data, along with the number of states

which included the gun ownership question, as well as the number of

observations.

To mitigate sampling variability in state-level household gun ownership

without risking averaging out drift in the data, we chose to average the

BRFSS figures over two consecutive years. The literature on gun owner-

ship typically averages the BRFSS responses from 2001, 2002, and

2004, for which the gun ownership question was included.37–39,49 From Ta-

ble 3, we see that the BRFSS data from 2001 to 2002 represent the most

comprehensive 2-year average, where 50 and 49 states included the gun

ownership question on their surveys, respectively. We thus trained our

models using the average 2001–2002 gun ownership data, and we use

other survey years to validate our models. Note that California did not pro-

vide the gun ownership question in 2002; thus, the figure used was that of

2001. To adjust for the stratification, clustering, and sample weights of the

BRFSS survey design, we used STATA’s svyset function. The data quality

and response rates are documented in the Summary Data Quality

Reports.50,51
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Portion of Suicides Committed with a Firearm

We obtained the portion of suicides committed with a firearm from the Centers

for Disease Control and PreventionWeb-based Injury Statistics Query and Re-

porting System (WISQAR).52 In the training of our models, we also averaged

the FS/S data over 2001–2002 to be consistent with our treatment of the

BRFSS gun ownership data.

Hunting License Rates

We obtained state-level HLR from the US Fish and Wildlife Service.53 As dis-

cussed in Siegel et al.,37 this variable likely captures the gun ownership that

FS/S is blind to, such as long rifles and shotguns, as handguns are predomi-

nantly used in suicides. We normalized the number of hunting licenses in a

given state by the state’s population aged 15+ and also averaged HLR over

2001–2002 in the training of our models.

Methods

Method 1: Regression Analysis

In developing our new regression-based proxy, Model 3, we examined

different powers of FS/S and HLR and their statistical interaction to determine

which combination provided the highest R2 while maintaining statistical signif-

icance of the coefficients (p < 0.05). For thoroughness, we examined all com-

binations of powers from 0.1 to 5.0 in increments of 0.1. Note that the statistical

interaction termwas taken as the product of the transformed covariates. In this
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procedure, one combination of powers for each covariate and their interaction

were trained on the dataset, and the R2 and statistical significance of each co-

efficient were recorded. When all combinations were examined, the set of re-

gressors that provided the highest R2 while maintaining statistically significant

coefficients was selected as our Model 3 (see The New Regression-Based

Proxy Measure).

Method 2: Deep Learning

In developing our new DL-based proxy, the DNN, we used the k-fold cross-

validation technique to avoid overfitting and to assess how well the perfor-

mance of the DNN will generalize to independent datasets (not used in the

training of the DNN).44,45 In k-fold cross-validation, the dataset is randomly

split into k-subgroups or k-folds. Iterating through each fold, we set aside

one fold as the ‘‘validation set’’ and the other k � 1 folds as the ‘‘training

set.’’ During each of the k-iterations, we optimized (trained) the DNN parame-

ters on the training set then assessed its performance on the validation set. We

then modified the DNN architecture, retrained the model, and repeated this

assessment process on the other validation sets. In this work, we chose k =

10, such that for each step in this procedure, data for 45 states were used

to train the DNN, and the remaining five states were used for validation. This

value of k is typically used in practice because it provides a good balance in

the bias-variance tradeoff.54
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