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Objective: Studying the diagnostic value of CT imaging in non-small cell lung cancer (NSCLC), and estab-
lishing a prognosis model combined with clinical characteristics is the objective, so as to provide a ref-
erence for the survival prediction of NSCLC patients.
Method: CT scan data of NSCLC 200 patients were taken as the research object. Through image segmen-
tation, the radiology features of CT images were extracted. The reliability and performance of the prog-
nosis model based on the optimal feature number of specific algorithm and the prognosis model based on
the global optimal feature number were compared.
Results: 30-RELF-NB (30 optimal features, RELF feature selection algorithm and NB classifier) has the
highest accuracy and AUC (area under the subject characteristic curve) in the prognosis model based
on the optimal features of specific algorithm. Among the prognosis models based on global optimal fea-
tures, 25-NB (25 global optimal features, naive Bayes classification algorithm classifier) has the highest
accuracy and AUC. Compared with the prediction model based on feature training of specific feature
selection algorithm, the overall performance and stability of the prediction model based on global opti-
mal feature are higher.
Conclusion: The prognosis model based on the global optimal feature established in this paper has good
reliability and performance, and can be applied to the CT radiology of NSCLC.
� 2020 The Authors. Published by Elsevier B.V. on behalf of King Saud University. This is an open access

article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

If the growth of lung tissue cells is uncontrolled, it will lead to a
malignant lung tumor, like lung cancer (Namkoong et al., 2017). As
one of the malignant tumors that pose the greatest threat to peo-
ple’s health and life, its morbidity and mortality are also the fastest
growing. If it is not treated, tumor cells will transfer to adjacent tis-
sues as well as other parts of the body (Huang and Soo, 2017).
According to histopathology, there are two categories of lung can-
cer: small cell lung cancer (SCLC) and non-small cell lung cancer
(NSCLC) (Casiraghi et al., 2017). NSCLC is lung epithelial cancer
except SCLC, accounting for about 80% of all lung cancers. Its
high-risk factors include smoking, ionizing radiation, previous
chronic lung infection, air pollution, occupational and environmen-
tal exposure, and genetics, etc. (Beth Eaby-Sandy, 2017). It includes
squamous cell carcinoma, adenocarcinoma, as well as large cell
carcinoma. The growth cancer cells is slow and it has a slower
metastatic spread (Kato et al., 2018). Therefore, NSCLC patients
are usually found in the middle as well as advanced stage. The sur-
vival rate is very low, which are 5 years (Namani et al., 2017). The
clinical manifestations of patients are relatively complex. Accord-
ing to the severity of the disease, cough, bloody sputum or hemop-
tysis, chest pain, fever, emaciation and cachexia, or other
extrapulmonary symptoms may occur (Hui et al., 2017). NSCLC
can be found on chest radiography or tomography, and can be
diagnosed by bronchoscopy or CT-guided biopsy (Lin et al., 2017).

Image radiomics can be intuitively understood as quantitative
research by transforming visual image information into deep fea-
tures (Kamaleshwaran et al., 2017). Among them, computed
tomography (CT) images refer to the cross-sectional scanning of
a specific part of the human body one by one at the same time with
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highly sensitive detectors such as X-ray beams, c rays and ultra-
sounds that are precisely collimated (Evangelista et al., 2019).
Due to its advantages such as fast scanning as well as high defini-
tion image, it has been widely used in the diagnosis of various dis-
eases (Zhou et al., 2017). In terms of the human soft tissue, its
difference of density is not big. In addition, the CT scan relies on
its high-density resolution to form contrast and generate images
(Fan et al., 2017). Therefore, organs that are composed of soft tissue
like brain, lung, liver as well as pelvic organs, etc. can be well dis-
played by CT. In addition, CT can show the lesion image on a good
anatomical image background (Kim et al., 2017). Timmeren et al.
(2017) reported that CT can be used as a biomarker of prognostic
imaging (Timmeren et al., 2017). Li et al. (2017) established a prog-
nosis model to predict the recurrence rate of NSCLC by using 34
artificial scoring imaging features describing lesions, lung and
chest, and 219 automatically extracted quantitative CT imaging
radiology features describing lesions. The prognosis model can pre-
dict the progress of disease 3 months after stereotactic body radio-
therapy. It enables doctors to make better clinical decisions (Li
et al., 2017).

To sum up, the current studies on the prognosis model of NSCLC
are mostly based on a single method to select characteristics,
which has little reference value. To improve the accuracy as well
as reliability of NSCLC prognosis model, by collecting CT scan data
of NSCLC patients as the research object, a variety of feature selec-
tion methods were used to establish different prognosis models. Its
reliability and performance were analyzed and compared, so as to
discuss the application of radiomics of CT images in NSCLC on the
basis of prognosis model, and to provide reference for the diagnosis
of NSCLC in clinic.
2. Materials and methods

2.1. Patients

CT scan data of 200 NSCLC patients in our hospital (August
2013–December 2018) were collected, ranging from 28 to 78 years
old. The average age is 60.74 years old. The height is 167.53 ± 10.
64 cm, and the weight is 61.31 ± 5.64 kg. The study was approved
by the hospital ethics committee, and the patients signed relevant
informed consent.

Inclusion criteria (Bianconi et al., 2018): all patients were con-
firmed to have NSCLC by surgery or biopsy. The clinical data of
the patients were perfect. The contrast-enhanced CT image data
were all standard CT images.

Exclusion criteria: patients with severe artifacts on CT images;
patients with a large number of blood vessels passing through
the lesion or close to the hilum of the lung that can’t be accurately
segmented; patients with incomplete clinical data.
2.2. Image segmentation

All CT images were acquired from the Philips Sence and Sim-
plicity Brilliance iCT256 scanner. The image data was input into
the workstation and processed with 3D-Slicer software to obtain
the axial, sagittal as well as coronal 3D images of CT images. The
lesions were analyzed, the tumor region and the non-tumor region
were divided manually, and the grow-cut algorithm was used for
interactive segmentation, so as to obtain more accurate tumor seg-
mentation results. The analysis and processing work of image was
jointly undertaken by two senior radiologists. If there was dis-
agreement, it could consult the director of radiology for consulta-
tion and discussion.
2.3. Extraction of histological features of CT images

To eliminate the noise in the image and avoid unnecessary cal-
culation, it quantified the segmented tumor through the histogram
characteristics of high-dimensional image to obtain more accurate
internal tumor conditions. The radiomics features (RF) of CT
images included three-dimensional morphological features, grays-
cale features, texture features and wavelet features. The feature
extraction (535 in total) was divided into four parts: first, the cal-
culation of three-dimensional features (7), including tumor vol-
ume, surface area, compactness, spherical asymmetry, sphericity,
as well as surface volume ratio; second, calculation of first-order
statistical characteristics (14), including energy, entropy, kurtosis,
mean, maximum, mean absolute deviation, median, minimum,
span, root mean square, skewness, standard deviation, uniformity,
variance; third, the calculation of texture features (52), including
four categories of gray level symbiosis matrix, gray level run length
matrix, gray level area matrix as well as neighborhood gray level
difference matrix; fourth, the calculation of wavelet transform fea-
tures (462). Feature Extraction toolbox software was used to com-
plete all Feature Extraction. Thirty patients were randomly
selected from the 200 enrolled patients for RF extraction. The
lesions were re-analyzed by two senior radiologists, tumor areas
and non-tumor areas were manually divided, and the RF of CT
image were extracted. The intra-class correlation coefficient (ICC)
was calculated to analyze the stability of the RF of CT images. If
ICC was greater than 0.75, then the stability of the feature was
good; if ICC was less than 0.75, then the stability of the feature
was poor.

2.4. Selection of RF of CT images for lung cancer

100 patients were randomly selected from 200 enrolled
patients, 11 classical feature selection methods were used to carry
out variable selection experiments, and the RF of CT images with
modeling ability were selected from 535 RF of CT images. 11 classic
feature selection methods include Fisher’s linear discriminant
(FSCR), RELF, Minimum Redundancy Maximum Relevance
(MRMR), Interaction Capping (ICAP), Gini Coefficient (GINI),
Mutual Information Feature Selection (MIFS), Joint Mutual Infor-
mation (JMI), Conditional Informax Feature Extraction (CIFE), Con-
ditional Mutual Information Maximization (CMIM), Double Input
Symmetric Relevance (DISR), and T-test Score (TSCR).

2.5. Establishment of prognostic model of images radiomics for NSCLC

Iterative learning of tumor features was performed by nine clas-
sifiers, including partial least squares (PLS), regularized discrimi-
nant analysis (RDA), random forest (RF), support vector machines
(SVM), neural network (NNET), NB, generalized linear models
(GLM), multi adaptive regression splines (MARS), as well as nearest
neighbor (NN). Then, a prognostic model for the survival time of
lung cancer patients was established. 100 patients selected from
the selection of the RF of CT images of lung cancer, including the
group with a longer survival time (58 cases) and the group with
a shorter survival time (42 cases), were selected. The distribution
of various characteristics was standardized, and the survival curve
of subjects was drawn to evaluate the performance of the prognos-
tic model obtained.

2.6. Cross-validation of prognostic model of images radiomics

The performance of the prognostic model of the nine classifiers
was tested by K-fold cross-validation test. Among the 200 patients
enrolled, 100 patients were excluded from the selection of the RF
of CT images of lung cancer, and the remaining 100 patients were
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selected for performance evaluation of model. The data of 100
patients were randomly divided into 5 sets for 5-fold cross-
validation. One set was selected as the test set each time, and
the rest set was the training set. Each classifier and feature extrac-
tion algorithm were combined respectively. It was necessary to
repeat five-fold cross-validation five times to calculate the reliabil-
ity of the classification model.
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Fig. 1. Evaluation of the stability of the RF of CT images of patients with NSCLC.
2.7. Selection of the number of optimal features

The relationship between the classification performance of the
nine classifiers and the number of features in the selection of the
RF of CT images of lung cancer was analyzed. According to the rep-
resentation ability of each feature in different feature selection
methods, the contribution degree of each feature in the combina-
tion of each feature selection algorithm and classifier was sorted.
According to the information representation ability of various fea-
tures, a total of 7 groups of features (i.e., 35 features) were trained
on 99 classification models at an interval of 5, and then the relia-
bility of each prognostic model was verified by 5-fold cross valida-
tion. In addition, combined with the optimal features obtained by
11 feature selection algorithms, a prediction model based on global
optimal features was established for each classifier. Each classifica-
tion model was trained with 5, 10, 15, 20, 25, 30, and 35 features to
analyze the relationship between the reliability of each model and
the number of features.
2.8. Performance evaluation of prognostic models

According to the training and reliability of the prognostic
model, the prognostic model with the highest reliability in each
algorithm combination was applied to the test set data. The perfor-
mance of the model with global optimal features is evaluated by
classification accuracy as well as area under the subject character-
istic curve (AUC) indexes. The performance of the prognostic
model with 11 feature selection algorithms and single feature
selection algorithm was analyzed and compared. The test set was
selected to detect the prognosis model, and the receiver operating
characteristic curve was drawn according to the positive rates of
true as well as false.
Table 1
The 20 combinations with the highest reliability of the prognostic model.

Number of features Feature selection algorithm Classifier Reliability

5 MIFS SVM 0.8169
20 RELF SVM 0.8114
10 RELF RDA 0.7968
10 RELF NNET 0.7937
35 JMI RF 0.7905
2.9. Statistical method

Excel was used to establish the database, and SPSS22.0 statisti-
cal software was used for statistical analysis. Quantitative data that
conformed to the normal distribution were expressed by
mean ± standard deviation. T-test was used for comparison
between groups. For quantitative data that did not conform to nor-
mal distribution, rank-sum test was used for comparison among
groups, and chi-square test was used for comparison among differ-
ent groups. P < 0.05 indicated statistically significant.
20 RELF PLS 0.7895
10 RELF NN 0.7888
25 RELF RF 0.7806
35 GINI RF 0.7783
5 GINI NNET 0.7734
5 GINI SVM 0.7695
20 FSCR RF 0.7673
5 GINI NN 0.7638
20 GINI NB 0.7635
30 RELF NB 0.7598
20 TSCR NB 0.7593
20 TSCR NNET 0.7538
10 RELF GLM 0.7526
35 TSCR RF 0.7500
5 GINI PLS 0.7455
3. Results and discussion

3.1. Evaluation results of the stability of RF extraction of CT images

The results of the stability evaluation of the RF of CT image of
patients with NSCLC were shown in Fig. 1. It can be concluded that
the intra-group correlation coefficient with 6 features was lower
than 0.75 and had poor stability, accounting for 1.12% (6 / 535)
of the original features. And the intra-group correlation coefficients
of other features were all higher than 0.75, with good stability,
accounting for 98.88% (529 / 535) of the original features.
3.2. Reliability evaluation of prognostic model based on optimal
features of specific algorithms

The prognostic models of NSCLC with the combination of 11
feature selection algorithms and 9 classifiers were trained with dif-
ferent feature numbers, and the 20 combinations with the highest
reliability of the prognostic models were selected, as shown in
Table 1. From the combination of these 20 prognostic models, it
can be concluded that five prognostic models have the highest reli-
ability when the five optimal features are used for training. When
10 optimal features were used for training, 4 prognostic models
combinations achieved the highest reliability. When 15 optimal
features were used for training, no combination of prognostic mod-
els had the highest reliability. When 20 optimal features were used
for training, 6 combinations of prognostic models had the highest
reliability. When 25 optimal features were used for training, 1
prognostic model combination had the highest reliability. When
30 optimal features were used for training, 1 prognostic model
combination had the highest reliability. When 35 optimal features
were used for training, the reliability of 3 prognostic models com-
binations reached the highest, suggesting that the number of fea-
tures was an important factor affecting the reliability of
prognostic models. Among these 20 combinations of prognostic
models with the highest reliability, 8 combinations used RELF
feature selection algorithm, 6 combinations used GIGI feature



Table 2
Reliability results of prognostic models based on global optimal features.

Number of features PLS RDA RF SVM NNET NB GLM MARS NN

5 0.6548 0.6591 0.6699 0.6062 0.6579 0.5608 0.6538 0.6116 0.6081
10 0.7195 0.6813 0.7369 0.6692 0.6815 0.6585 0.7066 0.7352 0.6154
15 0.6925 0.6871 0.7398 0.7117 0.6387 0.6990 0.6982 0.7295 0.6897
20 0.6847 0.6524 0.7285 0.6713 0.6425 0.6999 0.6507 0.7130 0.6686
25 0.7315 0.6968 0.7339 0.7284 0.6336 0.7024 0.6658 0.7176 0.7283
30 0.7256 0.6832 0.7489 0.7308 0.6691 0.6821 0.6237 0.6882 0.6273
35 0.7103 0.6255 0.7416 0.7165 0.6460 0.6834 0.6001 0.7073 0.6835
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selection algorithm, and 3 combinations used TSCR algorithm, sug-
gesting that RELF, GINI, and TSCR feature selection algorithms had
better feature selection performance. In addition, 5 combinations
adopted RF classifier, 3 combinations adopted SVM classifier, 3
combinations adopted NNET classifier and 3 combinations adopted
NB classifier, indicating that RF, SVM, NNET and NB classifier had
better classification performance (see Table 2).

3.3. Reliability evaluation of prognostic model based on global optimal
features

The different feature selection methods in the RF of CT images
were statistically analyzed. According to the total number of times
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Fig. 2. Reliability results of prognostic models based on global optimal features (A is PLS,
and NN classifiers).
it was selected, the sequence of global optimal features was
obtained, and the reliability of the prognostic model was quantita-
tively evaluated in accordance with this sequence, so as to explore
whether feature selection has reference value for the established
prognostic model. The prognostic model of NSCLC was established
based on the global optimal characteristics, and the reliability
results were shown in Table 1 and Fig. 2. When 25 global optimal
features were adopted for training, the reliability of prognostic
model of 4 classifiers reached the maximum. When 10 global opti-
mal features were adopted for training, the reliability of prognostic
model of 3 classifiers reached the maximum. The average reliabil-
ity of these 9 classifiers after training based on the number of opti-
mal features was 0.7180.
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3.4. Evaluation of the performance of prognostic models based on the
optimal number of feature of particular algorithm

Based on the optimal number of characteristics, the classifica-
tion accuracy and the AUC of the 20 prognostic model combina-
tions with the highest reliability selected were calculated to
evaluate their performance. The results were shown in Table 3
and Fig. 3A, and the accuracy of the prognostic model was signifi-
cantly correlated with the AUC. According to the reliability, accu-
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Fig. 3. A prognostic model based on the optimal number of features of a specific

Table 4
Evaluation results of the performance of prognostic models based on the number of globa

No. Number of features Classifi

1 25 PLS
2 25 RDA
3 30 RF
4 30 SVM
5 10 NNET
6 25 NB
7 10 GLM
8 10 MARS
9 25 NN

Table 3
Evaluation of the performance of a prognostic model based on the optimal number of fea

No. Number of features Feature selection algorithm

1 5 MIFS
2 20 RELF
3 10 RELF
4 10 RELF
5 35 JMI
6 20 RELF
7 10 RELF
8 25 RELF
9 35 GINI
10 5 GINI
11 5 GINI
12 20 FSCR
13 5 GINI
14 20 GINI
15 30 RELF
16 20 TSCR
17 20 TSCR
18 10 RELF
19 35 TSCR
20 5 GINI
racy and AUC results of each prognostic model, the best
prognostic model with the best performance was: 30-RELF-NB,
i.e. 30 optimal features, RELF feature selection algorithm and NB
classifier. According to this combination, the 100 patients were
divided into the groups with longer as well as shorter predicted
survival time, and the subject survival curve was drawn, as shown
in Fig. 3B. It can be concluded that there was a great difference
between the group with a long predicted survival time and the
group with a short predicted survival time.
B
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algorithm (A: performance evaluation results; B: survival curve of subjects).

l optimal features.

er Accuracy rate AUC

0.7856 0.9015
0.8127 0.8912
0.8413 0.8693
0.7400 0.6275
0.7598 0.8637
0.8875 0.9365
0.7429 0. 8412
0.7901 0.8056
0.6225 0.6573

tures of a specific algorithm.

Classifier Accuracy rate AUC

SVM 0.6514 0.7140
SVM 0.7620 0.7542
RDA 0.7671 0.7995
NNET 0.7191 0.7710
RF 0.7884 0.8230
PLS 0.7404 0.7912
NN 0.7644 0.7538
RF 0.7901 0.7633
RF 0.7645 0.8315
NNET 0.7891 0.8075
SVM 0.7450 0.7690
RF 0.7584 0.8210
NN 0.7193 0.7975
NB 0.7417 0.8205
NB 0.8155 0.8093
NB 0.7904 0.8663
NNET 0.8133 0.7882
GLM 0.7424 0.7792
RF 0.7821 0.8340
PLS 0.7676 0.8022
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Fig. 5. The characteristic curves of subjects with a combination of two feature selection protocol prognostic models (A: combination of 30-RELF-NB prognostic models based
on the optimal number of features of a specific algorithm; B: combination of 25-NB prognostic models based on the number of global optimal features).
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3.5. Performance evaluation of prognostic model based on global
optimal feature number

Based on the number of global optimal features, the classifica-
tion accuracy and AUC of the established prognostic model of
NSCLC were calculated. The results were shown in Table 4 as well
as Fig. 4A. It can be concluded that among all models, NB prognos-
tic model (feature number: 25) had the highest accuracy and AUC.
The subject survival curve was shown in Fig. 4B, which showed
that there was a great difference between the group with a long
predicted survival time and the group with a short predicted sur-
vival time.
3.6. Comparison of performance of prognostic models with two feature
selection schemes

The performances of the prognostic model of the two feature
selection schemes were compared, and the subject characteristic
curve was shown in Fig. 5. 30-RELF-NB was the best combination
of prognosis models based on the optimal number of features of
specific algorithm, with an accuracy of 0.8155 and AUC of
0.8093. The optimal combination of prognostic models based on
the number of global optimal features was 25-NB, with an accuracy
of 0.8875 and AUC of 0.9365. The results showed the accuracy and
AUC of the prognostic model based on the global optimal features
were higher than those based on the features constructed by the
single feature selection algorithm. Therefore, the reliability of the
prognosis model could be improved by using the prognosis model
based on the global optimal characteristics to classify the cases.
4. Conclusion

Through the application of radiomics of CT images in NSCLC
based on the prognostic model, it was found that the number of
features used in the prognostic model had great influence on the
reliability of the model. For different models, the number of fea-
tures that made their reliability reach the highest was also differ-
ent. In addition, the prognostic model based on global optimal
features had higher overall stability than the one based on feature
training of specific feature selection algorithm. However, there are
some deficiencies in the study. For example, the size of the sample
is small, which results in a certain degree of deviation. Therefore, in
the later research process, it is necessary to increase the data
capacity to make the obtained results more valuable for reference.
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