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Comparison of error correction 
algorithms for Ion Torrent PGM 
data: application to hepatitis B 
virus
Liting Song1, Wenxun Huang1, Juan Kang1, Yuan Huang2, Hong Ren1 & Keyue Ding1

Ion Torrent Personal Genome Machine (PGM) technology is a mid-length read, low-cost and high-speed 
next-generation sequencing platform with a relatively high insertion and deletion (indel) error rate. 
A full systematic assessment of the effectiveness of various error correction algorithms in PGM viral 
datasets (e.g., hepatitis B virus (HBV)) has not been performed. We examined 19 quality-trimmed PGM 
datasets for the HBV reverse transcriptase (RT) region and found a total error rate of 0.48% ± 0.12%. 
Deletion errors were clearly present at the ends of homopolymer runs. Tests using both real and 
simulated data showed that the algorithms differed in their abilities to detect and correct errors and 
that the error rate and sequencing depth significantly affected the performance. Of the algorithms 
tested, Pollux showed a better overall performance but tended to over-correct ‘genuine’ substitution 
variants, whereas Fiona proved to be better at distinguishing these variants from sequencing errors. We 
found that the combined use of Pollux and Fiona gave the best results when error-correcting Ion Torrent 
PGM viral data.

Next-generation sequencing (NGS) has been widely used in the study of viruses and has opened new avenues 
for research and diagnostic applications (e.g., viral mutant spectra1, 2, virus quasispecies theory and dynamics3–7, 
fitness landscape8, 9 and discovery of novel viruses5). Ion Torrent Personal Genome Machine (PGM) technology 
is a mid-length read, low-cost and high-speed NGS platform10 with special applications in microbial sequenc-
ing11. However, PGM has a relatively high insertion and deletion (indel) error rate of 1.5% (range from 0.46% to 
2.4%)12–14.

Several algorithms have been proposed to correct sequencing errors for PGM data (Table 1). These algorithms 
differ with respect to error models, statistical techniques, data features, the determined parameters, and perfor-
mances. These methods are classified into the following three categories: (1) suffix array/tree-based methods that 
use a suffix tree to detect and correct substitution and indel errors (e.g., Fiona15); (2) k-spectrum-based methods 
that divide reads into k-mer lengths and generate a k-mer depth profile to correct the k-mer profile (e.g., Blue16 
and Pollux17); and (3) multiple sequence alignment (MSA)-based methods that use k-mers as seeds and construct 
a consensus sequence from the multiple alignments to correct errors (e.g., Coral18 and Karect19). Two review arti-
cles12, 20 have systematically surveyed these methods for PGM data and provided guidance concerning which tools 
to consider for benchmarking based on the data properties. Sequencing data generated in NGS platforms were 
analyzed in four microbial genomes to assess the coverage distribution, bias, GC distribution, variant detection 
and accuracy13. However, these algorithms have not been fully assessed and applied to viral sequencing data (e.g., 
hepatitis B virus, HBV).

HBV has a partially double-stranded DNA genome, and its replication depends on reverse transcription of 
an RNA intermediate by reverse transcriptase (RT). Since the RT lacks proofreading, errors in HBV DNA repli-
cation occur at a relatively higher rate than other DNA viruses, with an estimated nucleotide substitution rate of 
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1.4–3.2 × 10−5 substitutions per site per year21. Nucleos(t)ide analogs (NAs) have been widely used in anti-HBV 
therapy by directly inhibiting the HBV RT enzyme and effectively suppressing viral replication22. However, 
long-term use of NAs leads to drug resistance. Characterizing the mutation spectrum and reconstructing the 
viral quasispecies in the HBV RT region has implications for understanding drug resistance due to NA therapy23. 
For example, various HBV quasispecies associated with drug resistance exist prior to treatment and increase in 
abundance following anti-viral therapy24. Therefore, distinguishing true variants, especially low-frequency muta-
tions, from sequencing errors is crucial for viral mutation-related studies, including quasispecies reconstruction, 
which is feasible only with the longer 454/Roche reads25.

In the present study, we investigated the performance of error correction algorithms in empirical and simu-
lated PGM data for the HBV RT region. We have the following aims: 1) to characterize the error profiles of 19 
quality-trimming PGM datasets for the HBV RT region; 2) to assess the error-correction performance of algo-
rithms in empirical and simulated data under different models; and 3) to provide a benchmark for generating an 
analysis-ready alignment of PGM data for studies of viral sample sequencing.

Results
Summary of empirical datasets.  Using the Ion Torrent PGM platform, we sequenced the extended HBV 
RT region (~1300 bp) in 19 viral samples. A summary of the sequencing data is presented in Table 2. After qual-
ity-trimming the original reads, an average of 18.6% of the reads were filtered, and 99.76% of the filtered reads 
were mapped to the sample-specific reference sequence (obtained via Sanger sequencing) with an average cover-
age of 8,648×. The mean base quality of the filtered reads was 28.

Estimation of the error rate in the empirical PGM data.  The quality-trimmed reads were aligned 
to the sample-specific reference sequence using the Torrent Mapping Alignment Program (TMAP). The 
pre-correction alignment was analyzed using the Error Correction Evaluation (ECE) Toolkit20 to generate the 
target error format (TEF) file. The base-error rate (Rerror) was empirically estimated for different types and regions 
using
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where ri was the number of errors in each read (i), nbasei was the total number of sequenced bases, and n was the 
total number of reads. For example, the deletion error rate in the homopolymers was calculated by dividing the 
total number of deletion errors by the total number of sequenced bases in the homopolymer region. A homopol-
ymer region was defined as a homopolymer repeat with a length ≥hl, where 2 ≤hl ≤5. This definition was estab-
lished to ensure that indel errors, which were common on this platform, were truly reflected by the error rate. To 
estimate the substitution error rate, we excluded the defined ‘genuine’ mutations (i.e., a variant with a frequency 

Method Algorithm Comment Quality score Input file Target error type Ref.

Fiona Suffix array/tree

Use a suffix tree to detect and 
correct substitution and indel 
errors, and use edit distance 
comparisons to enhance overlap 
detection of indel errors.

Not used fasta/fastq Substitution Deletion/Insertion 15

Pollux k-spectrum

Divide all across reads into k-mer 
lengths, count the observed k-mer 
numbers, and generate k-mer 
depth profiles to correct the k-mer 
profiles. Compare the adjacent k-
mers and identify discontinuities 
to find error locations and 
evaluate correctness.

Not 
specifically 
used

fastq Substitution Deletion/Insertion 17

Blue k-spectrum

Tile reads to reduce the k-mer 
spectrum, distinguish k-mers 
from organisms or containing 
sequencing error reads, and 
choose between alternative 
replacement k-mers and a k-mer 
spectrum trust threshold to 
correct the reads.

Not used fasta/fastq Substitution Deletion/Insertion 16

Karect MSA

Take each read r as a reference and 
perform multiple alignments by 
selecting optimized reads similar 
to r; represent graph reads; and 
compute graph edge weights and 
construct corrected reads.

Not used fasta/fastq Substitution Deletion/Insertion 19

Coral MSA

Compute initial read overlaps 
with hash tables to the k-mer 
length, form multiple alignments 
of the reads and rely on quality 
scores to distinguish and correct 
erroneous bases.

Used fasta/fastq Substitution Deletion/Insertion 18

Table 1.  Algorithms for error correction in Ion Torrent PGM data.
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≥0.5% based on the TEF file from the pre-corrected alignments), because Ion Torrent PGM could detect substi-
tutions occurring at frequencies ≥0.1%26.

The cumulative distribution of errors in the sequencing reads after quality trimming indicated that 99.48% of 
the sequencing reads had ≤9 errors (Fig. 1a). We did not find any ‘true’ indels using Sanger sequencing; therefore, 

ID
Total 
reads

Read length 
(mean ± sd)

Average 
depth

Reads 
removed (%)

Mapped 
rate (%)

Mean base 
quality

009 44,240 282 ± 51 10,198 42 99.98 28

014 52,039 268 ± 68 8,484 24 99.86 27

017 61,174 267 ± 64 10,481 20 99.98 27

020 42,097 259 ± 73 7,017 32 99.95 26

024 56,729 268 ± 67 10,139 21 99.93 27

033 55,425 264 ± 74 9,807 25 99.97 27

037 39,971 268 ± 76 7,255 24 99.97 26

040 35,191 287 ± 79 7,145 27 100.00 26

042 41,108 282 ± 76 8,384 26 99.95 26

1005 40,081 299 ± 78 8,362 12 99.86 28

1009 32,042 326 ± 75 7,368 16 99.99 28

1014 36,652 306 ± 63 7,526 12 99.90 28

1019 44,490 292 ± 71 8,108 12 96.75 29

1024 57,965 290 ± 64 10,793 9 99.89 29

1028 32,852 290 ± 63 6,126 10 99.95 29

1034 42,626 293 ± 62 8,490 10 99.99 29

1038 49,963 308 ± 62 9,972 12 99.87 29

1041 40,300 314 ± 66 7,764 12 99.83 29

1046 59,393 298 ± 65 10,900 9 99.92 28

Table 2.  Summary of the Ion Torrent PGM data for the HBV RT region.

Figure 1.  Error profiles of the Ion Torrent PGM data for the 19 raw samples. (a) Cumulative density of errors in 
the sequencing reads in the 19 sequencing data sets. Different colors indicate different samples. (b) Distribution 
of homopolymers with different lengths in the RT region of an HBV reference genome (AB033556). (c) 
Estimation of the error rates of insertions, deletions, and substitutions in 19 PGM data sets for the HBV-RT 
region grouped by regions (homopolymer, non-homopolymer and total).
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all indels can be considered errors. The distribution of homopolymers with different lengths (2 ≤hl ≤5) in the 
HBV RT region (AB033556) is shown in Fig. 1b. We counted the numbers of each type of error in the homopol-
ymer and non-homopolymer regions. Insertion and deletion errors occurred more frequently than substitution 
errors (Fig. 1c). Notably, deletion errors were more likely for homopolymers and were correlated with hl. When 
hl ≥ 4, the mean deletion error rate in the homopolymers was 0.59%, although the insertion error rate (0.27%) 
was more likely to be greater than the deletion error rate (0.13%) in the total sequenced regions. As noted previ-
ously, PGM data were sensitive to homopolymers13, and the indel error rate increased as hl increased27, 28.

Comparison of error correction algorithms using empirical PGM data.  Several measures have been 
proposed to evaluate the quality of error correction29, including the measure of gain, sensitivity and specificity. 
The gain

gain TP FP TP FN( )/( ) (2)= − +

is a widely used measure19, 20, 29, 30 that is equivalent to the number of true errors corrected (TP) minus the number 
of introduced errors (FP) divided by the total number of errors initially present in the data (TP + FN)20. This 
measure penalizes failing to detect an erroneous base, correctly detecting but wrongly correcting an erroneous 
base, and characterizing a correct base as an erroneous base31. Generally, real sequencing errors were obtained by 
mapping the sequencing reads to the reference genome and recording the differences. When both substitution 
and indel errors were targeted for correction, the TP, FP and FN were inferred as follows20. The algorithm defines 
r as an original read and rc as the read post-correction. The set of real sequencing errors (Em) is derived by map-
ping r to the reference and recording the differences, and the set of errors remaining in rc (Er) is measured by 
applying a global alignment between rc and the genomic region to which r is mapped and recording the differ-
ences in the alignment. Accordingly, TP, FP, and FN are calculated as: =TP E E\m r , FP E E\r m=  and 
FN E Er m∩= .

On average, 0.48% and 8.21% of the reads were discarded by Pollux and Blue, respectively (Table S1). The 
error correction performance in the 19 PGM data sets differed significantly among the algorithms (Fig. 2). The 
measures of gain obtained by Pollux (mean of 0.74) and Blue (0.60) were significantly greater than the measures of 
gain obtained by Fiona, Coral and Karect (ANOVA, p = 3.41 (3.45) × 10−14, p = 1.24 (1.24) × 10−14, and p = 1.15 
(1.15) × 10−14, respectively). The sensitivity of the five algorithms appeared to be similar to the measure of gain 
(Fig. 2b), and the specificity was similar (>99.5%) (Fig. 2c). A negative correlation was found between the meas-
ure of gain and the residual error rate of the post-corrected reads (r = −0.8) (Table S2).

We manually investigated the behaviors of these algorithms in correcting for insertion (blue arrow), deletion 
(red arrow) and substitution (green arrow) errors (Fig. 3). We found that Pollux and Blue had a greater power for 
indel error correction but were unable to distinguish ‘genuine’ substitutions from errors. For example, at position 
651 (a G → A Sanger-confirmed mutation), most of the mutated ‘A’ alleles (959 out of 7427) were falsely corrected 
by Pollux (956/959) and Blue (788/959) but not by Fiona, Coral and Karect. For the insertion errors between 
positions 762 and 763 (1,070 out of 7,208 sequencing reads), Pollux and Blue corrected 98.2% and 100% of the 
erroneous insertions, followed by Coral (25.3%), Fiona (1.3%) and Karect (0%). We noted similar behaviors of 
these algorithms for deletion error (e.g., at position 525) corrections.

The ECE toolkit takes all bases differing from the reference as errors and counts all corrections changed to the 
reference as a TP, resulting in a bias in the calculation of these measures. We set different frequency thresholds 
(0.1%, 0.5% and 1%) to distinguish ‘genuine’ substitutions and errors, because Ion Torrent PGM can detect sub-
stitutions occurring at frequencies ≥0.1%26 (i.e., a variant was considered to be ‘true’ if its frequency was greater 
than the cutoff). Based on the pre- and post-corrected TEF files, we counted the proportion of the identified 
‘genuine’ mutations and the corrected errors under different algorithms (Fig. 4). We calculated the proportion 
of the identified ‘genuine’ mutations by dividing the number of mutated alleles in the corrected reads by the 

Figure 2.  Comparison of the error correction algorithms using 19 empirical data sets sequenced in the HBV 
RT region with respect to the measure of gain (a), sensitivity (b), and specificity (c).
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number in the original reads. We found that Pollux and Blue over-corrected for ‘genuine’ substitutions with a 
higher frequency, whereas Karect and Coral had a lower power for error correction. Fiona corrected most of the 
substitution errors with frequencies <1% and preserved the variants with relatively higher frequencies. However, 
this algorithm had limited power for correcting indels, which are the main type of errors in the Ion PGM data. 
The greater gain of Pollux may be due to its power for indel error correction as well as its effect on falsely cor-
recting ‘genuine’ substitutions. Therefore, we suggest the combination of Pollux (for indel error correction only) 
and Fiona (for substitution error correction) for Ion Torrent PGM data (Pollux_Fiona). The measures of gain 
(p = 0.79), sensitivity (p = 0.52), and specificity (p = 0.35) obtained by Pollux_Fiona did not differ significantly 
from the measures obtained with Pollux (Fig. 2).

We also changed the k-mer parameter to optimize the k-spectrum-based algorithms (Blue and Pollux) and 
the MSA-based method using k-mer (Coral) for error correction. The measure of gain did not differ significantly 
under different k-mer values (ANOVA, p = 0.45 (Pollux) and 0.20 (Coral)) but was marginal in Blue (p = 0.04) 
(Fig. S1). The average time costs for Pollux, Blue, Fiona, Coral, and Karect were 5.2, 2.2, 36.1, 18.6 and 1.2 minutes, 
respectively, showing that Fiona was the most time-consuming algorithm.

Performance of error correction algorithms using simulated data.  We studied the performance of 
the different algorithms under different simulation scenarios. First, a model of indel errors (Fig. 5a) showed that 
the measures of gain differed significantly among these algorithms (ANOVA, p < 2.2 × 10−16) and the indel error 
rates (p = 2.1 × 10−8). In concordance with the empirical data, Pollux had a better performance in measure of gain 
(~1) and remained similar with an increased indel error rate; Blue exhibited similar behavior, but its performance 
decreased when the insertion error rate was ≥0.06 or the deletion rate was ≥0.09. Fiona showed a relatively 
higher measure of gain in the setting of an error rate ≤0.02, since most of the substitution errors (the major errors 
under this setting) were removed. The introduction of a large number of insertion errors (rate of 0.01) at the 
homopolymer regions (hl ≥ 5) resulted in a negative gain for Coral and a relatively lower specificity. Both Fiona 
and Coral obtained moderate measures of gain and sensitivity with an increased error rate. Karect had a lower 

Figure 3.  A read alignment view at an 8-bp resolution for error-correction using different algorithms. Arrows 
in different colors represent different types of errors or true mutations. Red: deletion errors; green: true 
substitution mutations; and Blue: insertion errors.
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performance for correcting indel errors regardless of the rate. As expected, the combined use of Pollux and Fiona 
had a similar performance with Pollux.

Second, we investigated the effects of the substitution errors for the performance (i.e., a model of substitu-
tion errors) (Fig. 5b). Similarly, Pollux out-performed the remaining algorithms under different rates. However, 
Karect obtained a higher measure of gain when the substitution rate was 0.1% partly due to its effects in correct-
ing for low-frequency substitution errors. Obviously, Blue, Fiona and Coral had better performances at higher 
substitution rates, but the performances of Blue and Fiona decreased as the errors continued to accumulate. 
Blue had an especially good performance when the substitution error rate was ≤0.4%, but its power for error 
correction decreased significantly when the rate was ≥0.4%. We speculated that the enrichment of errors in 
reads might have a significant effect on the k-mer count profile and error inference. We also simulated a set of 
data by randomly introducing known variants into the reads, including five rare mutations (with frequencies of 
0.1–0.5%) and three low-frequency variants (approximately 5%). The proportion of the remaining mutated alleles 
and sequencing errors after error correction (Table S3) indicated that Pollux and Blue could not distinguish rare 
and low-frequency variants from sequencing errors, whereas Fiona could identify low-frequency variants but not 
rare mutations. Although Coral and Karect could identify the rare and low-frequency variants, these algorithms 
had little power for sequencing error correction. These results were consistent with our analyses of the empirical 
data (Fig. 4).

Finally, we explored how the sequencing depth affected the performance (i.e., a model of the sequencing 
depth). The sequencing depth had little effect on Blue and Pollux (Fig. 5c), whereas Fiona and Karect exhibited a 
better performance with a lower depth. However, Coral obtained a negative measure of gain under a lower depth 
(e.g., 6,000 reads), probably resulting from a higher FP introduced by insertion errors. The combined use of 
Pollux and Fiona had a similar performance as Pollux.

Discussion
Relatively higher mutation and replication rates in viruses lead to an increased number of mutations, including a 
large number of rare variants. Ultra-deep sequencing has been widely used for analyses of viral populations32, 33  
and enables the examination of the diversity of the whole viral population and the identification of important 
variants present within the viral population at low frequencies (i.e., mutations that increase pathogenicity or con-
vey drug resistance33). Therefore, the characteristics of viral sequencing data include a higher sequencing depth 
and a broad frequency spectrum of mutations compared with sequencing data for macro-organisms. Therefore, 
effectively distinguishing low-frequency variants from sequencing errors remains a great challenge.

Bragg et al.26 described the biases and errors introduced by PGM across a combination of factors in two bac-
terial species. The average GC content of Bacillus amyloliquefaciens (46%)26 is similar to the empirical (49.9%) 
and simulated data (46.4%) in our study. The authors found indel errors at a rate of 1.38% after quality clipping, 
which accounted for most of the errors due to inaccurate flow calls. In our PGM data, the deletion errors in the 

Figure 4.  The proportion of the identified ‘genuine’ mutations and the corrected errors under different 
algorithms based on the pre- and post-corrected TEF files in the empirical PGM data.
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homopolymers (i.e., a polymer consisting of ≥4 identical nucleotides) were significantly greater than those in 
the non-homopolymers, but the insertion error rate was not increased in the homopolymers (Fig. 1c). The adap-
tor may increase the error rate of Ion Torrent PGM data34, 35; however, the final error rate of Ion Torrent PGM 
sequencing of all chips was approximately 1% (range from 0.46% to 2.4%)14 (http://www.molecularecologist.com/
next-gen-fieldguide-2016). The total error rate in our original reads was 0.61% ± 0.16%, but this rate decreased 
after quality trimming (0.48% ± 0.12%). The difference in the estimated error rate may be partly due to differences 
in template preparation, the use of a different sequencing kit, and different species.

Of these correction algorithms, we noted different performances in both the empirical and simulated PGM 
data (Figs 2 and 5). Generally, Pollux and Blue had similar performances, and their measures of gain were signif-
icantly greater compared to the remaining algorithms, which was consistent with previous studies16, 17. There are 
several explanations for their ‘outperformances’. First, Pollux and Blue filter and discard reads that appear to still 
be faulty after correction (averages of 0.48% and 8.21%, respectively, in our 19 PGM data sets). Second, Pollux 
performs homopolymer corrections independently after exhausting all other correction possibilities17. Third, 
both algorithms over-corrected for the ‘genuine’ substitutions (Figs 3, 4 and Table S3) (e.g., more than 97% of the 

Figure 5.  Error correction performance in the simulated PGM data. (a) A model of indel errors. We assumed 
a fixed substitution rate (0.17%) and read number (60,000) with varied indel error rates, and the deletion error 
rate was 1.5 times the insertion error rate. (b) A model of substitution errors. We assumed a fixed insertion 
(0.04%) and deletion (0.06%) error rate and read number (60,000) with varied substitution error rates; and 
(c). A model of sequencing depth. We assumed fixed insertion (0.04%) and deletion (0.06%) error rates and 
substitution error rates (0.17%) with different sequencing depths.

http://www.molecularecologist.com/next-gen-fieldguide-2016
http://www.molecularecologist.com/next-gen-fieldguide-2016
http://S3
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mutated alleles of the variants with an approximate frequency of 5% were falsely corrected). Of the remaining 
algorithms, Fiona had a greater measure of gain than Coral, which was consistent with Schulz et al.15, where Fiona 
showed a higher correction accuracy over a broad range of datasets from 454 and Ion Torrent sequencers and out-
performed Coral. Fiona seemed to have a greater power for distinguishing ‘genuine’ substitutions with a relatively 
higher frequency from errors but a limited power for indel correction (Figs 3 and 4 and Table S3). Allam et al.19  
showed that Karect was more accurate than the other methods (e.g., Fiona, Blue and Coral) in terms of correct-
ing single base errors (up to a 10% increase in gain). Our results indicated that Karect had little power for indel 
error correction (Fig. 5a) with the exception of a low substitution error rate and sequencing depth (Fig. 5b and c).  
In summary, sequencing for different species (i.e., eukaryotes, prokaryotes or viruses), the sequencing depth, 
and error profiles in different platforms may influence the error-correction performance. Since Pollux has a 
greater performance for indel error correction and Fiona has a greater power for distinguishing ‘genuine’ sub-
stitutions from sequencing errors, we suggest the combined use of Pollux and Fiona for Ion Torrent PGM data 
(Pollux_Fiona).

The present study has several limitations. First, simulating sequencing reads of substitutions with different 
frequencies and introducing sequencing errors will clarify whether error correction can be used to reduce ‘gen-
uine’ errors and leave low-frequency variants alone. The substitution errors simulated by ‘CuReSim’ followed an 
exponential distribution with an increased probability of occurring at the end of the reads, and the error direction 
was random. Second, we acknowledge a potential lack of robustness in distinguishing ‘genuine’ mutations and 
errors based only on the defined frequency thresholds (Fig. 4), and ‘genuine’ rare mutations may have been pres-
ent with frequencies less than the given threshold. The simulated data with known variants indicated that these 
algorithms could not distinguish rare variants from substitution errors (Table S3). Finally, we did not identify 
‘genuine’ Sanger-confirmed indels in our HBV sequencing data. We suggest that the use of Pollux may remove 
the predominant indel errors introduced by poor handling of short homopolymer runs in Ion Torrent. However, 
as shown in Fig. 4, Pollux and Blue over-corrected the defined ‘genuine’ indels even with a frequency greater than 
50%. Therefore, the potential for over-correction of indels cannot be ignored if ‘genuine’ indels exist, which is a 
common phenomenon in viruses36.

In conclusion, we provided a benchmark for error correction algorithms that can be used in PGM data appli-
cations for viral genome sequencing. We suggested the combined use of Pollux and Fiona as a better choice for its 
performance in both the real HBV Ion Torrent PGM and simulated data. However, vigorous algorithms need to 
be developed for PGM data in the setting of distinguishing low-frequency variants and sequencing errors.

Methods
Empirical data.  Chronic hepatitis B virus (HBV)-infected patients.  Patients with chronic HBV infection 
were recruited from the Department of Infectious Diseases, the Second Affiliated Hospital of Chongqing Medical 
University, Chongqing, China. None of the patients were receiving oral nucleoside/nucleotide analogues (NAs) 
or interferon-alpha (IFN-α) antiviral therapy. The study was approved by the Institutional Review Board (IRB) 
of the Second Affiliated Hospital of Chongqing Medical University, and the patients provided written informed 
consent. All of the experiments were performed in accordance with the relevant guidelines and regulations.

HBV DNA extraction and RT region amplification.  In total, 19 serum samples collected at baseline were obtained 
in the present study. HBV genomic DNA was extracted using the QIAamp UltraSensTM Virus Kit according to the 
manufacturer’s protocol. A nested PCR was performed to amplify the HBV RT regions37, and the PCR products 
were purified using the QIAquick PCR Purification Kit (Qiagen®, Hilden, Germany).

We used the DNA fragmentation strategy to construct shotgun fragment libraries for Ion Torrent PGM 
sequencing to produce shotgun reads with a target fragment size range of 200–400 bp38. Library preparation was 
conducted using the Ion Xpress Plus Fragment Library Kit (Cat. no. 4471269, Pub. no. MAN0009847, Rev. C) with 
100 ng of HBV DNA. Adapter ligation, size selection, nick repair and amplification were performed according to 
the manufacturer’s protocol. Sample emulsion PCR, emulsion breaking and the enrichment steps were performed 
using the Ion PGM Template OT2 400 Kit and the associated protocol (Cat. no. 4479878, Pub. no. MAN0007218, 
Rev. A) according to the manufacturer’s instructions. Briefly, an input concentration of template-positive Ion 
Sphere Particles (ISPs) was added to the emulsion PCR master mix to generate the emulsion. After enriching 
template-positive ISPs, sequencing was undertaken using the Ion 318 Chip v2 in the Ion Torrent PGM System. 
The Ion PGM Hi-Q Sequencing Kit was used for all sequencing reactions according to the protocol (Cat. no. 
A25592, Pub. no. MAN0009816, Rev. D). All PGM sequencing was conducted by the WuXi AppTec company 
(Shanghai, China).

PCR chimeras are common in amplicon sequencing where closely related sequences are amplified but are 
rare with shotgun sequencing. In the setting of next-generation sequencing, the formation of artificial chimeras 
during PCR can be consistently suppressed to low levels39. We used the DNA fragmentation strategy to construct 
shotgun fragment libraries for Ion Torrent PGM sequencing. Therefore, the chimeras from PCR may have little or 
no influence on the HBV PGM data in our study.

Sanger sequencing.  Standard Sanger sequencing reactions were electrophoresed using an Applied Biosystems 
3730xl DNA Analyzer (Applied Biosystems, Foster City, CA, USA). Direct sequencing of the PCR products of the 
HBV RT region was performed in both directions. Sample-specific reference sequences for the HBV RT region 
were assembled using Sanger sequencing reads with manual finishing.

Data simulation.  We used the sequence-read simulator program ‘CuReSim’40 to generate in silico PGM data 
(Fig. 6a). First, we supplied an HBV reference sequence (AB033556) for the simulation to generate error-free 
reads given the mean and standard error of the read length obtained from our empirical PGM data. Second, indels 
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and substitution errors were introduced based on a specified error rate. The substitution errors follow an exponen-
tial distribution depending on the read position (i.e., the substitution probability increases at the end of the read). 
Additionally, an iterative algorithm introduced indels in the longer homopolymers40. In the empirical data, the 
number of bases in the total region (N _all base) was approximately ten times the number of bases in the homopoly-
mer regions (N _homopolymer base) (e.g., the total number of indel errors (N _all indel) was approximately equal to the 
indel errors in the homopolymer regions (N _homopolymer indel)). The indel error rates (PRindel) can be estimated by:

= = = ×PR N N N N N N_ / _ _ / _ _ /(10 _ ) (3)indel all indel all base homopolymer indel all base homopolymer indel homopolymer base

Therefore, for simulation using ‘CuReSim’, the indel error rate (PRindel) was approximately one-tenth of the 
indel error rate in the homopolymer regions (R _homopolymer indel/10). In our 19 quality trimming PGM data sets, the 
insertion and deletion error rates in the homopolymer regions were approximately 0.4% and 0.6%, respectively. 
Therefore, we fixed the error rates of 0.04% and 0.06% (in model 2) to explore the effect of substations on the 
performances of the algorithms. The re-estimated indel error rates based othe simulated data were similar to the 
empirical indel error rates. Finally, the number of iroduced errors was corrected using the errors corresponding 
to the minimal edit distance.

We simulated three models of PGM sequencing reads (Fig. 6b). In the indel error model (Table S4), a set of 
indel error rates was used given a fixed substitution error rate in the PGM data (0.17%)12. The specified indel 
error rate enabled a similar indel error rate range to be obtained from our PGM data. In the substitution error 
model (Table S5), we assumed fixed insertion and deletion error rates (0.04% and 0.06%, respectively), and 
the substitution rate varied from 0 to 0.7%. In the sequencing depth model (Table S6), we simulated a pool of 
80,000 reads given a fixed insertion and deletion error rate (0.04% and 0.06%) and a substitution error rate of 
0.17%. We down-sampled the pool to generate different numbers of reads from 6,000, 8,000, 10,000, 20,000, 
40,000, and 60,000, corresponding to an approximate depth of 1,230×, 1,650×, 2,050×, 4,100×, 8,200×, and 
12,300×, respectively. The parameters of the three models are described in detail in the supplementary material 
(Tables S4–S6).

Bioinformatics analysis.  We used a pipeline to process the empirical or simulated PGM data, including 
pre-processing, error correction, alignment, and assessment of error correction (Fig. S2).

Pre-processing.  The empirical raw fastq data were filtered using the ‘fastq_quality_filter’ in the FASTX-Toolkit 
(http://hannonlab.cshl.edu/fastx_toolkit/). Low-quality reads were filtered if 20% of the bases had a phred quality 
score <20.

Error-correction algorithms.  The five algorithms assessed in the present study (Table 1) could take a ‘fastq’ file 
as input, and the default setting was used when running each program. The command lines for executing these 
programs were provided in the supplementary material.

Alignment.  The pre- and post-corrected PGM sequencing reads were aligned to a sample-specific reference 
sequence (for the empirical data) and AB033556 (for the simulated data) using the Torrent Mapping Alignment 
Program (TMAP, https://github.com/iontorrent/TS/tree/master/Analysis/TMAP). TMAP uses a series of algo-
rithms (BWA, BWASW, SSAHA2, the super-maximal exact matching algorithm, and the Smith–Waterman algo-
rithm) to map data to an indexed reference sequence. The alignment was performed in two stages with the option 
‘mapall -g 0 stage1 map1 stage2 map2 map3’. This process enabled an alignment using BWA41 in the first stage 
(map1) and BWA-SW42 (map2) and SSAHA43 (map3) in the second stage. Since no known indels were previously 
reported in the HBV RT region, we did not perform a realignment around indels.

Assessment of error correction.  The measure of gain, TP, FP, and FN were calculated using the ‘compute-stats.py’ 
script from the Error Correction Evaluation (ECE) Toolkit (http://aluru-sun.ece.iastate.edu/doku.php?id=ecr)20. 
The command lines used to execute the assessment are provided in detail in the supplementary material.

Figure 6.  A framework for simulating PGM data. (a) Steps for simulating PGM data based on a reference 
genome using ‘CuReSim’40. (b) A series of simulation scenarios with a fixed substitution error rate (model 1), a 
fixed indel error rate (model 2), and a fixed error rate (model 3).

http://S4
http://S5
http://S6
http://S4
http://S6
http://S2
http://hannonlab.cshl.edu/fastx_toolkit/
https://github.com/iontorrent/TS/tree/master/Analysis/TMAP
http://aluru-sun.ece.iastate.edu/doku.php?id=ecr


www.nature.com/scientificreports/

1 0SCIEnTIfIC RePorTS | 7: 8106  | DOI:10.1038/s41598-017-08139-y

All calculations were executed using an IBM server with 4x Intel(R) Xeon(R) CPU E7-8850@2.00 GHz pro-
cessors and 256 GB of memory.

Data availability.  The 19 Ion Torrent PGM sequencing data for the HBV RT region have been uploaded to 
the NCBI Sequence Read Archive (SRA) (accession number: PRJNA335918). The simulated data were generated 
using the simulator ‘CuReSim’40 and were provided in the Supplementary materials.

References
	 1.	 Barzon, L., Lavezzo, E., Militello, V., Toppo, S. & Palù, G. Applications of Next-Generation Sequencing Technologies to Diagnostic 

Virology. International Journal of Molecular Sciences 12, 7861–7884 (2011).
	 2.	 Radford, A. D. et al. Application of next-generation sequencing technologies in virology. The Journal of general virology 93, 

1853–1868 (2012).
	 3.	 Bruselles, A. et al. Use of Massive Parallel Pyrosequencing for Near Full-Length Characterization of a Unique HIV Type 1 BF 

Recombinant Associated with a Fatal Primary Infection. AIDS Research and Human Retroviruses 25, 937–942 (2009).
	 4.	 Wu, X. et al. Focused evolution of HIV-1 neutralizing antibodies revealed by structures and deep sequencing. Science 333, 

1593–1602 (2011).
	 5.	 Datta, S. et al. Next-generation sequencing in clinical virology: Discovery of new viruses. World Journal of Virology 4, 265–276 

(2015).
	 6.	 Poh, W.-T. et al. Viral quasispecies inference from 454 pyrosequencing. BMC Bioinformatics 14, 355 (2013).
	 7.	 Andino, R. & Domingo, E. Viral quasispecies. Virology 479–480, 46–51 (2015).
	 8.	 Seifert, D., Di Giallonardo, F., Metzner, K. J., Günthard, H. F. & Beerenwinkel, N. A framework for inferring fitness landscapes of 

patient-derived viruses using quasispecies theory. Genetics 199, 191–203 (2015).
	 9.	 Seifert, D. & Beerenwinkel, N. Estimating Fitness of Viral Quasispecies from Next-Generation Sequencing Data. Current topics in 

microbiology and immunology 392, 181–200 (2015).
	10.	 Rothberg, J. M. et al. An integrated semiconductor device enabling non-optical genome sequencing. Nature 475, 348–352 (2011). 
	11.	 Capobianchi, M. R., Giombini, E. & Rozera, G. Next-generation sequencing technology in clinical virology. Clinical Microbiology 

and Infection 19, 15–22 (2013). 
	12.	 Laehnemann, D., Borkhardt, A. & McHardy, A. C. Denoising DNA deep sequencing datahigh-throughput sequencing errors and 

their correction. Briefings in Bioinformatics 17, 154–179 (2016).
	13.	 Quail, M. et al. A tale of three next generation sequencing platforms: comparison of Ion torrent, pacific biosciences and illumina 

MiSeq sequencers. BMC Genomics 13, 341 (2012).
	14.	 Glenn, T. C. Field guide to next-generation DNA sequencers. Molecular ecology resources 11, 759–769 (2011).
	15.	 Schulz, M. H. et al. Fiona: a parallel and automatic strategy for read error correction. Bioinformatics 30, i356–63 (2014).
	16.	 Greenfield, P., Duesing, K., Papanicolaou, A. & Bauer, D. C. Blue: correcting sequencing errors using consensus and context. 

Bioinformatics 30, 2723–2732 (2014).
	17.	 Marinier, E., Brown, D. G. & McConkey, B. J. Pollux: platform independent error correction of single and mixed genomes. BMC 

Bioinformatics 16, 1 (2015).
	18.	 Salmela, L. & Schröder, J. Correcting errors in short reads by multiple alignments. Bioinformatics 27, 1455–1461 (2011).
	19.	 Allam, A., Kalnis, P. & Solovyev, V. Karect: accurate correction of substitution, insertion and deletion errors for next-generation 

sequencing data. Bioinformatics 31, 3421–3428 (2015).
	20.	 Yang, X., Chockalingam, S. P. & Aluru, S. A survey of error-correction methods for next-generation sequencing. Briefings in 

Bioinformatics 14, 56–66 (2013).
	21.	 Lau, J. Y. & Wright, T. L. Molecular virology and pathogenesis of hepatitis B. Lancet (London, England) 342, 1335–1340 (1993).
	22.	 Clark, D. N. & Hu, J. Hepatitis B virus reverse transcriptase - Target of current antiviral therapy and future drug development. 

Antiviral Research 123, 132–137 (2015).
	23.	 Domingo, E. & Gomez, J. Quasispecies and its impact on viral hepatitis. Virus Research 127, 131–150 (2007).
	24.	 Kim, D. Y. et al. Quasispecies and pre-existing drug-resistant mutations of hepatitis B virus in patients with chronic hepatitis B. Gut 

and Liver 7, 329–334 (2013).
	25.	 Zagordi, O., Däumer, M., Beisel, C. & Beerenwinkel, N. Read length versus Depth of Coverage for Viral Quasispecies Reconstruction. 

PLoS ONE 7, e47046–8 (2012).
	26.	 Bragg, L. M., Stone, G., Butler, M. K., Hugenholtz, P. & Tyson, G. W. Shining a Light on Dark Sequencing: Characterising Errors in 

Ion Torrent PGM Data. PLoS Computational Biology 9, e1003031 (2013).
	27.	 Ross, M. G. et al. Characterizing and measuring bias in sequence data. Genome Biology 14, R51 (2013).
	28.	 Gilles, A. et al. Accuracy and quality assessment of 454 GS-FLX Titanium pyrosequencing. BMC Genomics 12, 245 (2011).
	29.	 Wirawan, A., Harris, R. S., Liu, Y., Schmidt, B. & Schröder, J. HECTOR: a parallel multistage homopolymer spectrum based error 

corrector for 454 sequencing data. BMC Bioinformatics 15, 131 (2014).
	30.	 Alic, A. S., Tomas, A., Medina, I. & Blanquer, I. MuffinEc: Error correction for de Novo assembly via greedy partitioning and 

sequence alignment. Information Sciences 329, 206–219 (2016).
	31.	 Yang, X., Dorman, K. S. & Aluru, S. Reptile: representative tiling for short read error correction. Bioinformatics 26, 2526–2533 

(2010).
	32.	 Orton, R. J. et al. Distinguishing low frequency mutations from RT-PCR and sequence errors in viral deep sequencing data. BMC 

Genomics 16, 229 (2015).
	33.	 Flaherty, P. et al. Ultrasensitive detection of rare mutations using next-generation targeted resequencing. Nucleic Acids Research 40, 

e2–e2 (2012).
	34.	 Minoche, A. E., Dohm, J. C. & Himmelbauer, H. Evaluation of genomic high-throughput sequencing data generated on Illumina 

HiSeq and Genome Analyzer systems. Genome Biology 12, R112 (2011).
	35.	 Lindgreen, S. AdapterRemoval: easy cleaning of next-generation sequencing reads. BMC Research Notes 5, 337 (2012).
	36.	 Farabaugh, P. J. Programmed translational frameshifting. Annual review of genetics 30, 507–528 (1996).
	37.	 Lavocat, F. et al. Similar evolution of hepatitis B virus quasispecies in patients with incomplete adefovir response receiving tenofovir/

emtricitabine combination or tenofovir monotherapy. Journal of hepatology 59, 684–695 (2013).
	38.	 Pareek, C. S., Smoczynski, R. & Tretyn, A. Sequencing technologies and genome sequencing. Journal of applied genetics 52, 413–435 

(2011).
	39.	 Smyth, R. P. et al. Reducing chimera formation during PCR amplification to ensure accurate genotyping. Gene 469, 45–51 (2010).
	40.	 Caboche, S., Audebert, C., Lemoine, Y. & Hot, D. Comparison of mapping algorithms used in high-throughput sequencing: 

application to Ion Torrent data. BMC Genomics 15, 1 (2014).
	41.	 Li, H. & Durbin, R. Fast and accurate short read alignment with Burrows-Wheeler transform. Bioinformatics 25, 1754–1760 (2009).
	42.	 Li, H. & Durbin, R. Fast and accurate long-read alignment with Burrows-Wheeler transform. Bioinformatics 26, 589–595 (2010).
	43.	 Ning, Z., Cox, A. J. & Mullikin, J. C. SSAHA: a fast search method for large DNA databases. Genome research 11, 1725–1729 (2001).



www.nature.com/scientificreports/

1 1SCIEnTIfIC RePorTS | 7: 8106  | DOI:10.1038/s41598-017-08139-y

Acknowledgements
This study was supported by the Recruitment Program of Global Youth Experts in China (K.D.), the National 
Natural Science Foundation of China, NSFC (No. 81672780) (K.D.), a start-up fund from the Second Affiliated 
Hospital of Chongqing Medical University (K.D.) and the Program of Chongqing Municipal Health and Family 
Planning Commission (No. 20142028) (J.K.). We thank Dr. Xiao Fan from the Mayo Clinic, Rochester, MN, USA 
for the data simulation suggestions.

Author Contributions
J.K. recruited the patients and prepared the serum samples. L.S., W.H., and K.D. performed the data analysis. K.D. 
wrote the manuscript with input from L.S., W.H., and Y.H. J.K., H.R. and K.D. provided funding support, and 
K.D. conceived and designed the project. All of the authors approved the final manuscript.

Additional Information
Supplementary information accompanies this paper at doi:10.1038/s41598-017-08139-y
Competing Interests: The authors declare that they have no competing interests.
Publisher's note: Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Cre-
ative Commons license, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons license and your intended use is not per-
mitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the 
copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.
 
© The Author(s) 2017

http://dx.doi.org/10.1038/s41598-017-08139-y
http://creativecommons.org/licenses/by/4.0/

	Comparison of error correction algorithms for Ion Torrent PGM data: application to hepatitis B virus

	Results

	Summary of empirical datasets. 
	Estimation of the error rate in the empirical PGM data. 
	Comparison of error correction algorithms using empirical PGM data. 
	Performance of error correction algorithms using simulated data. 

	Discussion

	Methods

	Empirical data. 
	Chronic hepatitis B virus (HBV)-infected patients. 
	HBV DNA extraction and RT region amplification. 
	Sanger sequencing. 

	Data simulation. 
	Bioinformatics analysis. 
	Pre-processing. 
	Error-correction algorithms. 
	Alignment. 
	Assessment of error correction. 

	Data availability. 

	Acknowledgements

	Figure 1 Error profiles of the Ion Torrent PGM data for the 19 raw samples.
	Figure 2 Comparison of the error correction algorithms using 19 empirical data sets sequenced in the HBV RT region with respect to the measure of gain (a), sensitivity (b), and specificity (c).
	Figure 3 A read alignment view at an 8-bp resolution for error-correction using different algorithms.
	Figure 4 The proportion of the identified ‘genuine’ mutations and the corrected errors under different algorithms based on the pre- and post-corrected TEF files in the empirical PGM data.
	Figure 5 Error correction performance in the simulated PGM data.
	Figure 6 A framework for simulating PGM data.
	Table 1 Algorithms for error correction in Ion Torrent PGM data.
	Table 2 Summary of the Ion Torrent PGM data for the HBV RT region.




