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a b s t r a c t 

Mathematical entity recognition is essential for machines to 

define and illustrate mathematical substance faultlessly and 

to facilitate sufficient mathematical operations and reason- 

ing. As mathematical entity recognition in the Bangla lan- 

guage is novel, to our best knowledge, there is no available 

dataset exists in any repository. In this paper, we present 

state of the art Bangla mathematical entity dataset con- 

taining 13,717 observations. Each record has a mathemati- 

cal statement, mathematical type and mathematical entity. 

This dataset can be utilized to conduct research involving the 

recognition of mathematical operators, renowned mathemat- 

ical terms (such as complex numbers, real numbers, prime 

numbers, etc.), and operands as numbers. The findings men- 

tioned above, and their combination are also feasible with 

a modest tweak to the dataset. Furthermore, we have struc- 

tured this dataset in raw format and made a CSV file, incor- 

porating three columns: text, math entity, and label. As an 

outcome, researchers may easily handle the data, facilitating 

a variety of deep learning and machine learning explorations. 
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pecifications Table 

Subject Artificial Intelligence 

Specific subject area The Bangla MER dataset contributes to the systems of Bangla NLP. These tasks 

are a part of Artificial Intelligence which can be used for creating automated 

systems. 

Data format Raw 

Type of data Table (String/Text) 

Data collection To create the dataset, first, we collected real-world mathematical statements. 

Next, we have extracted three different types of mathematical entities. Then 

we named them Numbers, Operators and Common Mathematical Terms 

(CMT)—the remaining words in the sentences we have classified as Others. 

Data source location International University of Business Agriculture and Technology, Dhaka, 

Bangladesh 

Data accessibility Repository name: Github 

DOI: https://doi.org/10.5281/zenodo.8323342 

URL to data: https://github.com/JUDataMiningResearch/Bangla_MER 

Related Research [1] Aurpa, Tanjim Taharat, and Md Shoaib Ahmed. “An ensemble novel 

architecture for Bangla Mathematical Entity Recognition (MER) using 

transformer based learning.’’ Heliyon (2024). 

. Value of the Data 

• After COVID-19, automated educational systems have become increasingly popular, focus-

ing on mathematics as a fundamental education component. Beyond AI-generated math

question sets, the need for solutions has increased, leading to the possible use of Mathe-

matical Entity Recognition (MER) from multilingual text to cater to various solution view-

points. 

• Bangla, the world’s sixth most spoken language, is the predominant language of 228.7 mil-

lion people in Bangladesh and India [4] . It has enormous historical significance. UNESCO

recognized February 21 as International Mother Language Day to honour Bangla language

martyrs who heroically fought it, elevating it to a critical significance. It is presently the

mother tongue of Bangladeshis and an important instructional language. In this world,

advanced structures like transformers are the most powerful in the field of NLP. 

• Currently, MER gathers data from real-world mathematical statements, enabling the com-

pilation of valuable solutions in real-time. This dataset could indirectly support the exist-

ing Bangla educational system. 

• Mathematical Entities are essential in generating mathematical expressions and functions.

Therefore this dataset can help math instructors create and solve different mathematical

problems automatically. 

• To address this, we created a new dataset of 13,717 Bangla MER instances taken from real-

world arithmetic expressions and categorized them into three categories. By selectively

excluding raw data from direct categorization with 3,430 different mathematical asser-

tions, we improved the effectiveness and real-time application of deep learning model

training. 

http://creativecommons.org/licenses/by-nc/4.0/
https://doi.org/10.5281/zenodo.8323342
https://github.com/JUDataMiningResearch/Bangla_MER
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Fig. 1. Percentage of Bangla mathematical entities in the dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

2. Data Description 

We created a new dataset of 13,717 Bangla MER instances taken from real-world arithmetic

expressions and categorized them into four categories. By selectively excluding raw data from di-

rect categorization with 3,430 different mathematical assertions, we improved the effectiveness

and real-time application of deep learning model training. 

1. Numbers: These indicate numerical entities in the text, such as ’one’ and ’two.’ 

2. Operators: Words like ’addition’ and ’factorial’ were taken directly from the text and used

as operators. 

3. Common Mathematical Terms (CMT): This category includes expressions like ’complex 

number’ and ’prime number’ that are widely used in mathematical statements. 

4. Others: The text’s other diverse elements fall under this category. 

We have derived these four object kinds from a unique count of 3,430 mathematical state-

ments. Fig. 1 represents the number of mathematical entities in our dataset. 

The English translations of the Bangla data are contained within a separate file. Using our

dataset, we used Google Translate ( https://translate.google.com/ ) to speed up the translation pro-

cess. An overview of the Bangla Mathematical Entity Dataset is given in Table 1 . 

3. Experimental Design, Materials and Methods 

3.1. Experimental environment 

To facilitate data collection, we employed the Google cloud-based platform known as Google

Sheets and stored the data in the CSV (Comma-Separated Values) format. The local machine

used for data collection comprises an AMD Ryzen 7 5700U CPU and 16 GB of RAM. Google

Colab, a cloud-based notebook service, trains deep learning models. The system offers GPU and

TPU capabilities and is compatible with the Ubuntu operating system. It specifically supports the

Tesla K-80 GPU manufactured by NVIDIA, equipped with 2 GB of GPU memory. 

https://translate.google.com/
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Table 1 

This Table includes exemplary samples from our MER Dataset with Google Translation into English. 

( continued on next page ) 
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Table 1 ( continued ) 
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Fig. 2. The process of data preprocessing. 
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.2. Data preprocessing 

Before using the data for downstream operations, it is crucial to thoroughly clean it to elimi-

ate any potential performance issues brought on by unnecessary letters, stop words, and other

omponents in the raw text. The following preprocessing procedures, which are described below,

upport the improvement in classifier accuracy: 

• The performance of downstream tasks is considerably improved by removing unneces-

sary punctuation (‘.’, ‘?’, ‘|’, etc.) and special characters (‘#’, ‘$’, ‘&’, etc.). Effectively, these

superfluous characters have been removed from the dataset. 

• Bangla stop words [5] are meaningless when used in the context of deep learning exer-

cises. Therefore, their elimination is crucial before using the dataset. 

• To identify word roots, we finally used lemmatization and stemming approaches. For in-

stance, the words

etc. are all derived from the word . This identification of root words or lemmas has

excellent potential to improve the results. 

The data preprocessing procedures for any regression or deep learning issue are outlined in

ig. 2 . 
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Fig. 3. Different Metrics for mBERT model in our MER dataset. 

 

 

 

 

 

 

 

 

 

3.3. Data evaluation 

We have applied a famous transformer-based architecture BERT (Bidirectional Encoder Rep-

resentations from Transformers) to our Bangla MER dataset. Transformer models are state-of-

the-art NLP models, and only the version of the BERT [2] known as mBERT [3] is trained in the

Bangla Language. The model, trained with the dataset, is an ensemble model [1] where we com-

bined two BERT layers with different input sequences. This ensemble model is the outperformer

for this dataset. 

Fig. 3 illustrates the results of mBERT on our dataset. The bar graph shows the different

significant metrics for the mBERT model. The accuracy of the dataset is 99.76%. The macro and

micro average scores are 99.23% and 98.99% respectively. 

Limitations 

The limitations of this dataset are enlisted below: 

• The mathematical statements we have collected in this dataset are short, and the word

count is below 100. 

• The Common Mathematical Terms class has fewer observations than the other classes. 

In future, we intend to overcome the limitations we have mentioned. Moreover, we will work

to add entity relationships in the dataset. 
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Apart from these few limitations, this dataset represents a new idea and can be helpful to

any researchers who are working on Bangla NLP. To our best knowledge, this is the very first

ataset for Bangla Mathematical Entity Recognition. 
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