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A B S T R A C T   

Introduction: Digital phenotyping can be an innovative and unobtrusive way to improve the detection of 
insomnia. This study explores the correlations between smartphone usage features (SUF) and insomnia symptoms 
and their predictive value for detecting insomnia symptoms. 
Methods: In an observational study of a German convenience sample, the Insomnia Severity Index (ISI) and 
smartphone usage data (e.g., time the screen was active, longest time the screen was inactive in the night) for the 
previous 7 days were obtained. SUF (e.g., min, mean) were calculated from the smartphone usage data. Cor-
relation analyses between the ISI and SUF were conducted. For the specification of the machine learning models 
(ML), 80 % of the data was allocated to training, 20 % to testing, and five-fold cross-validation was used. Six 
algorithms (support vector machine, XGBoost, Random Forest, k-Nearest-Neighbor, Naive Bayes, and Logistic 
Regressions) were specified to predict ISI scores ≥15. 
Results: 752 participants (51.1 % female, mean ISI = 10.23, mean age = 41.92) were included in the analyses. 
Small correlations between some of the SUF and insomnia symptoms were found. In the ML models, sensitivity 
was low, ranging from 0.05 to 0.27 in the testing subsample. Random Forest and Naive Bayes were the best- 
performing algorithms. Yet, their AUCs (0.57, 0.58 respectively) in the testing subsample indicated a low 
discrimination capacity. 
Conclusions: Given the small magnitude of the correlations and low discrimination capacity of the ML models, 
SUFs, as measured in this study, do not appear to be sufficient for detecting insomnia symptoms. Further research 
is necessary to explore whether examining intra-individual variations and subpopulations or employing alter-
native smartphone sensors yields more promising outcomes.   

Abbreviations  

Abbreviation Definition 

AUC area under the receiver operating characteristic curve 
autoR autocorrelation 
CASMIN Comparative Analyses of Social Mobility in Industrial Nations 
CI confidence interval 
GAD-7 Generalized Anxiety Disorder questionnaire-7 
ISI Insomnia Severity Index 
LR logistic regression 
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Abbreviation Definition 

ML machine learning 
kNN k-Nearest-Neighbor 
NB naive bayes 
kurt kurtosis 
PHQ-9 Patient Health Questionnaire-9 
RF random forest 
rmssd square root of the average squared successive difference 
skew skewnes 
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(continued ) 

Abbreviation Definition 

SVM radial basis function support vector machines via kernlab 
TRIPOD Transparent reporting of a multivariable prediction model for 

individual prognosis or diagnosis   

1. Introduction 

Up to 30 % of the adult population is affected by insomnia symptoms, 
and approximately 10 % fulfill the criteria for insomnia disorder [1]. 
Insomnia disorder is associated with a substantial personal [2,3] and 
societal burden [4,5]. Moreover, insomnia disorder increases the risk of 
developing or worsening other somatic and mental health conditions [6, 
7]. Hence, prompt diagnoses followed by guideline-compliant treatment 
are needed to reduce the consequences and costs associated with 
insomnia disorder. Nevertheless, insomnia disorder often remains un-
diagnosed and untreated [8–10]. 

This matter calls for innovative approaches to detect insomnia dis-
order and educate affected persons about available treatment possibil-
ities. Given that insomnia disorder is not routinely screened for by 
primary care physicians [11] and the burden of filling out question-
naires, passive data collection methods could be of particular interest. 
Actigraphy, a passive data collection method, has been extensively 
studied in sleep research in the last decades. Yet, as evidence for the 
utility of actigraphy in the diagnostic process for insomnia disorder is 
limited [12], and wearing actigraphy can be inconvenient, the question 
arises whether our digital footprint may provide opportunities to 
enhance the detection of insomnia disorder. The analysis of individuals’ 
interactions with digital technologies to measure behavior, cognition, 
and mood and using this information for monitoring and diagnosing 
potential disorders is called digital phenotyping [13–15], and the po-
tential of digital phenotyping is increasingly attracting attention in 
various mental health domains [16] as depression [17,18] or schizo-
phrenia and bipolar disorder [19] as digital phenotyping might provide 
innovative means for the prevention and diagnosis of mental disorders 
and the continuous monitoring of symptoms. 

Given the ubiquity of smartphones [20] and the range of smartphone 
sensors that may be used to infer the (mental health) status of a person 
[21], data collected from smartphone sensors may offer an innovative 
and unobtrusive approach for detecting insomnia disorder [22]. 
Smartphone usage behavior (e.g., the duration a screen or application is 
active, duration in the time in which a smartphone is not used) appears 
to be particularly promising for detecting insomnia disorder given the 
potential associations between smartphone usage and insomnia disor-
der: Difficulties initiating or maintaining sleep or early awakenings may 
lead to irregular or excessive smartphone usage or vice versa. Indeed, 
research indicates an association between self-reported excessive 
smartphone usage and sleep disturbances in adolescents and young 
adults [23,24]. Thus far, the focus of digital phenotyping studies has not 
been directly on insomnia disorder but only on monitoring sleep dura-
tion and predicting sleep quality [25–27]. A systematic review [28] 
points to encouraging findings for the utilization of various smartphone 
sensors for digital phenotyping in other mental health domains, with the 
accuracy ranging between 59 and 86 % for depressive symptoms or 
precision rates up to 97 % for state changes in bipolar disorder. 

Given the promising results of other mental health domains and to 
fill this research gap in the field of insomnia, this study investigates the 
predictive value of objectively measured smartphone usage behavior 
and self-reported insomnia symptoms. Given the limited research in this 
field and to overcome some limitations of traditional statistical analyses 
(e.g., overfitting, predictor collinearity, and linearity; [29]), we choose 
an exploratory approach utilizing supervised machine learning. In 
particular, a data set featuring a validated self-report questionnaire for 
assessing insomnia symptoms (ISI; [30])) and objectively measured 

smartphone usage data of the previous seven days was analyzed to 
investigate the following research questions:  

1. What are the bivariate correlations between objectively measured 
smartphone usage behavior and insomnia symptoms?  

2. Can supervised ML algorithms using features from objectively 
measured smartphone usage behavior be developed to classify 
groups of persons with or without insomnia symptoms? 

2. Material and methods 

2.1. Source of data 

We present a sub-study of the CORONA HEALTH project, a large- 
scale observational smartphone application-based exploratory study 
evaluating the effects of the COVID-19 pandemic on mental health. This 
sub-study focuses on insomnia symptoms, and the research intentions 
have been preregistered on the Open Science Framework before the data 
collection (https://osf.io/wz4af). This work aims to answer research 
questions 4 and 5 of the pre-registration. Deviating from the registration, 
this work features correlation analyses between objectively measured 
smartphone usage data and insomnia symptoms, and the predictive 
value was analyzed using ML algorithms instead of multilevel regression 
models, given the exploratory nature of this study. Moreover, as neural 
networks require very large sample sizes, we abstained from specifying 
neural networks. The CORONA HEALTH study was conducted following 
the Declaration of Helsinki, the German medical products law, and 
approved by the ethics committee and data protection officer of the 
University of Würzburg (No. 130/20-me). The data were collected from 
July 17, 2020, to June 13, 2022. The assessments were conducted using 
a smartphone application developed explicitly for this project. Beierle 
et al. [31] provide a detailed overview describing the application and 
how the objectively measured smartphone usage data were measured. 

2.2. Participants 

Participants had to be aged eighteen or older to participate in the 
study. The sample consists of a German convenience sample recruited by 
a nationwide open recruitment strategy (e.g., institutional homepages of 
the research consortium, social media channels, mailing lists, and media 
reports). Study participation was voluntary, and each participant pro-
vided informed consent. Due to Apple’s data protection regulations, 
only participants using Android smartphones, and consenting to share 
their objective smartphone usage data were included in this sub-study. 
Participants did not receive financial compensation. However, they 
were provided automated feedback on their well-being (based on stan-
dardized cut-off scores for symptoms of loneliness and depression). 
Additionally, a news ticker was implemented in the application to pro-
vide information about the COVID-19 pandemic. The study size was not 
a priori-defined. Thus, all individuals who downloaded the CORONA 
HEALTH application from the Google Play Store could participate in the 
study, given that they fulfilled the inclusion criteria. 

2.3. Outcome and predictors 

2.3.1. Self-reported data 
Participants were asked to fill out a self-report questionnaire after 

downloading the application. Smartphone usage data for the day the 
self-report questionnaire was answered and the previous seven days 
were retrospectively collected. 

Insomnia symptoms were the outcome with which correlations were 
explored, and that was to be predicted by the ML algorithms. We 
assessed insomnia symptoms using the German version of the Insomnia 
Severity Index (ISI; [30,32]). The ISI comprises seven 5-point Likert 
scale items (0–4 points; total score range: 0–28 points), which assess the 
perceived severity of insomnia symptoms. Deviating from the original 
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scale, participants were asked to rate insomnia symptoms for the past 
week for this study. The ISI has been shown to have good internal 
consistency and validity [30]. Moreover, for the descriptive data on the 
participants, symptoms of depression were assessed using the German 
version of the Patient Health Questionnaire-9 (PHQ-9; [33,34]) and 
anxiety using the German version of the Generalized Anxiety Disorder 
questionnaire-7 (GAD-7; [35,36]). Participants were asked to provide 
their highest educational degree. These answers were classified ac-
cording to the Comparative Analyses of Social Mobility in Industrial 
Nations (CASMIN) into low (i.e., elementary to middle school educa-
tion), moderate (i.e., high school and specialized vocational training), 
and high (i.e., at least short circle tertiary education or bachelor or 
equivalent university degree) education [37]. No particular actions have 
been taken to blind the assessment of the outcome and other self-report 
data. However, the automated and anonymous data collection may have 
contributed to reducing biases. 

2.3.2. Smartphone usage data 
The following smartphone usage data were collected and processed 

for the analyses: ActiveTime, describing the total time any application 
was visible in the screen’s foreground; UseTime, describing the total time 
in which the screen was active (including no application being used or 
being woken up from a notification). Moreover, the time stamps of the 
start and end times, in which the smartphone was inactive for at least 1 
h, were collected. As the smartphone usage data were passively and 
unobtrusively collected via the smartphone application, no measures to 
blind the assessments were employed. 

2.4. Data processing 

Data were investigated for the plausibility of answers (i.e., corre-
spondence between similar items), careless responding (i.e., straight-
lining and intraindividual response variability), and extreme outliers (i. 
e., Mahalanobis distance). Following the scoring procedures of the ISI, 
the sum score was calculated [30]. Using the guidelines for scoring the 
ISI [30], we divided participants into two groups: no or subclinical 
insomnia symptoms ISI (sum scores 0–14) and insomnia symptoms (sum 
scores 15 and above). 

Following Schoedel et al. [38], the longest nightly inactive smart-
phone period (NightlyInactivty; i.e., no active screen) was derived as 
follows: First, a time window between 6 p.m. (first day) and 2 p.m. (of 
the following day) was defined in which the nightly inactive smartphone 
period had to occur. Then, the longest period of inactivity within this 
time window and the respective time stamp marking the beginning and 
end of this period were extracted. The time stamp marking the beginning 
of the inactive smartphone period is likely to be the last time the 
participant used the smartphone before going to sleep. The time stamp 
marking the end of the period is likely to be the first time the person used 
the smartphone after awakening. Hence, we labeled these variables as 
LastUsage and FirstUsage. 

2.4.1. Missing data 
Participants who did not fill out the ISI or for which no objective 

smartphone usage data at all was available were excluded. Missingness 
in the smartphone usage data was allowed and handled in the pre-
processing of the ML models through imputation via the k-Nearest- 
Neighbor approach. 

2.4.2. Calculation of the smartphone usage features 
In digital phenotyping, statistical indices are commonly calculated 

from the sensing data to be used as features in the predictive models. 
Therefore, for each processed smartphone usage variable (i.e., Active-
Time, UseTime, NightlyInactivity, LastUsage, FirstUsage), the mean, 
median, standard deviation (SD), minimum (min), and maximum (max) 
were calculated to be analyzed as features in the correlation analyses 
and ML models. Furthermore, for ActiveTime and UseTime, the 

following additional measures of variability were calculated to be used 
as features: the autocorrelation with the lag of 1 (autoR), the square root 
of the average squared successive difference (rmssd), and the entropy 
reflecting the variability between ActiveTime and non-ActiveTime. 
Moreover, the skewness (skew) and kurtosis (kurt) were calculated for 
distribution measures. 

2.5. Statistical analyses 

2.5.1. Correlation analyses 
Correlations between the ISI sum score and the smartphone usage 

features (i.e., mean, median, SD, min, and max for ActiveTime, UseTime, 
NighltyInactivity, LastUsage, and FirstUsage) were calculated using 
Pearson’s correlation. Additionally, for ActiveTime and UseTime, cor-
relations between the ISI sum score and the following features were 
calculated: autoR, rmssd, entropy, skew, and kurt. Given the exploratory 
nature of this study, we chose to only report the 95 % confidence in-
tervals (CI) and abstained from significance tests. 

2.5.2. Predicting insomnia symptoms with supervised machine learning 
Binary predictive classification ML algorithms were specified to 

categorize participants as experiencing insomnia symptoms (i.e., ISI sum 
scores of 15 and above) or no insomnia symptoms (i.e., ISI sum scores 
below 15) using the smartphone usage features as predictors. The 
following supervised ML algorithms were specified: Radial basis func-
tion support vector machines via kernlab (SVM), XGBoost (XGB), 
Random Forest (RF), k-Nearest-Neighbor (kNN), Naive Bayes (NB), and 
Logistic Regression (LR). We selected these algorithms because they are 
among the most accurate algorithms across research domains and in 
digital phenotyping [39]. An automatic grid search was used to optimize 
the respective hyperparameters. 

To preserve the class distribution, the dichotomous outcome vari-
able, thus the presence of insomnia symptoms, was used as the stratifi-
cation variable; we randomly allocated 80 % (n = 600) of the data to the 
training and 20 % (n = 152) to the testing subsample. Five-fold repeated 
cross-validations were employed to reduce overfitting. Hence, the 
training data was split into five folds, and four folds were used to 
simulate the training data and the fifth fold to simulate test data. This 
process was repeated nine times, yielding a total of 50 replications. The 
models fitted in the training subsample were subsequently applied to the 
testing subsample. 

We followed the model-specific preprocessing recommendations by 
Kuhn & Silge [40]. For all algorithms, missing data were imputed using 
the kNN approach. Near zero variance features and highly correlated 
features (≥0.90) were removed. Data were transformed using a simple 
Yeo-Johnson transformation in SVM, kNN, and LR. Z-score normaliza-
tion was used for SVM and kNN. The ML models’ performance was 
evaluated using the following metrics: sensitivity, specificity, accuracy, 
and the area under the receiver operating characteristic curve (AUC). 

A Bayesian random intercept model, which considers resampling, 
was fitted to derive the posterior distributions of the AUC, and the 
credible intervals from the model posterior distributions for the AUCs 
were plotted to compare the ML algorithms formally. For the best- 
performing algorithms, variable importance plots were generated, pro-
vided the algorithm allowed for the computation of variable importance 
scores. 

2.6. Software/packages 

The data preprocessing from the application was performed in Py-
thon [41]. The statistical software R was used for all analyses [42]. 
Correlations were calculated using the “psych” package [43]. The ML 
analyses were conducted using the “tidymodel” collection [44]. 

This study has been reported following the Transparent reporting of 
a multivariable prediction model for individual prognosis or diagnosis 
(TRIPOD) recommendations [45]; the TRIPOD checklist is reported in 
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the supplemental material. 

3. Results 

3.1. Participants 

2507 participants enrolled in the Corona Health Study. Of these, data 
from 752 participants were eligible for the present sub-study. See Fig. 1 
for reasons for exclusion. 

The participants of this sub-study covered a broad age range from 18 
to 84 years (M = 41.92, SD = 13.61). Of the participants, 53.1 % 
identified as female, 46 % as male, and 0.9 % as diverse. Table 1 pro-
vides a summary of the sample characteristics. The sample was highly 
educated; 63 % of the respondents indicated a high education level, 
whereas only 7.7 % indicated a low education level. 

The mean ISI value (M = 10.28, SD = 6.54) indicated that the sample 
had overall a subclinical insomnia severity [30]. Table 2 shows a cate-
gorization of the participants based on their insomnia severity. The 
study’s distribution of insomnia symptoms aligns closely with the 
prevalence observed in other studies conducted in Germany [46]. 

3.2. Correlation of smartphone usage features and insomnia symptoms 

Table 3 presents Pearson’s correlations between smartphone usage 
features derived from the smartphone usage data (ActiveTime, UseTime, 
NightlyInactivy, LastUsage, FirstUsage) and insomnia symptoms. For 
the respective smartphone usage variables, ActiveTime SD (r = 0.13), 
UseTime kurt (r = − 0.08), NightlyInactivity min (r = − 0.13), LastUsage 
median (r = 0.13), and FirstUsage SD (r = 0.13) yielded the largest 
correlations. 

Fig. 1. Flowchart. 
Note. Participants were excluded if no objective smartphone usage data at all was measured. 

Table 1 
Sample characteristics.   

M (SD)/N(%) 

Age 41.92 (13.61) 
Gender 

female 399 (53.06 %) 
male 346 (46.01 %) 
diverse 7 (0.93 %) 

CASMIN educational classification 
low 58 (7.71 %) 
moderate 204 (27.13 %) 
high 474 (63.02 %) 

NA 16 (2.12 %) 
Depression symptoms (PHQ-9) 9.61 (6.65) 
Anxiety symptoms (GAD-7) 8.36 (5.19) 
Insomnia symptoms (ISI) 10.28 (6.54) 

Note. Data are M (SD) or %. CASMIN = Comparative Analyses of Social 
Mobility in Industrial Nations [37]; NA = not available; PHQ-9 = Pa-
tient Health Questionnaire-9 [33]; GAD-7 = Generalized Anxiety Dis-
order 7-item Scale [36]; ISI = insomnia severity index [30]. 

Table 2 
Distribution of participants based on their insomnia severity.  

Category ISI sum score n(%) 

Classified as experiencing no insomnia symptoms 

No insomnia 0–7 294 (39.10 %) 
Subthreshold insomnia 8–14 257 (34.18 %) 

Classified as experiencing symptoms of insomnia 
Moderate insomnia 15–21 159 (21.14 %) 
Clinically significant insomnia 22–28 42 (5.59 %) 

Note. ISI = insomnia severity index [30]. 
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3.3. Predicting insomnia symptoms with supervised machine learning 

The predictive performance of the supervised ML models trained 
with the smartphone usage features is presented in Table 4. The per-
formance of the algorithms varied across the metrics. However, both the 
sensitivity and AUC were low across all investigated algorithms. 

According to the credible intervals derived from the model posterior 
distributions of the AUCs (Fig. 2), RF and NB achieved the highest 
performance. Yet, even for RF and NB, the sensitivity was low (0.17 and 

0.27, respectively) in the testing subsample, and the AUC was only at 
0.57 for RF and 0.58 for NB in the testing subsample. Fig. 3 depicts the 
variable importance plot for RF. The variable importance plot indicates 
that seven of the ten most important features were associated with the 

Table 3 
Correlation analyses of the sensing features derived from the smartphone usage 
data.   

Pearson’s r Lower bound 95%- CI Upper bound 95%- CI 

ActiveTime 
Mean 0.10 0.03 0.17 
Median 0.09 0.01 0.16 
SD 0.13 0.06 0.20 
Min 0.02 − 0.05 0.09 
Max 0.12 0.05 0.19 
autoR 0.03 − 0.05 0.10 
rmssd 0.12 0.05 0.19 
Skewness − 0.01 − 0.09 0.07 
Kurtosis − 0.01 − 0.09 0.07 
Entropy 0.11 0.04 0.19 

Usetime 
Mean 0.03 − 0.04 0.10 
Median 0.03 − 0.04 0.10 
SD 0.03 − 0.04 0.11 
Min 0.00 − 0.07 0.07 
Max 0.03 − 0.04 0.10 
autoR 0.03 − 0.04 0.11 
rmssd 0.02 − 0.05 0.09 
Skewness − 0.07 − 0.15 0.00 
Kurtosis ¡0.08 ¡0.15 ¡0.01 
Entropy − 0.01 − 0.08 0.06 

NightlyInactivity 
Mean ¡0.11 ¡0.19 ¡0.03 
Median ¡0.11 ¡0.19 ¡0.03 
SD 0.12 0.04 0.20 
Min ¡0.13 ¡0.21 ¡0.06 
Max − 0.04 − 0.12 0.03 

LastUsage 
Mean 0.12 0.04 0.19 
Median 0.13 0.05 0.20 
SD 0.12 0.04 0.20 
Min 0 − 0.07 0.08 
Max 0.11 0.03 0.19 

FirstUsage 
Mean − 0.01 − 0.09 0.07 
Median 0.00 − 0.08 0.07 
SD 0.13 0.05 0.20 
Min − 0.08 − 0.16 0.00 
Max 0.05 − 0.02 0.13 

Note. Pearson’s correlations. Given the explorative nature of this study p-values 
are not presented but non-zero including confidence intervals are highlighted in 
bold; CI = confidence interval; SD = standard deviation; autoR = autocorrela-
tion; rmssd = square root of the average squared successive difference. 

Table 4 
Machine learning algorithms predicting insomnia symptoms.   

Performance metrics for classification over repeated cross-validations in the training 
sample 

Performance metrics for classification in the testing sample 

Sensitivity Specificity Accuracy AUC Sensitivity Specificity Accuracy AUC 

Support vector machine 0.094 0.944 0.717 0.523 0.049 0.910 0.678 0.488 
XGBoost 0.144 0.847 0.660 0.508 0.195 0.856 0.678 0.547 
Random Forest 0.129 0.883 0.682 0.551 0.171 0.937 0.730 0.566 
k-Nearest Neighbor 0.267 0.737 0.612 0.516 0.195 0.766 0.612 0.499 
Naive Bayes 0.251 0.801 0.654 0.546 0.268 0.856 0.697 0.584 
Logistic Regression 0.061 0.950 0.713 0.520 0.073 0.973 0.730 0.529 

Note. AUC = Area under the curve. The machine learning algorithms were specified to categorize participants as experiencing insomnia symptoms (insomnia severity 
index [30] ≥15) or no insomnia symptoms (insomnia severity index [30]<15) using smartphone usage features as predictors. 

Fig. 2. Comparison of the machine learning algorithms. 
Note. Credible intervals derived from the Bayesian random intercept model 
posterior distributions. 
roc_auc = the area under the receiver operating characteristic curve; RF =
Random Forest; NB = Naive Bayes; LR = Logistic Regression; SVM = Radial 
basis function support vector machines via kernlab; kNN = k-Nearest-Neighbor; 
XGB = XGBoost. 

Fig. 3. Variable importance plot Random Forest.  
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features derived from the longest nightly inactivity. 

4. Discussion 

This study explored the correlations and predictive value of smart-
phone usage features for self-reported insomnia symptoms in a sample 
covering a large age range and a distribution of insomnia symptoms 
representative of the general population in Germany. Given the small 
magnitude of the correlations and low discrimination capacity of the ML 
models, smartphone usage features, as measured in this study, do not 
appear sufficient for detecting insomnia symptoms. 

While the direction of the found correlations between the smart-
phone usage features is consistent with studies relying on self-report 
data [23,24], the magnitude of the found correlation was rather small 
(r = 0.00 to 0.13). The supervised ML models, which do not assume 
linear relationships, yielded suboptimal performances. The model 
comparison revealed that RF and NB exhibited the highest performance, 
albeit with AUCs of 0.57 (RF) and 0.58 (NB) and sensitivities of 0.17 
(RF) and 0.27 (NB) in the testing subsample. Thus, the performance 
metrics indicate a limited ability to distinguish individuals with 
insomnia symptoms from those without and appear to miss the majority 
of individuals experiencing insomnia severity symptoms. 

In light of these results, the question arises as to whether there is 
indeed no or only a minimal relationship between smartphone usage 
features and insomnia symptoms or if there is an underlying relationship 
that could not be identified in this study. One possibility could be that 
the relationship between smartphone usage features and insomnia 
symptoms does not hold across the population but that this relationship 
exists only in particular subpopulations. This possibility appears 
particularly plausible as insomnia is a heterogeneous disorder, and 
different subtypes of insomnia may exist [47]. For example, relatively 
robust evidence exists for a differentiation based on the objective sleep 
duration [47]. Given the possibility that distinct insomnia subtypes vary 
in their smartphone usage behaviors, it would be of interest to conduct 
digital phenotyping studies across the proposed insomnia subtypes, 
particularly as digital phenotyping might be an additional marker to 
differentiate between subtypes. Moreover, smartphone usage features 
may offer only very limited information for people who only sporadi-
cally interact with their smartphones. This may particularly apply to 
older adults, as younger populations tend to show more excessive 
smartphone usage behavior [48]. Hence, it may be plausible that the 
association between smartphone usage behavior and insomnia symp-
toms is more robust in younger populations. Indeed, most digital phe-
notyping studies target students or younger adults [49]. Instead, we 
investigated an extensive age range from 18 to 84 years in our study. 
However, we could not specify subgroup analyses investigating different 
age groups, as even larger sample sizes would be necessary. 

Moreover, it could be the case that the relationship between 
insomnia symptoms and smartphone usage features is more robust if one 
considers intraindividual and not interindividual variations. In our an-
alyses, only interindividual variations were studied. However, it could 
be that not particular smartphone usage patterns but individual changes 
in these patterns provide relevant information on insomnia symptoms. 
Therefore, exploring intraindividual variations in longitudinal data sets 
appears relevant, including multiple self-reports and objective 
measurements. 

In this study, we have only explored smartphone usage features. 
However, smartphones have a range of sensors that may be leveraged. It 
could be that larger associations and a greater discrimination capacity 
may be found using the features of other smartphone sensors. For 
example, in a study examining the relationship between smartphone 
sensors and the psychological states depression, anxiety, and stress, no 
correlations were found for smartphone usage behavior, whereas cor-
relations were found for GPS features [50]. This observation is consis-
tent with a recent meta-analysis, which found between-person 
correlations between GPS features and depression [49]. While 

actigraphy alone may not be sufficient for identifying insomnia disorder 
[12], it may be fruitful to collate all available smartphone sensors (e.g., 
actigraphy, GPS, light sensor) and explore whether a combination of 
these sensors improves the discrimination capacity. 

Besides the fact that only smartphone usage features were analyzed 
in this study, other limitations should be considered when interpreting 
the results. The sample consisted of highly educated participants and 
featured only Android users. Differences between Android and iOS users 
may exist [51], for example, because the monthly budget may influence 
the choice of smartphone [52]. Moreover, as this study was conducted 
during the COVID-19 pandemic, these exceptional circumstances may 
have confounded the data. In addition, as in all sensing studies relying 
on consumer devices, the variations of devices and software updates 
may have led to noise in the data collection [53]. Lastly, given the 
number of decisions that had to be taken for the preprocessing and 
specification of the algorithms, other decisions might have led to 
different results. 

It is essential to consider that the acceptance towards digital phe-
notyping is currently low to moderate [54]. The limitations of this study 
and the low acceptance of digital phenotyping underscore the challenges 
of digital phenotyping. Exploring strategies to mitigate these challenges 
is crucial as the broad scope of potential applications of digital pheno-
typing could majorly improve the care of insomnia disorder. While this 
study focused on symptom detection, other areas of application have 
already been proposed: For example, digital phenotyping may also be 
utilized to tailor interventions to individual needs (i.e., 
just-in-time-adaptive interventions) or for relapse prevention strategies 
[22]. Therefore, in future studies, it is imperative to delve not only into 
the utility of specific features or models but also to consider societal 
conditions and, in particular, the acceptance of such new approaches. 

5. Conclusion 

Given that the investigation of digital phenotyping for insomnia 
disorder is currently in its infancy, this study is an essential first step in 
exploring this new field, notably as this work features a large sample size 
and a broad age range. However, the findings indicate that smartphone 
usage features, at least as analyzed in the current study, are insufficient 
for detecting insomnia symptoms. Future studies should investigate 
whether the performance of smartphone usage features increases for 
specific populations or in longitudinal designs and whether additional 
smartphone sensors can improve the discrimination capacity. 
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[34] Löwe B, Zipfel S, Herzog W. Deutsche Übersetzung und Validierung des “Brief 
Patient Health Questionnaire (Brief PHQ).”. Pfizer; 2002. 
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