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A B S T R A C T   

Existing artificial neural networks (ANNs) have attempted to efficiently identify underlying 
patterns in environmental series, but their structure optimization needs a trial-and-error process 
or an external optimization effort. This makes ANNs time consuming and more complex to be 
applied in practice. To alleviate these issues, we propose a stabilized ANNs, called SANN. The 
SANN efficiently optimizes ANN structure via incorporation of an additional numeric parameter 
into every layer of the ANN. To exemplify the efficacy and efficiency of the proposed approach, 
we provided two practical case studies involving meteorological drought forecasting at cities of 
Burdur and Isparta, Türkiye. To enhance SANN forecasting accuracy, we further suggested the 
hybrid VMD-SANN that integrated variation mode decomposition (VMD) with SANN. To validate 
the new hybrid model, we compared its results with those obtained from hybrid VMD-ANN and 
VMD-Radial Base Function (VMD-RBF) models. The results showed superiority of the VMD-SANN 
to its counterparts. Regarding Nash Sutcliffe Efficiency measure, the VMD-SANN achieves accu
rate forecasts as high as 0.945 and 0.980 in Burdur and Isparta cities, respectively.   

1. Introduction 

Drought forecasting contributes to proactive decision-making, risk reduction, and the sustainable development of effective stra
tegies to cope with the challenges associated with water scarcity. It is an essential tool for building resilience in the face of climate 
variability and change. Drought forecasting helps water resource managers anticipate and plan for potential water shortages. It allows 
for better management of surface water, groundwater, and allocation of water resources. From an agricultural perspective, farmers can 
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make in-formed decisions about crop planting, irrigation, and harvesting based on drought forecasts. Timely information helps 
mitigate the impact of drought on crops, reduces agricultural losses, and contributes to food security. With changing climate patterns, 
droughts may become more frequent or intense in certain regions [1]. Forecasting helps communities and policymakers adapt to these 
changes by implementing sustainable practices, developing resilient infrastructure, and planning for long-term water resource 
management. 

Drought forecasting involves the use of various statistical/machine learning (ML) methods or climate/hydrologic models to predict 
the likelihood, severity, and duration of drought conditions [2]. ML and deep learning techniques, such as artificial neural network 
(ANNs), support vector machines (SVM), random forest (RF), M5-Tree, and extreme learning machines (ELM) can analyze large 
datasets/images and identify complex patterns behind data [3–5]. These methods are increasingly used for their ability to capture 
non-linear relationships in hydrological data. To improve the accuracy and reliability of forecasts, hybrid ML models are suggested in 
the recent literature [6]. They either combine the strengths of multiple individual models (i.e., ensemble modes) or integrate an ML 
model with advanced data pre/post processing techniques or fine-tuning optimization algorithms [6–8]. The recent review papers 
conducted by Sundararajan et al. [9] and Alawsi et al. [7] summarized preferred ML and hybrid ML techniques for drought forecasting, 
respectively. 

Forecasting studies showed that data decomposition techniques played a crucial role in extracting relevant information and pat
terns from hydrological time series [10–15]. While the earlier drought forecasting models mostly employed Fourier Transform to 
de-composes drought series in frequency domain [16], Singular Spectrum Analysis to identify trends, oscillations, and noise [17], or 
Principal Component Analysis (PCA) to decom-pose multivariate drought indices and identify the principal components that capture 
the most significant variability in drought patterns [18,19], the recent studies proposed advanced decomposition techniques such as 
Empirical Mode Decomposition (EMD), Wave-let Transform (WT), and Variational Mode Decomposition (VMD) to decompose drought 
time series into different frequency components, which allow for the analysis of both high and low-frequency patterns, aiding in the 
identification of drought-related signals at different temporal scales [20–24]. For example, Khan et al. [22] introduced a discrete 
WT-based hybrid ANN model for meteorological drought forecasting and demonstrated the superiority of the new model to their 
vanilla versions. Özger et al. [21] compared the influence of WT and EMD on three ML-based models developed for self-calibrated 
Palmer Drought Severity Index (sc-PDSI) forecasting in cities of Antalya and Adana, Türkiye. The authors revealed that both 
decomposition techniques significantly improve the standalone ML models’ accuracy. In addition, they found that VMD acts superior 
to EMD for the prediction of sc-PDSI in both study areas. Liu et al. [23] showed that the hybrid VMD-ELM provides more accurate 
forecasts than those of standalone ANN and ELM as well as the hybrid EMD-SVM models in several cities of China. Danandeh Mehr 
et al. [24] proposed the hybrid VMD-based genetic programming model for standardized precipitating evaporation index (SPEI) 
forecasting at ungagged catchments. Although the authors showed the superiority of the hybrid model to its vanilla benchmarks, they 
highlighted that the performance of VMD is sensitive to its hyper-parameters, such as the number of modes. More recently, Ekmek
cioğlu [25] employed VMD to separate historical sc-PDSI time series into different modes and proposed VMD-XGBoost hybrid 
framework for sc-PDSI forecasting in Denizli, Türkiye. The authors compared the performance of VMD-XGBoost with the hybrid 
discrete WT-XGBoost and concluded that the former is superior, particularly for long lead time sc-PDSI forecasts. 

Overall, our review proved that the hybrid models that integrate decomposition methods with ML approaches frequently yield 
more accurate forecasts. The choice of a specific decomposition technique depends on the characteristics of the observed drought time 
series and the forecasting horizon. In previous studies, VMD was found effective in capturing non-linear and non-stationary compo
nents in temperature and rainfall data [23], SPEI [24], and sc-PDSI [25]. However, proper tuning of VMD parameters, which is crucial 
to obtaining meaningful results, has not been explored yet. In addition, as of the current knowledge cut-off date, there has been no 
investigation into the efficiency of the VMD-based ANN model specifically for forecasting the Standardized Precipitation Index (SPI). 
This implies that there is a gap in the existing literature regarding the application of VMD in conjunction with ANN for SPI forecasting. 
Therefore, in this study, we aimed at filling this gap via introducing a new hybrid model integrating VMD with an enhanced neural 
network regressor. To address the optimum parameter tuning of VMD, the centre frequency method was used in this study for the first 
time. Furthermore, we introduced an additional numeric parameter, called stabilizer, into every layer of the network that enhances the 
stability of ANN training. The new hybrid model, named VMD-SANN, was applied to model and forecast SPI series at two meteoro
logical stations in Türkiye. To verify the proposed model’s efficiency, we compared its results with those attained by a classic ANN and 
radial base function (RBF) models trained by the same VMD-based inputs. 

2. Material and methods 

2.1. Overview of VMD 

The VMD [26] is a relatively new decomposition technique that has been considered in a few hydrological studies so far (e.g., Seo 
et al. [27]; Zuo et al. [28]; Sibtain et al. [29]; Danandeh Mehr et al. [24]). It often overcomes the recursive-based decomposition 
techniques such as EMD, by demonstrating higher efficiency in removing high frequency noises without diminishing much of the signal 
amplitude [24,30]. The VMD algorithm concurrently extracts multiple band-limited intrinsic mode functions (IMFs) from an original 
time series signal, denoted as f(t), where each IMF oscillates around its central frequency. Each mode (uk) is most concentrated around 
its frequency center (ωk), a parameter determined during the decomposition process. For each drought index, VMD initially eliminates 
negative frequency components using the Hilbert transform. Subsequently, the frequency spectrum is shifted to the baseband by 
combining it with an exponential function tuned to its acquired frequency center [26]. The estimation of bandwidth relies on the 
Gaussian smoothness of the demodulated signal. Subsequently, a constrained optimization problem is defined (equation (1)) using the 
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squared L2-norm of the gradient. The solution to this problem can be obtained through the iterative alternate direction method of 
multipliers, as outlined in Ref. [26]. 
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(1)  

where k is the scale number that indicates total number of IMFs, uk is the ktℎ mode, ω is the frequency, δ is the Dirac distribution, the 
asterisk sign represents the convolution operator, and ∂t stands for partial derivative respect to time t. 

Determining the optimum number of IMFs and the ideal noise reduction thresholds are the most crucial aspects of the proposed 
hybrid models in this phase. However, there is no unified method to do the task [24]. In the present study, the task was done through 
adjusting the scale number (k) that in turns controls the number of IMFs. To this end, we employed the center frequency method in 
which a center frequency is computed for a varying decomposition layer in the predefined range [5 to 10]. To this end, from k = 5, the 
center, and the value of k is incrementally increased with each calculation. The criterion for determining the final value of k is based on 
the occurrence of similar center frequencies between the last components of two adjacent k values. When this occurs, the preceding k 
value is determined as the optimal. 

2.2. Overview of ANNs 

The ANNs, aka universal estimators, are of the well-known ML techniques with extensive implementations in hydrological 
modeling due to their ability to model a phenomenon without requiring extensive information on its underlying physical mechanisms. 
They consist of interconnected neurons arranged in layers. An ANN generally comprises three layers: an input layer, responsible for 
receiving information; one or several hidden layers, which process and transform the input data; and an output layer, responsible for 
producing the final output. Numerous neurons transmit multiple inputs to each neuron using weighted networks. The weighted inputs 
are aggregated to provide the basis for a transformation function, such as a linear, logistic, sigmoid, or hyperbolic tangent, which 
subsequently generates the result of the neuron [31,32]. In a broad sense, ANNs can be classified into two distinct categories, 
determined by data transmission and processing direction. These categories are commonly referred to as feed-forward networks and 
reverse networks. The multilayer perceptron network (MLP) is a fundamental component of feed forward ANN models characterized 
by its transformational and versatile nature. It comprises an input layer, hidden layers, and a single output layer. The MLP approach, 
which is used as a benchmark model in this study, can be mathematically represented by equation (2) as follows [33,34]: 

Y = F

(
∑m

j=1
Wkj.F

(
∑n

i=1
WjiXi +Bj

)

+Bk

)

(2)  

where Xi is input variables, Wji denotes weights connecting the hidden layers and input layers and Wkj denoted weights connecting the 
hidden and output. The letters m and n represent the number of neurons in the hidden and input layers, respectively. Bj represents the 
bias amount of the neurons in the hidden layer, while Bk represents the bias amount of the neurons in the output layer. F represents the 
activation function, and Y represents the output function. 

As expressed by equation (3), a sigmoid activation function was used in the present study. This function squashes its input to a range 
between 0 and 1, making it useful for models that need to produce probabilities. It is a non-linear function, allowing neural networks to 
learn complex mappings between inputs and outputs. The sigmoid function has a smooth gradient, which facilitates gradient-based 
optimization algorithm used in this study during the training of all neural networks. 

F(x)=
1

1 + exp (− x)
(3)  

2.3. Overview of radial basis function (RBF) 

The RBF method is particularly well-suited for solving complex problems characterized by non-linear relationships and high- 
dimensional data. At its core, the RBF method relies on the concept of radial basis functions, which are mathematical functions 
defined in terms of their distance from a specific center point. These functions exhibit a radial symmetry, decaying as the distance from 
the center increases. This property makes them ideal for capturing spatial patterns and relationships in data. In this study, we first 
construct a set of RBFs by selecting appropriate centers, typically using a clustering algorithm or grid-based approach. These centers 
represent key locations or data points that are deemed significant for the problem at hand. Each RBF is associated with a specific center 
and captures the influence of that center on the surrounding data points. The next step involves determining the weights or coefficients 
associated with each RBF. These weights govern the contribution of each RBF to the overall approximation or interpolation process. 
We employed a gradient descent algorithm to find the optimal values for these weights. This optimization process aims to minimize the 
error between the approximated or interpolated values and the actual target values. Once the weights have been determined, the RBF 
method can be used to predict or estimate values at new, unobserved data points. By evaluating the RBFs at these points and combining 
their weighted contributions, accurate estimations can be obtained. It is important to note that the RBF method offers flexibility in 
terms of the choice of the basis functions. Commonly used radial basis functions include Gaussian, multiquadric, and inverse quadratic 
functions. Following Danandeh Mehr et al. [34], Gaussian kernel was employed in this study. For more information about kernels the 
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reader is referred to Luo [35] and Kisi [36]. 

2.4. Stabilized artificial neural networks (SANN) 

Training an ANN is to iteratively adjust the values of the parameters W to optimize its goal function L . The purpose of gradient 
descent algorithms is to maximize the objective function by iteratively updating the weight parameters in the direction opposite to the 
gradient, denoted as ∂L∂wt 

and referred to as gt. The convergence of stochastic gradient descent in convex problems has been analytically 
demonstrated to be highly influenced by the choice of step size. The use of an effective learning rate, training cycles, momentum, error 
epsilon, and local random speed schedule has the potential to expedite the convergence process toward a more optimal local solution. 
There exist several approaches for implementing learning rate scheduling. Exponential or power scheduling systems are often 
employed in several domains. These strategies include the gradual reduction of the learning rate over time, following specific reducing 
functions such as ηt = η0(1 + αt)− β or ηt = η0 × exp− βt, where βt represents the learning rate at iteration t. Several methodologies 
exist that observe the behavior of the gradient and autonomously determine the appropriate learning rate, training cycles, momentum, 
error epsilon, and local random speed. Another approach, known as the learning rate auto-adjustment technique, determines the 
learning rate by evaluating the performance of the objective function. In this method, the learning rate is decreased by a certain 
amount if the aim function deteriorates on either the training or cross-validation set. 

The SANN presents the incorporation of an additional numeric parameter into every layer of the ANN model. This technique aims to 
enhance the stability of the stochastic gradient descent training method. It is implemented by conducting joint training with the 
existing network parameters. The additional parameters can be understood as a stabilizer for each layer, with their values being 
adjusted based on the data to either drop or increase. This adjustment is aimed at making progress in decreasing the objective function 
L . In its most basic configuration, the parameters of an ANN layer are enhanced by including a scalar β as expressed by equation (4). 

y=φ ( β×Wx +b) (4)  

in the given context, the input vector is denoted as x, while an affine change is defined by the parameters W and b. The resulting output 
vector is represented by y. The value of β is set to 1 during initialization, resulting in an indiscoverable initial model, regardless of the 
inclusion of the additional parameter. 

During training, the stabilizer parameters β are treated as additional parameters learned using the stochastic gradient descent 
algorithm. The derivation of the update rule for β is straightforward as shown in equations (5)–(8). In the backward loop, the 
computation of the gradient about the input vector x in layer i is performed. 

∂L
∂x

= βWT∂L
∂y

(5) 

The computation of the gradient about the parameter β is performed as: 

∂L
∂β

=
∂L
∂y

×
∂y
∂β

=
∂L
∂y

T

Wx (6) 

The expression for the gradient of parameter β can be formulated as: 

∂L
∂β

=
1
β

(
∂L
∂x

)T

x=
1
β
<

∂L
∂x
, x> (7) 

According to the above information, the variable β is: 

βt+1 = βt −
ƞ
β
<

∂L
∂x

, x > (8) 

The variation in β is proportional to how the input layer x is connected to the gradient of the goal function about said input. If the 
desired function is enhanced by increasing the scale of x, the value of β will grow. If the objective function exhibits improvement as x 
decreases, then the value of β will fall. If the relative direction between the input and its gradient is stochastic, then the parameter β will 
converge to a stable state. It is anticipated that this event will occur near convergence. The magnitude of the number of steps for 
variable wij is determined by the amount of β at the present iteration stage following equation (9). 

gij =
∂L

∂ωij
= β

∂L
∂yi

xj (9)  

in our experimental procedures, we employ the exponential function exp (β) as a substitute for the variable β. Furthermore, we begin 
the variable β with a value of 0.0. The condition imposes a restriction on the stabilizer’s effectiveness, as expressed by equation (10), 
requiring it to have a positive value and a slower decay as it reaches zero. 

y=φ(exp(β) ×Wx +b) (10)  
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2.5. Lagged mutual information (LMI) 

Lagged Mutual Information (LMI) is a measure used to analyze the time series data and assess the relationship between variables at 
different time lags. It is useful in several applications, such as time series prediction, identifying causal relationships, and detecting 
patterns or dependencies within time-dependent data [37]. In this study, the LMI, defined by equation (11), considers the temporal 
delay between the target variable Y and lagged versions of the indicators X (t-k) is calculated X and itself Y (t-k) for various lag values 
(k). 

LMIX,Y (k)=
∑

X,Y
PX,Y(xt , yt+k)log2

[
PX,Y(xt , yt+k)

PX(xt).PY(yt)

]

(11)  

2.6. Evaluation metrics 

In this study, many indicators of efficiency were employed to evaluate the accuracy of the models and verify the precision of the 
predictions. These indicators encompassed the Pearson correlation coefficient (PCC, equation (12)), Root Mean Square Error (RMSE, 
equation (13)), and Nash Sutcliffe Efficiency (NSE, equation (14)). The precision of the model’s predictions is enhanced if the values of 
the CC and NSE approach unity. In contrast, RMSE approaches zero. The formulas representing these parameters are listed below: 

PCC=

∑n

i=1
OiPi − 1

n
∑n

i=1
Oi .

∑n

i=1
Pi

⎛

⎝
∑n

i=1
Oi

2 − 1
n

(
∑n

i=1
Oi

)2
⎞

⎠

⎛

⎝
∑n

i=1
Pi

2 − 1
n

(
∑n

i=1
Pi

)2
⎞

⎠

(12)  

RMSE=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑n

i=1
(Pi − Oi)

2

√

(13)  

NSE=1 −

∑n

i=1
(Pi − Oi)

2

∑n

i=1
(Oi − O)

2
(14)  

where the variables Pi and Oi represent the anticipated quantities and observed data for a given time point i, respectively. The symbol 
O denotes the mean observed data. 

The Taylor diagram was also employed to enhance comprehension of the models. The purpose of this diagram is to present a visual 
representation that allows for the comparison of several model results within a single chart. It showcases the extent of error, corre
lation, and standard deviation exhibited by the model outputs with respect to the real values [38]. The azimuth angle depicted in the 
graph corresponds to the PCC amount, whereas the radial distance from the data point and the radial distance from the coordinate 
center (0,0) reflect the RMSE and standard deviation amounts, respectively. 

Fig. 1. Map of the study area including (a) Burdur and Isparta and (b) the SPI-6 time series calculated using historical precipitation.  
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2.7. SHAP (SHapley additive exPlanations) analysis 

SHAP is an algorithm used for explaining the output of ML models. It provides a way to understand the contribution of each feature 
to the model’s predictions. The main goal of the SHAP algorithm is to allocate the contribution of each feature to the prediction for a 
specific instance. The algorithm was first produced by Shapley [39] to determine the assistance of individual players to the result of a 
team game [40]. Lundberg and Lee [41] presented this idea to calculate the assistance and effect of parameters in formulating results of 
ML models. The SHAP values evaluate the importance and direction of each input parameter that impacts model results. The SHAP 
value is estimated by evaluating the average contribution over all possible parameter scenarios, as defined by equation (15). 

∅i =
∑

S⊆N(i)

|S|!(n − |S| − 1)!
n!

[ϑ(S∪{i}) − ϑ(S)] (15)  

where ∅i is the contribution of parameter i. The letter N is the set of all parameters. The letter n is the number of parameters in N. The 
letter S is the subset of N that does not include parameter i, and ϑ(S) is the base amount that defines the predicted result for each 
parameter in N. 

3. Study area and data 

The research encompasses the cities of Burdur and Isparta in the Mediterranean region of Turkey (Fig. 1). Renowned for its 
abundance of surface and groundwater resources, this area stands out as one of Turkey’s most resource-rich regions. Over the last fifty 
years, the study area has witnessed various degrees of drought events—ranging from moderate to severe and extreme—according to 
reports [42]. This study utilized long-term observed precipitation datasets from 1971 to 2021 at the meteorological stations in Burdur 
and Isparta (Fig. 1a). These datasets were employed to calculate SPI time series over a 6-month accumulation period (i.e., SPI-6) as the 
case-study areas have Mediterranean climate commonly with six months dry (summer to fall) and six months wet (winter to spring) 
periods in a year. SPI and its advancements are used for meteorological drought monitoring and forecasting. The precipitation data 
were sourced from the Turkish State Meteorological Service, and their quality underwent thorough checks before SPI calculations. 
Fig. 1b depicted the attained SPI-6 time series and Table 1 summarized their main features at the training (the first 70 %) and the 
testing periods (the last 30 %). 

4. Results 

The forecasting process for a month ahead meteorological initiates with the data pre-processing phase. In this stage, the SPI-6 
datasets undergo reshaping into an input/target format conducive to supervised learning. The sliding window method is employed 
for this purpose, generating potential predictors for the corresponding target series. Optimal size of inputs can be also determined via 
optimization algorithms such as particle swarm optimization [43]. Specifically, 12 preceding values (lags, i.e., SPIt-1, SPIt-2, …, 
SPIt-12) represent the raw potential features, while the current time step (SPIt) serves as the raw target variable. The LMI criterion was 
used to detect the most efficient lags as suggested by Danandeh Mehr and Gandomi [44]. Fig. 2 demonstrates the joint probability 
distribution between the SPI-6 at time t and its lags at both meteorological stations. The figure also shows the LMI attained, indicating a 
significant decreasing rate by lag three with a local minimum at lag five (see Fig. 2a). Thus, the first three lags were considered the most 
informative lags at both stations and the remaining ones were removed to avoid impeding in the subsequent calculations that may lead 
to more complex models. 

4.1. Determination of the optimum scale number and IMFs 

The data pre-processing process is continued via the decompositions of the most effective inputs (i.e., SPI-6t-3, SPI-6t-2, and SPI-6t- 
1) and the target (SPI-6t) variable into their associated IMFs and residuals. The center frequencies obtained for the decomposition of 
the SPI-6t series were tabulated in Table 2. It can be observed that the center frequency is stabilized at 0.42 (0.41) at Burdur (Isparta) 
when the number of decomposition level is 8 (7). Therefore, the optimum number of decomposition level was determined to be 8 for 
both experiments in this study. Accordingly, the most effective inputs and the target at each station were decomposed into their eight 
IMF and residual signals. For example, Fig. 3 demonstrates the associated signals attained for the target SPI-6t at Burdur (Fig. 3a) and 

Table 1 
Properties of the SPI-6 series acquired at the stations throughout the 1971–2021 timeframe.  

Station Longitude Latitude dataset Mean Min. Max. S.D. 

Burdur 30.29 37.72 Entire 0.00 − 2.91 2.65 1.005 
Training 0.02 − 2.91 2.65 0.987 
Testing − 0.04 − 2.58 2.20 1.046 

Isparta 30.57 37.78 Entire 0.00 − 2.84 2.73 1.007 
Training − 0.08 − 2.53 2.73 1.008 
Testing 0.17 − 2.84 2.39 0.985 

* Standard Deviation. 
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Isparta (Fig. 3b) stations. 
Table 3 summarized the main statistical features of the obtained IMFs and denoised SPI-6 (hereafter dSPI) series and their 

dispersion range were demonstrated for Burdur and Isparta in Fig. 4a and b, respectively. The dSPI series at each station was obtained 
via subtracting the residual signal from associated SPIt. According to the figure, the dispersion of IMF8 and IM7 is the highest at Burdur 
and Isparta, respectively. 

4.2. Creation of prediction scenarios 

In the earlier works decomposed signals possessing the highest PCC values with the target series were used as the most effective 
inputs to evolve ML models [45,46]. Given an extra challenge in this study, two forecasting scenarios were developed based on 
correlation analysis (Fig. S1) between dSPI and associated IMFs. In scenario #1, the inputs were confined to those that show positive 
PCC values, and in Scenario #2, all the 24 generated IMFs were used as inputs. Accordingly, the inputs reduced to 14 and 18 IMFs in 
scenario 1 at Burdur and Isparta, respectively (See Table S1). Since the proposed scenarios are trained using denoised time series, the 
evolved solutions need to be modified using the stochastic component (residuals) of the original SPI time series detected via VMD. To 
this end, an appropriate probability distribution function that perfectly represents the residual pattern at each station must be added to 
the evolved models. 

4.3. Forecasting results 

Table 4 presented the performance measures of the evolved models under different scenarios for Burdur and Isparta. In the ANN 

Fig. 2. (a) Power of LMI and joint probability between the SPI-6 and its antecedent values at (b) Burdur and (c) Isparta meteorology stations.  

Table 2 
Center frequencies at various scale number (k) attained for SPI-6 time series at each station.  

Burdur Isparta 

10 9 8 7 6 5 10 9 8 7 6 5 
0.4202 0.4216 0.4212 0.4175 0.2527 0.2517 0.4147 0.4146 0.4122 0.4121 0.2526 0.2517 
0.2886 0.2920 0.2891 0.2472 0.1240 0.1191 0.2883 0.2823 0.2483 0.2476 0.1202 0.1176 
0.2457 0.2459 0.2390 0.1206 0.0910 0.0850 0.2467 0.2354 0.1187 0.1167 0.0892 0.0799 
0.2035 0.2004 0.1180 0.0894 0.0690 0.0573 0.2020 0.1169 0.0892 0.0807 0.0709 0.0545 
0.1280 0.1154 0.0882 0.0682 0.0504 0.0157 0.1157 0.0880 0.0719 0.0563 0.0519 0.0151 
0.1052 0.0872 0.0677 0.0500 0.0153  0.0875 0.0713 0.0543 0.0229 0.0148  
0.0846 0.0672 0.0496 0.0153   0.0710 0.0541 0.0227 0.0064   
0.0665 0.0492 0.0152    0.0540 0.0226 0.0064    
0.0486 0.0152     0.0226 0.0063     
0.0152      0.0063       
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method, the default parameters are 300 training cycles, 0.01 learning rate with a momentum of 0.95, 0.01 error epsilon, and a local 
random speed of 2000. After stabilizing the mentioned parameters, values were obtained as 87, 0.02, 0.9, 0.0003, and 0.87, 
respectively. Also, the optimal amounts of the adaptive learning rate, epochs, RHO, L1, and L2 parameters are 0.009, 26, 1.025, 
0.00003, and 0.01, respectively. The results showed that VMD-RBF generally provide good performance, with higher PCC, lower 
RMSE, and moderate to high NSE values. Improvements in Scenario #2 are seen compared to Scenario #1. The VMD-ANN model 
resulted in strong performance across all metrics, especially in Scenario #2. It shows lower RMSE and higher NSE compared to the 
VMD-RBF. The proposed VMD-SANN provided exceptional performance, with very high PCC, low RMSE, and high NSE values. Sig
nificant improvements are also observed in Scenario #2. Therefore, the table indicates that the VMD-SANN is the most effective model, 
demonstrating superior performance in all scenarios and locations. The VMD-ANN also performs well and outperforms VMD-RBF in 
most aspects. 

Fig. 5 compares time series (see Fig. 5a and c) and scatter plots (see Fig. 5b and d) of the evolved models and observed dSPI series in 
Scenario #2. The figure shows that all models can capture nonlinear and fluctuating features of dSPI series. Also, the high prediction 
power of the VMD-SANN model for peak and taught values at both stations. According to the figure, VMD-SANN model (purple star 
points) has a distribution of more points around the bisector line (X = Y), the trend line is closer to the bisector, and the smaller 
confidence band is the best model. 

For further evaluation of the models at Burdur and Isparta stations, Taylor’s diagram is presented in Fig. 6. The diagram compares 
the RMSE, PCC, and standard deviation of the models with observed values at Burdur (Fig. 6a) and Isparta (Fig. 6b) stations. The red 
arc lines show the error values in the center of which the observed data is placed. The orange points (i.e., VMD-SANN) are the closest to 

Fig. 3. The IMFs and residuals of the SPI-6 time series at (a) Burdur and (b) Isparta stations obtained by applying VMD.  
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the base point (observational dSPI), which shows the effectiveness of this model among all models. 
Feature extraction is a vital task in developing machine learning models [47]. To figure out the sensitivity of input parameters of 

the VMD-SANN model, visual and average absolute SHAP values were depicted in Figs. 7 and 8. By using SHAP, we can gain insights 

Table 3 
Statistical features of the IMFs and denoised SPI (dSPI) series used for drought forecasting at Burdur and Isparta stations.  

Time Signal Burdur Isparta 

Min Max S.D.a Skewness Min Max S.D. Skewness 

t dSPI − 2.942 2.689 1.007 0.041 − 2.844 2.727 1.008 0.034 
t-1 IMF1 − 0.582 0.641 0.191 0.000 − 0.481 0.471 0.172 − 0.002  

IMF2 − 0.558 0.520 0.151 − 0.029 − 0.504 0.488 0.195 − 0.013  
IMF3 − 0.656 0.622 0.212 0.004 − 0.446 0.464 0.157 0.002  
IMF4 − 0.779 0.843 0.229 0.018 − 0.656 0.626 0.243 − 0.011  
IMF5 − 0.811 0.785 0.318 − 0.030 − 0.960 0.946 0.336 − 0.001  
IMF6 − 0.944 0.974 0.344 0.010 − 0.843 0.787 0.369 0.000  
IMF7 − 0.753 0.738 0.321 0.002 − 1.013 1.085 0.495 0.009  
IMF8 − 1.104 1.406 0.583 0.388 − 0.638 0.872 0.428 0.388 

t-2 IMF1 − 0.576 0.635 0.189 0.000 − 0.485 0.475 0.173 − 0.002  
IMF2 − 0.551 0.512 0.151 − 0.031 − 0.502 0.483 0.191 − 0.014  
IMF3 − 0.653 0.618 0.211 0.004 − 0.465 0.475 0.157 0.001  
IMF4 − 0.787 0.856 0.230 0.018 − 0.654 0.625 0.245 − 0.012  
IMF5 − 0.809 0.797 0.325 − 0.029 − 0.964 0.953 0.336 − 0.002  
IMF6 − 0.945 0.983 0.344 0.008 − 0.838 0.782 0.373 0.000  
IMF7 − 0.736 0.732 0.319 0.000 − 1.018 1.091 0.494 0.006  
IMF8 − 1.103 1.405 0.582 0.389 − 0.751 0.877 0.435 0.352 

t-3 IMF1 − 0.578 0.637 0.190 0.000 − 0.493 0.485 0.175 − 0.002  
IMF2 − 0.548 0.509 0.150 − 0.031 0.380 0.408 0.150 − 0.026  
IMF3 − 0.649 0.615 0.211 0.004 − 0.666 0.650 0.207 0.000  
IMF4 − 0.789 0.857 0.229 0.018 − 0.662 0.639 0.246 − 0.010  
IMF5 0.810 0.800 0.327 − 0.029 − 0.980 0.958 0.339 − 0.004  
IMF6 − 0.943 0.983 0.342 0.009 − 0.840 0.789 0.378 0.000  
IMF7 − 0.729 0.728 0.316 0.007 − 1.002 1.074 0.483 0.008  
IMF8 − 1.123 1.404 0.581 0.384 − 0.774 0.857 0.426 0.335  

a Standard Deviation. 

Fig. 4. Violin plots of distribution of data sets at (a) Burdur and (b) Isparta stations.  

Table 4 
Performance analysis of the hybrid drought forecasting models for dSPI prediction at Burdur station.  

Models Performance measure Burdur Isparta 

Scenario#1 Scenario #2 Scenario #1 Scenario #2 

VMD-RBF PCC 0.784 0.911 0.741 0.849  
RMSE 0.680 0.431 0.702 0.572  
NSE 0.568 0.832 0.551 0.710 

VMD-ANN PCC 0.844 0.923 0.869 0.920  
RMSE 0.572 0.420 0.506 0.408  
NSE 0.703 0.840 0.735 0.831 

VMD-SANN PCC 0.927 0.975 0.945 0.989  
RMSE 0.406 0.252 0.334 0.141  
NSE 0.850 0.945 0.885 0.980  
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into the process of the model, which is especially valuable where model interpretability is crucial, and decisions have significant 
consequences. 

Fig. 7 reveals that specific features exhibit a broad spectrum of SHAP values, indicating their diverse influence on the model’s 
predictive outcomes across various data points. For example, the features IMF8C and IMF7C demonstrate extensive variability in SHAP 
values, suggesting their significant and inconsistent effects on the predictive results at the Burdur (see Fig. 7a) and Isparta (see Fig. 7b) 
stations, respectively. Conversely, attributes like IMF5B in Burdur and IMF2A in Isparta display SHAP values clustered near zero, 
denoting a minimal or consistent impact. Fig. 8 presents the mean absolute SHAP values for various characteristics, quantifying their 
influence on the output of the machine learning model. At Burdur station (Fig. 8a), the feature IMF8C exhibits the most substantial 
impact with a SHAP value proximate to +0.26, succeeded by IMF7C and IMF6C with values around +0.16 and + 0.12, respectively. 
Other features such as IMF8B, IMF3B, IMF1C, IMF7B, and IMF8A show lower impact values, ranging from +0.11 to +0.04. Collec
tively, an additional aggregate of 15 features contributes approximately +0.2 to the model. At Isparta station (Fig. 8b), IMF7C emerges 
as the most impactful, with a SHAP value around +0.25. This is followed by IMF8C and IMF6C with SHAP values of approximately 
+0.16 and + 0.15, respectively. Features including IMF5C, IMF8A, IMF7B, IMF4C, IMF8B, and IMF2B range between SHAP values of 

Fig. 5. Time series (a and c) plots of observed and predicted SPI series and (b and d) the associated scatter plots at Burdur and Isparta stations.  

Fig. 6. Taylor diagrams of estimated dSPI at (a) Burdur and (b) Isparta stations.  
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+0.14 and + 0.06. The cumulative impact of another 15 features in Isparta station is marginally greater than in Burdur, with a 
combined SHAP value just above +0.21. 

5. Discussion 

Precise forecasting of drought events holds substantial significance in water resources management. Conventional time series 
forecasting approaches like ARMA or ARIMA are deemed unreliable to do such a task [48,49]. On the other hand, extensively studied 
ML methods such as ANNs, ELM, and SVR have demonstrated inadequate accuracy rates for predicting SPI and SPEI, particularly at 3- 
and 6-month time scales [24,50,51]. Although deep neural networks are suggested recently to enhance accuracy of ML models 
[52–54], they are criticized for their complex network and less explainability [5,55]. Our results demonstrated that the proposed 
hybrid model consistently provides superior performance over the benchmark models and some hybrid/nonlinear models suggested 
for the index in the literature. For example, the VMD-ANN model outperforms the RF, LSTM, ANN, SVR, and Wavelet-based ANN 
models developed by Tian et al. [56]. It is also superior to the GP, Gene expression programming, and the enhanced variational mode 

Fig. 7. The individual feature importance of the best dSPI prediction model at (a) Burdur and (b) Isparta stations.  

Fig. 8. The SHAP average values for the best SPI-noise prediction model at (a) Burdur and (b) Isparta station.  
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decomposed-GP models suggested by Danandeh Mehr et al. [24] for drought prediction in Erbil, Iraq. Focusing on the southern 
Türkiye, our new model provided more accurate predictions than those of the ANN and multi-objective multi-gene GP models 
respectively developed by Keskin et al. [57] and Reihanifar et al. [58]. The authors reported the RMSE values of their best models equal 
to 0.439 at Isparta [57] and 0.542 at Burdur [58]. These are significantly higher than those of VMD-SANN introduced in this study. 

Our study was limited to the use of ground truth data. Integration of remote sensing data, satellite imagery, and reanalysed 
meteorological data with VMD-SANN to enhance the spatial and temporal resolution of drought forecasting could be considered the 
topic for future studies. In addition, current literature shows the frequent occurrence of flash drought which has not received enough 
attention among hydrological modellers [59]. Therefore, efficiency of VMD-SANN for short-term meteorological drought forecasting 
could be investigated in future studies. 

6. Conclusion 

Early awareness of impending drought conditions allows communities and authorities to implement drought preparedness plans. 
This may include water conservation measures, emergency response planning, and public awareness campaigns. In this article, a new 
ML model, named VMD-SANN, was introduced and used for meteorological drought forecasting. The model was demonstrated and 
trained using antecedent SPI-6 values obtained from two meteorology stations in Türkiye. The term VMD in this model implies the 
separation of the input and output signals into their IMFs and residuals, respectively. Such decomposition enhanced the accuracy of the 
proposed SANN model. The experimental results showed that the SANN outperforms the counterpart models (i.e., ANN and RBF) 
owing to the introduced stabilizer. The performance of the VMD-SANN model in the test set was best among the models, and it was 
followed by VMD-ANN and VMD-RBF. There were significant differences in model performance, with generally higher accuracy in 
Scenario #2 in which all 24 generated IMFs were used as inputs. The VMD-SANN model had the highest accuracy (NSE >0.9) for both 
case study areas, indicating that the VMD-SANN model is suitable for one-month ahead meteorological drought forecasting. 

It was also found that the complexity of the VMD-SANN is in line with the number of IMFs. Thus, the proposed hybrid model uses 
LMI and central frequency to optimize the number of inputs. This strategy not only simplifies the model structure but reduces 
computation time. Moreover, through the comparative assessment between two scenarios at each station, we concluded that use of 
PCC to reduce the number of inputs may diminish forecasting accuracy. 
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