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Abstract: In this paper we review recent advances in computational chemistry and specifically focus
on the chemical description of heme proteins and synthetic porphyrins that act as both mimics of
natural processes and technological uses. These are challenging biochemical systems involved in
electron transfer as well as biocatalysis processes. In recent years computational tools have improved
considerably and now can reproduce experimental spectroscopic and reactivity studies within a
reasonable error margin (several kcal¨ mol´1). This paper gives recent examples from our groups,
where we investigated heme and synthetic metal-porphyrin systems. The four case studies highlight
how computational modelling can correctly reproduce experimental product distributions, predicted
reactivity trends and guide interpretation of electronic structures of complex systems. The case
studies focus on the calculations of a variety of spectroscopic features of porphyrins and show how
computational modelling gives important insight that explains the experimental spectra and can lead
to the design of porphyrins with tuned properties.
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1. Introduction

In this paper we will provide a brief overview concerning the application of computational
methods to complex experimental properties of tetrapyrroles with the aim of proving an understanding
and even predictions of the chemically important features. We have focused on two closely related areas
of research: first, the subtle reactivity-tuning of heme enzymes to enable control of the natural processes
and also of disease states; and second, computationally-based guides to the design of synthetic
porphyrinoid compounds with specific optical and redox properties for technological use. Thus, the
porphyrin rings in heme enzymes and heme proteins are found with many different structures and
orientations, which affect their spectroscopic as well as redox properties. The powerful combination
of the superior assignment criteria of experimental magnetic circular dichroism (MCD) spectral
data with time-dependent density functional theory (TDDFT) results has led to the development
relationships that can predict optical and redox properties with greater reliability than previously
possible. Understanding spectroscopic and structural differences is important as hemes have not
only the well-known and vitally important functions in nature, but as well as in Biotechnology and
Engineering, for instance in fuel cells, electron transfer systems and in catalysis.

In the following, we touch on just four examples to showcase the major progress that has been
made in strength and stability of computational modelling of the spectroscopic features of porphyrins
and hemes, which is leading to important contributions in the field and assists in experimental data
interpretation and in the structural design of future tetrapyrroles.
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Introduction to Cases 1 and 2: heme enzymes and reactivity. Heme enzymes have important
functions in biosystems ranging from oxygen transport (as in hemoglobin), electron transfer (e.g.,
cytochrome c), the detoxification of hydrogen peroxide (for example peroxidases) as well as substrate
monoxygenation [1–6]. A large class of enzymes involved in the latter type of reactions is the
cytochromes P450, which are highly versatile and catalyze a range of oxygen atom transfer reactions
to substrates in the body as a means to initiate their metabolism in the body [7–12]. As such they
function in the human liver to initiate the catabolism of drug molecules and hence are well studied by
the pharmaceutical industry [13,14]. In addition, P450 enzymes are involved in biosynthetic reaction
pathways of hormones, such as estrogen, in the liver [15,16]. The reactions catalyzed by P450 isozymes
in the body include the hydroxylation of aliphatic groups, the epoxidation of C=C double bonds, the
sulfoxidation of sulfides and the hydroxylation of arenes [17–19]. Their structure and reactivity is
still poorly understood and questions that, in particular, are being investigated in chemical biology,
biological chemistry and bioinorganic chemistry relate to how structural differences lead to functional
changes through seemingly similar cofactor architecture.

To highlight the dramatic difference in structure and geometry of various heme-containing
enzymes, we display a selection of four common heme enzymes in Figure 1 as an example. The active
site structures in Figure 1 are those of hemoglobin (a); cytochrome c oxidase (b); cytochrome c
peroxidase (c) and cytochrome P450 (d) as taken from the 2QSP [20], 3WG7 [21], 4A6Z [22] and
4EJG [23] protein databank (pdb) files, respectively. These enzymes have dramatically different
functions in biology, whereby hemoglobin transports O2 molecules through the blood stream from
the lungs to the muscles and organs [24]. The heme group in hemoglobin is, therefore, located on
the surface of the protein and molecular oxygen will bind the sixth metal ligand position trans to
His91. In cytochrome c peroxidase (CcP), by contrast, the heme is buried inside the protein and is
involved in the detoxification of hydrogen peroxide, which in a catalytic cycle is first converted into
an iron(IV)-oxo heme cation radical called Compound I (CpdI) and subsequently further reduced to
another water molecule [25,26]. The axial ligand trans to the hydrogen peroxide binding position to
the metal is still a histidine group (His175 in the 4A6Z pdb file), but it is part of a hydrogen bonding
triad that includes the carboxylate group of Asp235 and the NH proton of the indole ring of Trp191.
In particular, the Trp191 residue in the active site of CcP is expected to influence the electronic properties
of the heme group. Thus, electron paramagnetic resonance (EPR) studies on CpdI of CcP showed it
to have an electronic configuration representing an [FeIV(O)(heme)His—Trp+‚], whereas the enzyme
ascorbate peroxidase with a virtually identical heme binding site had an electronic configuration of
[FeIV(O)(heme+‚)His—Trp] instead [27,28]. Computational modelling showed this to originate from a
nearby bound cation (at a distance of about 12 Å from the heme iron) in ascorbate peroxidase, which is
absent in CcP [29]. Due to an induced electric field effect from the cation, i.e., sodium, the electronic
configuration of CpdI changed from a tryptophan radical (as in CcP) to a heme radical in ascorbate
peroxidase. Note that the Arg48, His52 and Trp51 residues shown in Figure 1c are involved in hydrogen
peroxide binding through a network of hydrogen bonding interactions and assist with its protonation
and catabolic mechanism.

Also shown in Figure 1 is the active site structure of cytochrome c oxidase (CcO) (Part b), which
is a membrane-bound protein involved in cellular respiration that catalyzes the reduction of O2

to water [30–32]. It has several heme groups as identified in red in the Figure. One of the hemes
has a nearby nonheme copper center that is linked to the protein through interactions with three
histidine residues: His240, His290 and His291. A second heme group nearby this nonheme copper
center participates in the electron transfer mechanism and brings electrons into the active site of the
iron-heme—nonheme copper center.
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Figure 1. Active site structures of typical iron-heme enzymes. (a) hemoglobin (HB), 2QSP pdb 
(protein databank); (b) cytochrome c oxidase (CcO), 3WG7 pdb; (c) cytochrome c peroxidase (CcP), 
4A6Z pdb; (d) cytochrome P450 with nicotine bound, 4EJG pdb. Colored ribbons represent the 
protein backbone. Key residues and substrate (nicotine) highlighted. 

The final structure in Part d of Figure 1 is the active site of the substrate-bound (nicotine) 
iron(III)-heme complex of cytochrome P450, where the heme binds the protein via a cysteinate 
residue (Cys439). Note that in some P450 isozymes and structures the heme is close to planarity, 
whereas in others it is ruffled, saddled or domed [33,34]. Moreover, as can be seen from Figure 1, the 
propionate groups are pointing up (but are twisted) in HB and CcP, whereas they point down in the 
P450 structure. Whether the position of the propionate groups is important for function and catalysis 
is currently unknown. However, the nature of substituents bound to the heme will affect its 
electronic configuration, but also the spectroscopic properties. A natural result of this, of course, is 
that hemes have many differences in color in nature [35]. Despite the fact that all four structures in 
Figure 1 have a central heme group (or protoporphyrin IX) bound by an iron(III) ion, actually there 
are dramatic differences in geometric features. First of all, in some cases the fifth ligand is an 
imidazole group of a histidine residue, e.g., hemoglobin and peroxidases, whereas in the P450 
structure its position is occupied by a cysteinate ligand [36]. 

Note that in catalases the heme group is bound to the protein via a tyrosinate linkage to the 
heme [37], and as such there is a large versatility of binding patterns associated with hemes. It has 
been proposed that the axial ligand incurs either a push-effect or a pull-effect of electron density [38] 
and, thereby affects the electron affinity of the oxidant. Indeed, computational modelling on the 
iron(IV)-oxo heme cation radical species, i.e., Compound I (CpdI), of cytochrome c peroxidase, 
catalase and cytochrome P450 showed a dramatic drop in electron affinity (EA) of P450 CpdI as 
compared to the analogous peroxidase complex [39]. This was shown to affect the ability of the CpdI 
species of P450, cytochrome c peroxidase and catalase to abstract hydrogen atoms from a substrate 
and was proposed to be the reason only P450s are involved in substrate activation processes [40]. To 
take one step further, as shown by biomimetic CpdI model complexes, not only the reactivity is 

Figure 1. Active site structures of typical iron-heme enzymes. (a) hemoglobin (HB), 2QSP pdb (protein
databank); (b) cytochrome c oxidase (CcO), 3WG7 pdb; (c) cytochrome c peroxidase (CcP), 4A6Z pdb;
(d) cytochrome P450 with nicotine bound, 4EJG pdb. Colored ribbons represent the protein backbone.
Key residues and substrate (nicotine) highlighted.

The final structure in Part d of Figure 1 is the active site of the substrate-bound (nicotine)
iron(III)-heme complex of cytochrome P450, where the heme binds the protein via a cysteinate
residue (Cys439). Note that in some P450 isozymes and structures the heme is close to planarity,
whereas in others it is ruffled, saddled or domed [33,34]. Moreover, as can be seen from Figure 1, the
propionate groups are pointing up (but are twisted) in HB and CcP, whereas they point down in the
P450 structure. Whether the position of the propionate groups is important for function and catalysis
is currently unknown. However, the nature of substituents bound to the heme will affect its electronic
configuration, but also the spectroscopic properties. A natural result of this, of course, is that hemes
have many differences in color in nature [35]. Despite the fact that all four structures in Figure 1 have
a central heme group (or protoporphyrin IX) bound by an iron(III) ion, actually there are dramatic
differences in geometric features. First of all, in some cases the fifth ligand is an imidazole group of
a histidine residue, e.g., hemoglobin and peroxidases, whereas in the P450 structure its position is
occupied by a cysteinate ligand [36].

Note that in catalases the heme group is bound to the protein via a tyrosinate linkage to the
heme [37], and as such there is a large versatility of binding patterns associated with hemes. It has
been proposed that the axial ligand incurs either a push-effect or a pull-effect of electron density [38]
and, thereby affects the electron affinity of the oxidant. Indeed, computational modelling on the
iron(IV)-oxo heme cation radical species, i.e., Compound I (CpdI), of cytochrome c peroxidase, catalase
and cytochrome P450 showed a dramatic drop in electron affinity (EA) of P450 CpdI as compared to
the analogous peroxidase complex [39]. This was shown to affect the ability of the CpdI species of P450,
cytochrome c peroxidase and catalase to abstract hydrogen atoms from a substrate and was proposed
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to be the reason only P450s are involved in substrate activation processes [40]. To take one step further,
as shown by biomimetic CpdI model complexes, not only the reactivity is affected by the axial ligand
description of the iron(IV)-oxo porphyrin cation radical, but also the spectroscopic parameters of
the complex [41–43]. In particular, Green showed a linear correlation between the metal-oxo stretch
vibration and its bond length [44].

One particular issue that makes the interpretation of heme and synthetic porphyrins difficult is
the fact that these complexes can appear in various close lying spin states. Thus, P450 CpdI has a set
of valence orbitals that are close in energy and lead to several low lying electronic and spin states.
Figure 2 gives the metal-type and valence porphyrin-type molecular orbitals of [FeIV(O)(Por+‚)SH],
which is used as a model for P450 CpdI with the heme replaced by a protoporphyrin IX (Por) without
side chains [45]. On the left-hand-side we give the metal-type orbitals that are labelled according to
the involvement of the 3d orbital on iron, whereas on the right-hand-side two nonbonding porphyrin
orbitals are given. The metal-based orbitals from bottom to top are the nonbonding δx2–y2 orbital, the π*
antibonding interactions between the metal and the 2p on oxygen (π*xz and π*yz), the σ* antibonding
interaction along the metal-oxo bond (σ*z2) and finally the σ* antibonding interactions of the metal
with the porphyrin (σ*xy). Two nonbonding porphyrin orbitals complete the set of valence orbitals,
namely a1u and a2u, where we use their symmetry labels under D4h symmetry. The full set of orbitals
in Figure 2 is occupied with seven electrons, which generally gives a 4,2A2u ground state with orbital
occupation δx2–y2

2 π*xz
1 π*yz

1 a1u
2 a2u

1. However, the spin-orbit coupling between the π* and a2u
orbitals is small and, therefore, the three unpaired electrons are either ferromagnetically coupled into
an overall quartet spin state or antiferromagnetically coupled into an overall doublet spin state [46].
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The fact that the ground state of P450 CpdI is a virtually degenerate doublet and quartet spin
state, implies reactivity patterns on two spin state surfaces, and hence is labelled two-state-reactivity
or more generally multistate-reactivity [47]. Therefore, a reaction mechanism of CpdI with a substrate
will take place on competing spin state surfaces, each with their own mechanism and their own barrier
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heights (and rate constants) and consequently product distributions. In the past, we encountered
examples where reaction mechanisms leading to by-products were possible on the quartet spin
state but not on the doublet spin state [48,49]. As such, the two-state-reactivity can lead to product
distributions that are different on each of the individual spin states. Obviously, the nature of the
spin state affects reactivity patterns, but also spectroscopic variables. The local environment, such as
hydrogen bonding interactions, for instance can affect the structure and consequently the properties
of the heme group. As an example, recent work on synthetic iron(III)-chloride porphyrin complexes
showed that hydrogen bonding donation affected the spin state splitting and reversed a spin state
ordering [50]. The structure and reactivity is still poorly understood; however, in the absence of iron
natural porphyrins photochemical reactions become important, for example, in chlorophyll. From a
biotechnological point of view, mimicking the photochemical properties of the natural porphyrins offers
a route to both singlet oxygen production, such as photodynamic therapy, and solar cells manufacture.

A final example on heme structures is shown in Figure 3, where we depict the active site structure
of the di-heme cytochrome c peroxidase as taken from the 1IQC pdb file [51]. Thus, one of the hemes
provides electrons to the catalytic heme, where the peroxidase reaction takes place. The electron
transfer heme, right-hand-side of Figure 3 is ligated by a histidine (His187) and a methionine (Met258)
residue and relays electrons to the other heme. Interestingly, the catalytic heme has a histidine axial
ligand (His43) as expected but the above mentioned triad of a neighboring carboxylate and tryptophan
residues as seen in the mono-heme structure in Figure 1c are missing. As such, the CpdI species
is likely to be in a [FeIV(O)(heme+‚)His] configuration rather than a close-shell heme coupled to a
tryptophan radical.
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Introduction to Cases 3 and 4: Synthetic porphyrins. The remarkable properties of the natural
iron porphyrins (heme b, heme c and many others) found throughout nature, the impact on all life
on the planet of the chlorophylls and the highly specialized natural porphyrinoids, for example the
enzymatic control afforded by the redox properties of the cobalt in the cobalamins, have been studied
by many different techniques to both understand their reactivity and to learn how to mimic or duplicate
these properties [52]. Even today novel natural porphyrinoids are being discovered for which the
differences in reactivity needs understanding, for example chlorophyll f from cyanobacteria exhibits
the lowest known Q band energy absorption band lying to the red of known chlorophylls. How do
the different peripheral substituents make that change? This question has led to the extensive science
of synthesizing novel porphyrinoids [53]. The phthalocyanines, tetraazatetrabenzporphyrins, were
formally discovered and their characterization started in 1927 at Scottish Dyes Ltd. Their extensive
and novel (at that time) properties were explored and reported on over many years by Linstead and
coworkers at Imperial College, London [54]. The vitally important property of the color of tetrapyrroles,
exemplified by the chlorophylls, and the technological uses of the phthalocyanines, also is the focus in
the synthesis of novel compounds that can be used technologically, for example as solar cells [55] or for
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photodynamic therapy [56]. However, despite the research goal being for specific optical properties,
the information obtained from absorption and emission spectral data is not often very helpful in
determining the assignment of the spectrum of these large multifunctional molecules to specific states
or the electronic structure. This means that the origins of the optical data observed are hard to pinpoint
to a specific molecular component. For example, the optical spectrum of the chlorophylls still attracts
study [57,58]. Magnetic circular dichroism spectroscopy has for over 50 years provided additional
and very specific assignment criteria that do allow the optical data both absorption and emission to
be interrogated and improved assignments to be obtained [59]. The coupling of those data with the
electron density data and electron density distributions allows the functional effects of peripheral
and ring modifications to be examined closely. Sometimes the TDDFT results do reliably account
for the optical properties, but in many examples, those data are not good matches and the TDDFT
results must be combined with assignments from other techniques. Cases 3 and 4 in this paper provide
examples of the use of the optical data, electron density distributions of the top filled and lowest virtual
molecular orbitals, together with TDDFT results to characterize the electronic structures of porphyrins
of potential technological or therapeutic use.

2. Results

2.1. Case Study 1

To test the quality and reproducibility of density functional methods (DFT) in reproducing
experimental rate constants, and consequently activation energies, of a chemical reaction,
a combined low-pressure mass spectrometry and DFT study was performed on olefin
epoxidation by [FeIV(O)(Por+‚)]+ (1) and [FeIV(O)(TPFPP+‚)]+ (2), whereby Por = porphyrin
and TPFPP = tetrapentafluorophenylporphyrin [60]. Thus, complex 2 was synthesized in
methanol/dichloromethane solution from the reaction of the iron(III) complex with iodosylbenzene.
The solution was then inserted into a Fourier transform-ion cyclotron resonance (FT-ICR) mass
spectrometer through electrospray ionization and mass selected in the ICR cell. Subsequently, neutral
collision gases (olefins) were inserted into the mass spectrometer and the product abundances were
monitored as a function of time, which enabled the determination of the first-order rate constants for
the oxygen atom transfer reactions of 14 substrates.

Using DFT methods, thereafter, the reaction mechanism was modelled at the B3LYP level of
theory and the enthalpy of activation for a set of oxygen atom transfer reactions was determined. As an
example of a typical reaction profile and free energy landscape obtained for olefin epoxidation by 1
we display the calculated mechanism of styrene epoxidation by [FeIV(O)(Por+‚)Cl] in Figure 4 [61,62].
The reaction is stepwise with an initial C–O bond formation that gives a radical intermediate (I) via a
transition state TS1. In a subsequent step the radical attacks the oxygen atom and closes the epoxide
ring to form products P via a ring-closure transition state TSrc. The initial C–O bond formation barrier
TS1 is rate determining and the ring-closure barrier or very small or negligible. This is the same for a
range of substrates and P450 CpdI mimics tested [60–67].

All substrates reacted efficiently through oxygen atom transfer to give the corresponding olefins.
Figure 5 gives a plot of the correlation of the experimental and computational enthalpy of activation
for olefin epoxidation by these iron(IV)-oxo porphyrin cation radical complexes [60]. As can be seen
the trend is linear and most experimentally determined enthalpies of activation are reproduced within
1.5 kcal¨ mol´1 and a standard deviation of 3.4 kcal¨ mol´1. Therefore, DFT predicts experimentally
determined reactivity trends well and similar ordering and reactivity patterns as those observed
experimentally in the gas-phase under Ideal Gas conditions.

Technically, the reaction of cyclohexane or propene with iron(IV)-oxo porphyrin cation radical
complexes can lead to a mixture of products originating from olefin epoxidation and aliphatic
hydroxylation. Earlier DFT studies on the regioselectivity of aliphatic versus aromatic hydroxylation of
propene by [FeIV(O)(Por+‚)X] with X = SH´ or Cl´ showed a dominant olefin epoxidation pathway
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by several kcal¨ mol´1 [64–66]. However, inclusion of solvent effects as well as hydrogen bonding
interactions towards the thiolate group of the cysteinate axial ligand [68] actually stabilized the
aliphatic hydroxylation pathways over the epoxidation pathways and led to a complete regioselectivity
switch. Interestingly, the mass spectrometric results confirm dominant double bond epoxidation over
hydroxylation, whereas in enzymatic systems typically P450 reacts to form alcohol products in a
reaction with propene [69]. As such, it appears B3LYP calculations on the regioselectivity of aliphatic
hydroxylation versus olefin epoxidation predict the correct regioselectivity preference with enthalpies
of activation that match Ideal Gas determined values from low-pressure mass spectrometry very well.
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Further benchmark studies on experimental versus computational determined reaction rates and
free energies of activation were done on several nonheme iron(IV)-oxo systems [70–73]. In general, the
correct product distributions are obtained but free energies of activation have a systematic error of
about 3–5 kcal¨ mol´1. The key, however, is that the correct product distributions are predicted even
in cases where multiple reaction products are possible. Indeed, this enabled us to predict the factors
that determine the enantioselectivity of the enzyme S-mandalate synthase and bioengineered it to
R-mandalate synthase through modelling predictions [74].

2.2. Case Study 2

As mentioned above high-valent metal-oxo species are common intermediates in enzymes and, in
particular, CpdI of P450 is an important biochemical catalyst. A special ligand system that is highly
suitable for stabilizing high-valent metal-oxo species with the metal in oxidation state IV or V are the
corrole [75–77] and corrolazine [78] ligands. The corrole group has analogy to the porphyrin manifold,
but lacks one of the meso-CH groups and, therefore, directly links two pyrrole units. The corrolazine,
in addition to the missing meso-CH group has the other three meso-CH groups replaced by nitrogen
atoms. As a consequence, corrole and corrolazine ligands have an overall charge of +3, whereas heme,
protoporphyrin IX and phthalocyanine rings only have a charge of +2 [79].

Using a manganese corrolazine (Cz) system, a manganese(V)-oxo species was generated and
spectroscopically characterized [80]. Subsequently, reactivity studies were performed with model
substrates and, for instance, a dehydrogenation reaction was investigated with 9,10-dihydroanthracene
and a sulfoxidation reaction of thioanisoles [80,81]. Interestingly, addition of anions, X´ with
X = F´/CN´, led to a dramatic increase of the reaction rates, whereby the ratio of the second-order
rate constants k2 gave a rate enhancement of 2100 when F´ was added to the system and 16,000
upon addition of CN´. To understand the factors that contribute to the rate enhancement, a density
functional theory (DFT) study was performed [80].

Figure 6 displays the overall reaction mechanism and the calculated potential energy profile
of dehydrogenation of 9,10-dihydroanthracene (SubH) by [MnV(O)(Cz)] (1) and [MnV(O)(Cz)(X)]´

([1´X]´, X = F´/CN´). In all cases, the reaction is stepwise with an initial hydrogen atom abstraction
barrier (TSHA) leading to a radical intermediate [2–X], which is followed by another hydrogen
atom abstraction barrier (TSD) to form the manganese(III)-corrolazine complex [3–X] and anthracene
products. The hydrogen atom abstraction barrier TSHA is the rate determining step in the mechanism,
while TSD is much smaller. Indeed, experimental studies showed the reaction to proceed with a large
kinetic isotope effect (KIE) of 10.4 and 6.7 for [1–F]´ and [1–CN]´, respectively. Calculations then
estimated the KIEs from the reaction mechanism using the Eyring and Wigner models [82] and found
values of 8.5 and 8.6, respectively, which is in good quantitative agreement with experiment.

All reactant structures are characterized, either with or without axial F´/CN´ ligand, as a
closed-shell singlet spin state with orbital occupation δx2–y2

2 [80,81,83–85]. Higher in energy are a
triplet spin manganese(V)-oxo species with δx2–y2

1 π*xz
1 occupation and triplet and quintet spin states

with δx2–y2
1 π*xz

1 π*yz
1 a”1 occupation. Addition of substituents to the periphery of the corrolazine

macrocycle had little effect on the spin state ordering and relative energies [84] and neither had the
addition of an axial ligand [80,84]. However, addition of Zn2+ ions to the solution led to the formation
of a [Zn2+–O=MnIV(Cz+‚)] complex where the zinc pulled the oxygen atom away from the manganese
corrolazine and forced it into a high-spin state with δx2–y2

1 π*xz
1 π*yz

1 a”1 occupation through valence
tautomerism [83].

The hydrogen atom abstraction barriers from 9,10-dihydroanthracene are 18.7 kcal¨ mol´1 for
structure 1, 13.7 kcal¨ mol´1 for [1–F]´ and 13.1 kcal¨ mol´1 for [1–CN]´. Therefore, the rate
enhancement for addition of an axial ligand to the manganese(V)-oxo corrolazine is 5.0 kcal¨ mol´1

for a fluoride anion and 5.6 kcal¨ mol´1 for a cyanide anion. By contrast, the experimental rate
enhancements of the second-order rate constants of 2100 and 16,000 correspond to a decrease of the
hydrogen atom abstraction barriers by 4.5 and 5.7 kcal¨ mol´1, respectively. Clearly, DFT computed
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reaction mechanisms and potential energy profiles reproduce relative energies of barrier heights
and regioselectivities extremely well. However, as a caveat it should be mentioned that careful
consideration of the methods and basis set needs to be taken into account [84–87].Int. J. Mol. Sci. 2016, 17, 519 9 of 25 
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2.3. Case Study 3

The challenges of computational analysis of heme proteins are compounded by the fact that
the central iron atom can appear in a number of oxidation states (II, III or IV) as well as associated
spin states as described above. Modelling heme-protein interactions in the absence of the iron(III)
ion can in some cases lead to detailed information about the protein environment. However, great
care should be taken in this approach as, for instance replacing the iron(III) with the commonly
used zinc(II) does not provide a +3 charge of the metal-heme and therefore may not be particularly
useful [59,88]. An alternative approach applied by us and others previously [89–91] is to replace iron(III)
with gallium(III), which retains the correct charge. As such Ga(III)-protoporphyrin IX (Ga-PPIX) can
function as a suitable model for ferric heme. Note that these and other gallium(III)-porphyrinoid
complexes, such as gallium(III)-corroles, are used in medicine for tumor detection and elimination [92].

In addition, electronic coupling of the central iron in heme to other redox active metals may
affect the spectroscopic fingerprints of the iron-heme. Thus, as described above in Figure 1b, the
iron(III)-heme in cytochrome c oxidase has a close-lying nonheme copper(II) center. This is not an
unusual feature as shown in Figure 3 for the di-heme structure of cytochrome c peroxidase, where the
interactions between parallel heme rings leads to complicated electronic coupling [51,93]. In these
heme enzymes the peroxidase activity is modulated by the electronic coupling between the two
individual heme rings. Such interactions are very hard to analyze computationally. Models are first
required to extend the analysis to the scale of two interacting porphyrin rings, and then the coupling
of the redox active metals can be added. An approach to this is the use of Ga(III) in place of the
Fe(III), clearly restricting interactions between the metal centers but allowing ring to ring effects to
be examined [94]. Another example of the importance of heme-heme interactions is in the malarial
hemozoin pigment that leads to insoluble ferric heme [95,96]. During its life cycle hemoglobin is
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degraded and the dimeric heme-based hemozoin is formed [97]. In a collaborative study, Bohle and
Dodd prepared a Ga(III) substituted porphyrin and Pinter and Stillman carried out a spectroscopic
and computational analysis [98]. The corresponding Zn(II)-PPIX was also prepared as a model for
the spectroscopic and electronic structural properties of the ring with minimal interactions from the
central metal. The absorption, and particularly, the magnetic circular dichroism (MCD) spectroscopic
results showed that the electronic structures of the Ga(III)-PPIX and the Zn(II)-PPIX are similar but
differ in terms of the absence of overlapping charge-transfer bands from the Fe(III)-PPIX, i.e., heme.
The Ga(III)-PPIX was inserted into apo-myoglobin and exhibited similar spectral data as compared to
wildtype [91], which implicates that the Ga(III)-PPIX system is a suitable model for Fe(III) for testing
porphyrin charge effects.

The absorption and MCD data measured in methanol for Ga(III)-PPIX, Zn(II)-PPIX and
Fe(III)-PPIX are shown in Figure 7. It can be seen that the Ga(III)-PPIX and Zn(II)-PPIX display
the same series of bands, namely Q bands at 578 and 583 nm, with the vibronic bands approximately
39 nm blue-shifted, and B bands at 406 and 415 nm, respectively. On the other hand, the Fe(III)-PPIX
spectral data of the π-ring was overlaid by ring to Fe(III) charge-transfer, which is especially noticeable
in the 476 nm region. The MCD spectral data identifies the ca. 9:1 ratio of angular momentum difference
for the Q:B bands for the Ga(III) and Zn(II) complexes [99]. The effect of the charge-transfer is that it
quenches the angular momentum through configuration interaction between the many available states
in the visible region. The spectral data are consistent with a small but non-zero energy gap between the
HOMO and HOMO ´ 1 orbitals, ∆{HOMO ´ (HOMO ´ 1)} [100]. In the following, we will quantify
this statement using Figures 9 and 11 that bring together 17 test systems for comparison.
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the energies of the lowest unoccupied MOs (LUMOs), namely LUMO and LUMO + 1 orbitals. The 
MCD spectral data shows that those two orbitals are close enough to degeneracy to result in the 
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Figure 7. Absorption and magnetic circular dichroism (MCD) spectra of (A) Ga(III)-PPIX,
(B) Zn(II)-PPIX and (C) Fe(III)-PPIX all in methanol. Reproduced with permission of the American
Chemical Society from [84].

The computational results on Ga(III)-PPIX, its dimer and Zn(II)-PPIX are shown in Figure 8.
Although the PPIX ring is not centrosymmetric due to the peripheral substituents, there is little
evidence in the optical data that they contribute significantly because the effect is observed to a greater
extent below the top two occupied molecular orbitals (MOs), namely orbital 157 and 158 for Ga-PPIX
and orbital 162 and 163 for Zn-PPIX. These highest occupied MOs (HOMOs) are almost identical in
the electronic distribution to the MOs of the symmetric Zn-porphyrins [100,101]. The lower symmetry
introduced by the peripheral substituents of PPIX also does not significantly affect the energies of
the lowest unoccupied MOs (LUMOs), namely LUMO and LUMO + 1 orbitals. The MCD spectral
data shows that those two orbitals are close enough to degeneracy to result in the appearance of the
well-defined sigmoidal morphology of the symmetrical A term. The authors [98] reported that the
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influence of the asymmetric peripheral substituents typical of a PPIX ring, is seen at LUMO + 3 and
higher for both Ga(III)-PPIX and Zn(II)-PPIX.
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Figure 8. Top six highest occupied and lowest six unoccupied MOs for (A) Ga(III)-PPIX(OH)
(orbitals 153–164), (B) the Ga(III)-PPIX dimer {(Ga(III)-PPIX)2} (orbitals 303–314) and (C) Zn(II)-PPIX
(orbitals 158–169). The energies were calculated using density functional theory (DFT) methods:
B3LYP/LANL2DZ. Shown are the energies and molecular orbital surfaces for the top six occupied
MOs (green and blue phases) and the lowest six unoccupied MOs (red and yellow phases). Hydrogens
have been omitted from structures for clarity. The lowest shown molecular orbital for Ga-PPIX is
HOMO-5 at 153, for (Ga-PPIX)2 is HOMO-5 at 303, and for Zn-PPIX is HOMO-5 at 158. Reproduced
with permission of the American Chemical Society [98].

Table 1 shows the calculated values for the energy splitting between the HOMO and (HOMO ´ 1)
as well as the LUMO and (LUMO + 1) orbitals for the Ga(III) and Zn(II)-PPIX complexes. As has
been reported previously [100], when the ∆(“HOMO”) value is close to zero, the oscillator strength
of the Q-band transition is very low. The trend graph (Figure 9) places these data on the values
for 17 porphyrins and phthalocyanines and the PPIX data follow the trend well. Similarly, the
∆{LUMO ´ HOMO} value predicts the Q-band energies closely near 17,000 cm´1 or 588 nm, almost
exactly where the Q-bands are located by the MCD positive A-terms (Figure 7). The trend in the Q-B
separation, while predicted accurately by the calculations as ca. 7000–8000 cm´1, however, do not lie
on the trend line for the other test cases used.

Table 1. HOMO/LUMO energy gaps in Ga(III) and Zn(II)-PPIX complexes. Values are in kcal¨ mol´1.

Compound 1 ∆{HOMO ´ (HOMO ´ 1)} ∆{(LUMO + 1) ´ (LUMO)} ∆{LUMO ´ HOMO}

Ga(III)-PPIX 0.109 ~0 23.20
Zn(II)-PPIX 0.054 ~0 23.70

1 Data adapted from [91].



Int. J. Mol. Sci. 2016, 17, 519 12 of 25

Int. J. Mol. Sci. 2016, 17, 519 12 of 25 

 

 
Figure 9. Trends in optical properties as a function of the energies of the four "Gouterman" orbitals. 
(A) Energy of the Q-band as a function of Δ(LUMO–HOMO); (B) Q-band oscillator strength (f) as a 
function of Δ(“HOMO”) or Δ{(HOMO) − (HOMO − 1)}; (C) Q-B energy gap as a function of 
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Figure 9. Trends in optical properties as a function of the energies of the four "Gouterman" orbitals.
(A) Energy of the Q-band as a function of ∆(LUMO–HOMO); (B) Q-band oscillator strength (f) as
a function of ∆(“HOMO”) or ∆{(HOMO) ´ (HOMO ´ 1)}; (C) Q-B energy gap as a function of
∆(“HOMO”) or ∆{(HOMO) ´ (HOMO ´ 1)}. (Key: Molecular structures of the zinc complexes
of porphyrin (P), tetraazaporphyrin (TAP), tetraphenyl-porphyrin (TPP), tetrabenzoporphyrin
(TBP), phthalocyanine (Pc), tetraphenyltetrabenzoporphyrin (TPTBP), naphthoporphyrin (NP),
naphthalocyanine (Nc), tetraphenyltetranaphthoporphyrin (TPTNP), tetraacenaphthoporphyrin
(TANP), tetraacenaphthotetraazaporphyrin (TATANP), tetraphenyltetraacenaphthoporphyrin
(TPTANP), tetraphenylethynylacenaphthoporphyrin (TPETANP), tetraphenanthroporphyrin (PP),
octa´henylphthalocyanine ((αC5H5)8Pc), anthracoporphyrin (AP) and anthracocyanine (Ac)).
Adapted from [98].
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In order to understand the trends depicted in Figure 9, it is instructive to view the four Gouterman
orbitals in greater detail so as to be able to discern the nodal patterns that identify the HOMO and its
partner with the ˘4 and the LUMO and its partner with the ˘5 origins angular momentum. These
four Gouterman orbitals are schematically depicted in Figure 10. Indeed, locating the four nodes
of the HOMO and the 5 nodes of the LUMO provide excellent evidence of the number of aromatic
π-electrons, here confirming unambiguously that PPIX is an 18π-electron system. Figure 10 redraws
the data in Figure 8 to allow the nodal patterns to be seen. The dimer nodes for the top ring only are
shown. It is significant we feel that there was no significant delocalization over the two porphyrin
rings, however, this is not unexpected of the dimer.
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Mack et al. [100] demonstrated a series of trends that linked parameters that were extracted 
from the optical spectra of a wide range of porphyrins and phthalocyanines and correlated these 
with the energies of the “Gouterman four-orbital set”, i.e., the two highest occupied and the two 
lowest virtual orbitals, see Figure 11, and the optimized geometry in Figure 12. Those MOs were 
reproduced by Pinter et al. [98] with the data for the Ga(III)-PPIX and Zn(II)-PPIX included. 

Figure 10. Relative energies of the four Gouterman orbitals of Ga(III)-PPIX, (Ga(III)-PPIX)2 and
Zn(II)-PPIX. Only the electron density distribution of top ring of the dimer is shown for the
(Ga(III)-PPIX)2. Colored lobes represent positive and negative phases of the orbitals. For the occupied
molecular orbitals the two phases are indicated by green and blue isosurfaces; for the unoccupied
molecular orbitals the two phases are indicated by red and yellow isosurfaces. Reproduced with
permission of American Chemical Society [98].

Mack et al. [100] demonstrated a series of trends that linked parameters that were extracted from
the optical spectra of a wide range of porphyrins and phthalocyanines and correlated these with the
energies of the “Gouterman four-orbital set”, i.e., the two highest occupied and the two lowest virtual
orbitals, see Figure 11, and the optimized geometry in Figure 12. Those MOs were reproduced by
Pinter et al. [98] with the data for the Ga(III)-PPIX and Zn(II)-PPIX included.
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B3LYP/LANL2DZ level of theory. This DFT-calculated ground state geometry closely resembled  
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The key features of the data in this figure are the energy differences between the top two 
occupied orbitals, which have a1u and a2u symmetry in symmetric porphyrins. The trends above 
show that as the energy difference between the orbitals increases so does the intensity of the 
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whole 200–800 nm spectrum well, the calculated Q-band energies actually are usually very good. 
The Q-band contributions for the Ga(III)-PPIX complex are quite straightforward and reflect on the 
lack of an interaction of the Ga(III) ion with the π-system. Figure 13 diagrammatically shows the MO 
contributions to the two overlapping Q-band transitions of the Ga(III)-PPIX complex, which are at 
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Figure 11. Comparison between the orbital energy levels (horizontal lines) of the “Gouterman”
4-orbitals for a range of porphyrin and phthalocyanines. The “*” marks the a1u orbital. The key
to the abbreviations is in the caption to Figure 9. The black box highlights the molecular orbitals energy
levels of the GaPPIX, ZnPPIX, and the (GaPPIX)2. Reproduced with permission of American Chemical
Society [100].
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Figure 12. Ball-and-stick representation of the ground state geometry as calculated with DFT at the
B3LYP/LANL2DZ level of theory. This DFT-calculated ground state geometry closely resembled
the structure obtained later from X-ray analysis [98]. Color coding: grey = carbon, blue = nitrogen,
red = oxygen. Reproduced with permission of American Chemical Society [98].

The key features of the data in this figure are the energy differences between the top two occupied
orbitals, which have a1u and a2u symmetry in symmetric porphyrins. The trends above show that as
the energy difference between the orbitals increases so does the intensity of the formally-forbidden
Q-transition. Clearly, the highest occupied MOs of the Ga(III)-PPIX and the Zn(II)-PPIX complexes
resemble the splitting of Zn(II)-TPP (tetraphenylporphyrin) rather than Zn(II)-Pc (phthalocyanine).

Time-dependent density functional theory (TDDFT) allows predictions of the calculated optical
spectrum of molecules. It is our experience that while TDDFT results can reproduce the absorption
spectrum over a wide energy range quite well, the accuracy of the predicted Q-band energies are
often quite wrong. In particular, we commonly observed blue-shifted optical spectra from TDDFT
calculations. On the other hand, while the ZINDO/S spectral calculations often do not reproduce
the whole 200–800 nm spectrum well, the calculated Q-band energies actually are usually very good.
The Q-band contributions for the Ga(III)-PPIX complex are quite straightforward and reflect on the
lack of an interaction of the Ga(III) ion with the π-system. Figure 13 diagrammatically shows the MO
contributions to the two overlapping Q-band transitions of the Ga(III)-PPIX complex, which are at
almost the same energy as those indicated by the symmetric A-term in Figure 7 above. The Q-band
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region of the {(Ga(III)-PPIX)2} is much more complicated with cross-term contributions that participate
significantly in optical data in the Q-band region. The TDDFT calculation predicted a Q-band maximum
near 548 nm [98].
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Figure 13. Contributing MOs for the Q-band in Ga(III)-PPIX as obtained from TD-DFT calculations.
The Q-band is predicted to be at 535 nm, but is observed at 578 nm. The orbital contributions (black
for positive; red for negative) are shown for the green transition at each energy. The black transition
is described in the adjacent figures. Two bands are predicted to form the observed Q band, at 535.1
and 534.1 nm. As typically found, the pair of states representing the Q band, result from different
combinations of transitions between the same molecular orbitals when the electronic structure of the
molecule is not complicated by structural aspects. Reproduced with permission of American Chemical
Society [98].

The computational and experimental data described here provides strong support for the use of
DFT methods to interrogate the observed optical data; however, the error in the energy estimations is a
critical problem. The trends described since 2005 and extended here offer a route to circumventing
errors in assignments when overlapping bands are present, for example as a result of charge transfer.
The value of these trends lies also in their predictive use, calculation of the electronic structure for
molecules yet to be synthesized will allow the Q- and B-band energies to be predicted together with
the Q-band oscillator strength.

2.4. Case Study 4

The two porphyrin rings in the Ga(III)-PPIX dimer exhibit little direct overlap of the orbitals near
the HOMO, however, in many dimers there is significant delocalization. It is a goal in the design
of molecules that exploit the photophysical and redox properties inherent in the 18 π-system of the
porphyrins that they will exhibit very high absorbances in the visible-near infrared (IR) optical region.
In addition, red-shifting the Q band transition makes the compound more valuable technologically; for
example, in solar cells and for photodynamic therapy. However, an important first question to answer
is “will a specific new molecule actually exhibit complete delocalization in the HOMO, or will there
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be a localized electronic distribution”, as was the case in the Ga(III)-PPIX? A final question could be
“what is the predicted color of this new molecule”?

This brings us then to our last example, which is from the work of Hong Wang and colleagues [102]
that illustrates the value of the computational approach to understanding the optical properties of
very large systems. We mean by this that although the computational results might not provide
an exact match of the experimental data (of course, solvent effect and solution broadening are not
typically obtained from these TDDFT calculations) the energies and electron density distribution in
the molecular orbitals can be used to interpret and analyze the optical data, and, particularly, for
porphyrins, the respective MCD spectral data. We would like to use the phrase “massive peripheral
substitution” to describe the porphyrins made by Wang because although the molecules shown in
Figure 14 are porphyrin dimers, the effect of the conjugated linkers on the MO structure of each of the
rings is similar to that of peripheral substitution by a conjugated group. In these dimeric compounds,
the linkers between the two porphyrin rings are either a cross-conjugated quinone-dinaphtho- (2a, top)
or a rigid conjugated pentacene peripherally-fused ladder (1a, bottom), Figure 14. The key difference
between the two structures is the quinone, located midway in the pentacene ladder in 2a; both are
substituted by Ni(II). X-ray diffraction analysis confirmed the ruffling of the quinone-based structure
that was predicted by the DFT ground state geometry calculations [102].
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Figure 14. Molecular structures of the two fused-linker Ni-diporphyrins as calculated
by density functional theory (DFT) optimization. (Top) Cross-conjugated quinone-linked
dinaphtho[2,3]Zn-porphyrin (2a); (Bottom) Rigid conjugated pentacene peripherally-fused linked
di-Ni-porphyrin (1a). Reproduced with permission, Jiang et al. [102].

The ground state geometry minimization carried out using DFT calculations very closely
reproduced the structure of the Ni-(quinone-dinaphtho[2,3]diporphyrin) determined by X-ray
diffraction (Figure 14; TOP). Both structures show a marked twist across the rigid and almost
planar linking ladder of the pentacene-parent. There is only a DFT-optimized geometry structure
for the pentacene-Ni-diporphyrin but the DFT optimized structure closely resembles that of the
quinone-dinaphtho-Ni-diporphyrin providing support for the calculated structure.

The MO energy stack (Figures 15 and 16) provide insight into the first and paramount question
“Are the highest occupied and lowest unoccupied orbitals delocalized over both porphyrin rings of the
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diad or localized in the main on just one ring”? A cogent reason for asking this question came from the
absorption spectra, Figure 17. The spectrum, Figure 17, of the pentacene-linked-Ni diporphyrin (1a)
was unlike a typical porphyrin spectrum. Specifically, the series of bands to the red of 500 nm extending
to 750 nm was unusual. Similarly the absorption spectra of the Ni- and Zn- quinone-dinaptho-linked
porphyrins (2a and 2b in Ref [102]; just the Ni-2a complex is shown here) were also unusual but not
the same as that measured for the Ni-porphyrin with the pentacene linker (1a).

TDDFT calculations were carried out on all four of the compounds reported by Jiang et al. [102]
Figure 15 shows that clearly for both the Ni-pentacene linker and Ni-quinone-dinaphtho- linker that
delocalization is complete especially for the top two filled MOs (for 1a: 501/500; for 2a: 508/507)
and the two lowest unoccupied π* orbitals (for 1a: 501/502; for 2a: 509/510). In addition, these
MOs are clearly π-ring and pentacene-based. Key data from the energy level Figure 15 is that for the
pentacene-linked Ni-porphyrin (1a) highest occupied MOs 500 and 501, and lowest unoccupied 502
and 503 MOs are all well separated in energy, Figure 16. Splitting of the two lowest unoccupied MOs
is unusual for a porphyrin.
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Figure 15. Energies and MO electron density surfaces for 1a and 2a from G09 TDDFT calculations. Of
particular note, is the large splitting of the pairs of HOMO and LUMO orbitals in (1a) and the almost
complete absence of splitting in (2a), see Figure 14 for the molecular structures and Figure 16 for a
more detailed view with the energies included. Reproduced with permission, Jiang et al. [102].
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In Figure 16, the surfaces of the pairs of highest occupied MOs (500/501 (1a) and 507/508 (2a))
and lowest unoccupied MOs (502/503 (1a) and 509/510 (2a)) for the pentacene-linked Ni-diporphyrin
1a (left) and the quinone-dinaphtho-Ni-diporphyrin 2a (right), show the extent of delocalization of
these four critical porphyrin MOs. The energies of these four orbitals indicate that the presence of the
quinones is to reduce the splitting between the pairs of HOMO and LUMO orbitals compared with the
benzenoid pentacene. Surprisingly, the nodal pattern of 4 for the HOMO and 5 for the LUMO expected
and found for the monomeric tetrapyrroles is retained in both compounds despite the delocalization
across the entire molecule [100]. The order of magnitude difference in the energies between the pairs of
occupied and unoccupied orbitals has significant consequences for the angular momentum observed
in the MCD spectra as we will discuss next.
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Figure 16. The pairs of HOMO (500/501 (1a) and 507/508 (2a)) and LUMO (502/503 (1a) and 509/510
(2a)) orbitals with their respective energies for the pentacene-linked Ni-diporphyrin 1a (left) and the
quinone-dinaphtho-Ni-diporphyrin 2a (right) showing the energy differences (∆E). Reproduced with
permission, Jiang et al. [102].

The optical data of the two structures were markedly different (Figure 17). Neither compound
exhibited either absorption or MCD spectral envelopes similar to typical porphyrin spectra [59] for
which typically, one sees a strong B band near 400 nm and a weaker Q band near 580 nm, as we show
above for the Zn(II)-PPIX, Figure 8. However, the assignments of the optical data became clearer when
the MCD spectra were compared, Figure 17. In the Jiang et al. [102] paper, the Ni(II), and free base
derivatives of the pentacene-linked diporphyrins (Compound 1a, in Jiang et al. [102]) and the Ni-, Zn-,
and free-base-quinone-dinaphtho-diporphyrins (Compounds 2a, 2b and 2c in [102]) were reported.

The first answer that the MCD spectra provided was that the Ni(II) derivatives exhibited only one
transition in the absorption spectrum not observed for the free-base or Zn(II) derivatives, namely a
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band at 730 nm in the spectrum of Compound 1a. The other bands in the spectrum could be assigned
as being π-π*. The MCD spectral data for Ni-1a are quite different than the data for the Ni- and Zn-
quinone-dinaphtho-linked porphyrins. The MO energy diagram (Figure 16) shows how the energies
of the top filled and lowest empty MOs are quite different for the 2 classes of linker. For the pentacene
linker (Compound 1a), 500 and 501 and 502 and 503 are split by about 0.5 eV. This is significant
because it breaks any accidental degeneracies left over from the 18 π rings [100] and as we will explain
below, accounts for the MCD spectral envelope for 1a. The split between these four orbitals for the
quinone-dinaphtho-Ni and Zn-diporphyrins (Compounds 2a and 2b) is an order of magnitude smaller
with 507 and 508 split by ca. 0.05 eV and 509 and 510 by just 0.03 eV. Again, it accounts for the observed
MCD spectral envelope as we will outline next.
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Figure 17. Absorption and MCD of the pentacene-fused Ni-diporphyrin, Compound 1a (Left) and
the quinone-dinaphtho-Ni-diporphyin, Compound 2a (Right). The molecular structures are shown in
Figure 14. Adapted from and reproduced with permission, Jiang et al. [102].

The MCD spectrum of porphyrins has been described above and the assignment power for
porphyrinoid spectra outlined. Here in Figure 17 we find the essential assignment criterion provided by
the MCD experiment clearly illustrated through the manner in which the change in angular momentum
for both pseudo A terms (which are really close lying B terms) and oppositely signed B terms [59] is
related to the electronic structure. The MCD spectrum very closely tracks the angular momentum of
aromatic compounds, but in the case of the symmetry lowering effect of the fused linkers we were
surprised that the porphyrin aromaticity dominated the spectral data for the quinone-dinaphtho
linker species.

The effect of the splitting by 0.5 eV of MOs 500/501 and 502/503 is to separate the nominally
degenerate pairs of porphyrin ring MOs. The MCD clearly shows the presence of a series of
coupled B terms located under each of the many bands in the absorption spectrum of Compound
1a. The Ni-pentacene-linked-diporphyrin spectrum could be assigned to a series of nondegenerate
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transitions from the occupied orbitals 497–501 to 502–506. Thus, we can identify bands in the porphyrin
B region near the maximum at 435 nm with MCD bands at 429 (+), and 476 (´) nm as representing
most likely superposition of four transitions, then the 544 nm absorption is associated with a weak
positive MCD band followed by coupled MCD B terms at 578 and 640 nm. This accounts for all but the
730 nm band. The MCD is very weak (and noisy) but might arise from charge transfer between the
ring and the Ni(II).

For the same approximate absorbance in the B region the Ni-quinone-linked-diporphyrin
spectrum is also assigned to a series of nondegenerate transitions but the top filled (507/508) and
lowest unoccupied (509/510) are so close in energy that we now observe a very much more intense set
of bands as the angular momentum has not been quenched as much. So, the MCD spectrum clearly
identifies the transitions at 428 (+) and 465 (´) nm, the 503 nm band appears associated with the
negative MCD band at 500 nm. It is the visible region bands that illustrate best the assignment power
of the technique. The effect of the near degeneracy of the 507/508 and 509/510 MOs is signally by the
much more intense pseudo A term at 601(+) and 618(´) nm.

In summary for Case 4, we find that the combination of the MCD data and the calculation of the
energies and special distribution of the molecular orbitals together allowed characterization of the
optical properties of these unusual molecules.

3. Conclusions

Computational modelling carried out for metalloporphyrins and hemes is an important branch
of research and provides a strong foundation for experimental studies into structure, mechanism
and reactivity. Often computational modelling can give insights beyond those that are found from
experiment and frequently helps with the interpretation of spectroscopic results. This present paper
highlights a series of case studies describing metalloporphyrins focused on understanding the detailed
structure, reactivities, spectroscopic parameters and mechanisms leading to an understanding of the
contribution of each molecular component to the observed reactivity, redox properties and optical
properties, and ultimately allowing informed design of novel compounds for technological and
medical application.

In Case Study 1, we emphasize reproducing experimentally observed reaction mechanisms,
product distributions and rate constants. As iron-based complexes tend to have close-lying spin states
this is not a straightforward task. Nevertheless, computational modelling reproduces the experiment
well and gives free energies of activation that follow the experimental trends. Moreover, despite an
apparent systematic error, theory predicts the correct regio- and enantioselectivity of chemical reactions.

In Case Study 2, work on biomimetic model complexes is described, which in contrast to
enzyme chemistry proceed in the solvent phase rather than in an encapsulated protein structure.
The described work predicts rate enhancements and kinetic isotope effects well and generally explains
experimental observations.

In Case Study 3, the spectroscopic properties of metalloporphyrins are described. In particular
focus is in Ga(III) and Zn(II) porphyrins, models for the heme. It is shown that a variety of spectroscopic
features are obtained through small modifications to the porphyrin structure and substituents, which
is described in terms of orbital energy levels and excitation energies.

In Case Study 4, we focus on understanding and predicting the optical properties of extremely
complicated porphyrin structures, here porphyrins linked by aromatic “ladders”. Computational
analysis has relevance to the prediction of the color of a molecule. The examples show that the
calculations generally do well and predict the correct spectroscopic features.

Acknowledgments: Sam P. de Visser wishes to thank the National Service for Computational Chemistry Software
(NSCCS) for cpu time provided and the Royal Society of Chemistry for a Journal Grant. Martin J. Stillman
acknowledges long term financial support from NSERC of Canada and the Academic Development Fund of the
University of Western Ontario, and SHARCNET at the University of Western Ontario, for providing extensive
computational resources. Martin J. Stillman wishes to thank Nagao Kobayashi at Shinshu University for his
continuing discussions on the electronic structure of porphyrinoids, and Ingo Barth, Max Planck Institute of



Int. J. Mol. Sci. 2016, 17, 519 21 of 25

Microstructure Physics, Halle, Germany, for recent in-depth discussions on the angular momentum in porphyrins
as measured by the MCD technique.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Kadish, K.M., Smith, K.M., Guilard, R., Eds.; Handbook of Porphyrin Science; World Scientific Publishing Co.:
Hackensack, NJ, USA, 2010.

2. Ortiz de Montellano, P.R. Catalytic sites of hemoprotein peroxidases. Annu. Rev. Pharmacol. Toxicol. 1992, 32,
89–107. [CrossRef] [PubMed]

3. Raven, E.L. Understanding functional diversity and substrate specificity in haem peroxidases: What can we
learn from ascorbate peroxidase? Nat. Prod. Rep. 2003, 20, 367–381. [CrossRef] [PubMed]

4. Poulos, T.L. Thirty years of heme peroxidase structural biology. Arch. Biochem. Biophys. 2010, 500, 3–45.
[CrossRef] [PubMed]

5. Hollmann, F.; Arends, I.W.C.E.; Buehler, K.; Schalley, A.; Bühler, B. Enzyme-mediated oxidations for the
chemist. Green Chem. 2011, 13, 226–235. [CrossRef]

6. Nicholls, P.; Fita, I.; Loewen, P.C. Enzymology and structure of catalases. Adv. Inorg. Chem. 2000, 51, 51–106.
7. Sono, M.; Roach, M.P.; Coulter, E.D.; Dawson, J.H. Heme-containing oxygenases. Chem. Rev. 1996, 96,

2841–2887. [CrossRef] [PubMed]
8. Ortiz de Montellano, P.R., Ed.; Cytochrome P450: Structure, Mechanism, and Biochemistry, 3rd ed.; Kluwer

Academic/Plenum Publishers: New York, NY, USA, 2004.
9. Meunier, B.; de Visser, S.P.; Shaik, S. Mechanism of oxidation reactions catalyzed by cytochrome P450

enzymes. Chem. Rev. 2004, 104, 3947–3980. [CrossRef] [PubMed]
10. Denisov, I.G.; Makris, T.M.; Sligar, S.G.; Schlichting, I. Structure and chemistry of cytochrome P450. Chem. Rev.

2005, 105, 2253–2277. [CrossRef] [PubMed]
11. Munro, A.W.; Girvan, H.M.; McLean, K.J. Variations on a (t)heme—Novel mechanisms, redox partners

and catalytic functions in the cytochrome P450 superfamily. Nat. Prod. Rep. 2007, 24, 585–609. [CrossRef]
[PubMed]

12. Ortiz de Montellano, P.R. Hydrocarbon hydroxylation by cytochrome P450 enzymes. Chem. Rev. 2010, 110,
932–948. [CrossRef] [PubMed]

13. Guengerich, F.P. Common and uncommon cytochrome P450 reactions related to metabolism and chemical
toxicity. Chem. Res. Toxicol. 2001, 14, 611–650. [CrossRef] [PubMed]

14. Posner, G.H.; O’Neill, P.M. Knowledge of the proposed chemical mechanism of action and cytochrome P450
metabolism of antimalarial trioxanes like artemisinin allows rational design of new antimalarial peroxides.
Acc. Chem. Res. 2004, 37, 397–404. [CrossRef] [PubMed]

15. Tsuchiya, Y.; Nakajima, M.; Yokoi, T. Cytochrome P450-mediated metabolism of estrogens and its regulation
in human. Cancer Lett. 2005, 227, 115–124. [CrossRef] [PubMed]

16. Krámos, B.; Oláh, J. Enolization as an alternative proton delivery pathway in human aromatase (P450 19A1).
J. Phys. Chem. B 2014, 118, 390–405. [CrossRef] [PubMed]

17. Groves, J.T. The bioinorganic chemistry of iron in oxygenases and supramolecular assemblies. Proc. Natl.
Acad. Sci. USA 2003, 100, 3569–3574. [CrossRef] [PubMed]

18. Watanabe, Y.; Nakajima, H.; Ueno, T. Reactivities of oxo and peroxo intermediates studied by hemoprotein
mutants. Acc. Chem. Res. 2007, 40, 554–562. [CrossRef] [PubMed]

19. De Visser, S.P., Kumar, D., Eds.; Iron-Containing Enzymes: Versatile Catalysts of Hydroxylation Reaction in Nature;
RSC Publishing: Cambridge, UK, 2011.

20. Aranda, R.; Cai, H.; Worley, C.E.; Levin, E.J.; Li, R.; Olson, J.S.; Phillips, G.N., Jr.; Richards, M.P. Structural
analysis of fish versus mammalian hemoglobins: Effect of the heme pocket environment on autooxidation
and hemin loss. Proteins 2009, 75, 217–230. [CrossRef] [PubMed]

21. Hirata, K.; Shinzawa-Itoh, K.; Yano, N.; Takemura, S.; Kato, K.; Hatanaka, M.; Muramoto, K.; Kawahara, T.;
Tsukihara, T.; Yamashita, E.; et al. Determination of damage-free crystal structure of an X-ray–sensitive
protein using an XFEL. Nat. Methods 2014, 11, 734–736. [CrossRef] [PubMed]

22. Murphy, E.J.; Metcalfe, C.L.; Nnamchi, C.; Moody, P.C.E.; Raven, E.L. Crystal structure of guaiacol and
phenol bound to a heme peroxidase. FEBS J. 2012, 279, 1632–1639. [CrossRef] [PubMed]

http://dx.doi.org/10.1146/annurev.pa.32.040192.000513
http://www.ncbi.nlm.nih.gov/pubmed/1605582
http://dx.doi.org/10.1039/b210426c
http://www.ncbi.nlm.nih.gov/pubmed/12964833
http://dx.doi.org/10.1016/j.abb.2010.02.008
http://www.ncbi.nlm.nih.gov/pubmed/20206121
http://dx.doi.org/10.1039/C0GC00595A
http://dx.doi.org/10.1021/cr9500500
http://www.ncbi.nlm.nih.gov/pubmed/11848843
http://dx.doi.org/10.1021/cr020443g
http://www.ncbi.nlm.nih.gov/pubmed/15352783
http://dx.doi.org/10.1021/cr0307143
http://www.ncbi.nlm.nih.gov/pubmed/15941214
http://dx.doi.org/10.1039/B604190F
http://www.ncbi.nlm.nih.gov/pubmed/17534532
http://dx.doi.org/10.1021/cr9002193
http://www.ncbi.nlm.nih.gov/pubmed/19769330
http://dx.doi.org/10.1021/tx0002583
http://www.ncbi.nlm.nih.gov/pubmed/11409933
http://dx.doi.org/10.1021/ar020227u
http://www.ncbi.nlm.nih.gov/pubmed/15196049
http://dx.doi.org/10.1016/j.canlet.2004.10.007
http://www.ncbi.nlm.nih.gov/pubmed/16112414
http://dx.doi.org/10.1021/jp407365x
http://www.ncbi.nlm.nih.gov/pubmed/24369956
http://dx.doi.org/10.1073/pnas.0830019100
http://www.ncbi.nlm.nih.gov/pubmed/12655056
http://dx.doi.org/10.1021/ar600046a
http://www.ncbi.nlm.nih.gov/pubmed/17567089
http://dx.doi.org/10.1002/prot.22236
http://www.ncbi.nlm.nih.gov/pubmed/18831041
http://dx.doi.org/10.1038/nmeth.2962
http://www.ncbi.nlm.nih.gov/pubmed/24813624
http://dx.doi.org/10.1111/j.1742-4658.2011.08425.x
http://www.ncbi.nlm.nih.gov/pubmed/22093282


Int. J. Mol. Sci. 2016, 17, 519 22 of 25

23. DeVore, N.M.; Scott, E.E. Nicotine and 4-(methylnitrosamino)-1-(3-pyridyl)-1-butanone binding and access
channel in human cytochrome P450 2A6 and 2A13 enzymes. J. Biol. Chem. 2012, 287, 26576–26585. [CrossRef]
[PubMed]

24. Giardina, B.; Messana, I.; Scatena, R.; Castagnola, M. The multiple functions of hemoglobin. Crit. Rev.
Biochem. Mol. Biol. 1995, 30, 165–196. [CrossRef] [PubMed]

25. Derat, E.; Shaik, S. Two-state reactivity, electromerism, tautomerism, and “surprise” isomers in the formation
of compound II of the enzyme horseradish peroxidase from the principal species, compound I. J. Am.
Chem. Soc. 2006, 128, 8185–8198. [CrossRef] [PubMed]

26. De Visser, S.P.; Nam, W. High-valent iron-oxo porphyrins in oxygenation reactions. In Handbook of Porphyrin
Science; Kadish, K.M., Smith, K.M., Guilard, R., Eds.; Chapter 44; World Scientific Publishing Co.: Hackensack,
NJ, USA, 2010; pp. 85–140.

27. Sivaraja, M.; Goodin, D.B.; Smith, M.; Hoffman, B.M. Identification by ENDOR of Trp191 as the free-radical
site in cytochrome c peroxidase compound ES. Science 1989, 245, 738–740. [CrossRef] [PubMed]

28. Huyett, J.E.; Doan, P.E.; Gurbiel, R.; Houseman, A.L.P.; Sivaraja, M.; Goodin, D.B.; Hoffman, B.M. Compound
ES of cytochrome c peroxidase contains a Trp π-cation radical: Characterization by continuous wave and pulsed
Q-band external nuclear double resonance spectroscopy. J. Am. Chem. Soc. 1995, 117, 9033–9041. [CrossRef]

29. De Visser, S.P. What affects the quartet-doublet energy splitting in peroxidase enzymes? J. Phys. Chem. B
2005, 109, 11050–11057. [CrossRef] [PubMed]

30. Michel, H.; Behr, J.; Harrenga, A.; Kannt, A. Cytochrome c oxidase: Structure and spectroscopy. Annu. Rev.
Biophys. Biomol. Struct. 1998, 27, 329–356. [CrossRef] [PubMed]

31. Capaldi, R.A. Structure and function of cytochrome c oxidase. Annu. Rev. Biochem. 1990, 59, 569–596.
[CrossRef] [PubMed]

32. Kim, Y.C.; Hummer, G. Cytochrome c oxidase structure and function. Biochem. Biophys. Acta 2012, 1817,
526–536. [PubMed]

33. Sun, Y.; Benabbas, A.; Zeng, W.; Kleingardner, J.G.; Bren, K.L.; Champion, P.M. Investigations of heme
distortion, low-frequency vibrational excitations, and electron transfer in cytochrome c. Proc. Natl. Acad.
Sci. USA 2014, 111, 6570–6575. [CrossRef] [PubMed]

34. Kleingardner, J.G.; Bren, K.L. Biological significance and applications of heme c proteins and peptides.
Acc. Chem. Res. 2015, 48, 1845–1852. [CrossRef] [PubMed]

35. Mack, J.; Stillman, M.J. Photochemical formation of the anion radical of zinc phthalocyanine and analysis
of the absorption and magnetic circular dichroism spectral data. Assignment of the optical spectrum of
[ZnPc(-3)]´. J. Am. Chem. Soc. 1994, 116, 1292–1304. [CrossRef]

36. Poulos, T.L. Heme enzyme structure and function. Chem. Rev. 2014, 114, 3919–3962. [CrossRef] [PubMed]
37. Alfonso-Prieto, M.; Biarnés, X.; Vidossich, P.; Rovira, C. The molecular mechanism of the catalase reaction.

J. Am. Chem. Soc. 2009, 131, 11751–11761. [CrossRef] [PubMed]
38. Dawson, J.H.; Holm, R.H.; Trudell, J.R.; Barth, G.; Linder, R.E.; Bunnenberg, E.; Djerassi, C.; Tang, S.C.

Magnetic circular dichroism studies. 43. Oxidized cytochrome P-450. Magnetic circular dichroism evidence
for thiolate ligation in the substrate-bound form. Implications for the catalytic mechanism. J. Am. Chem. Soc.
1976, 98, 3707–3709. [CrossRef] [PubMed]

39. De Visser, S.P. What external perturbations influence the electronic properties of catalase compound I?
Inorg. Chem. 2006, 45, 9551–9557. [CrossRef] [PubMed]

40. De Visser, S.P. Trends in substrate hydroxylation reactions by heme and nonheme iron(IV)-oxo oxidants
give correlations between intrinsic properties of the oxidant with barrier height. J. Am. Chem. Soc. 2010, 132,
1087–1097. [CrossRef] [PubMed]

41. Gross, Z.; Nimri, S. A pronounced axial ligand effect on the reactivity of oxoiron(IV) porphyrin cation
radicals. Inorg. Chem. 1994, 33, 1731–1732. [CrossRef]

42. Gross, Z. The effect of axial ligands on the reactivity and stability of the oxoferryl moiety in model complexes
of compound I of heme-dependent enzymes. J. Biol. Inorg. Chem. 1996, 1, 368–371. [CrossRef]

43. Czarnecki, K.; Nimri, S.; Gross, Z.; Proniewicz, L.M.; Kincaid, J.R. Direct resonance Raman evidence for
a trans influence on the ferryl fragment in models of compound I intermediates of heme enzymes. J. Am.
Chem. Soc. 1996, 118, 2929–2935. [CrossRef]

44. Green, M.T. Application of Badger’s rule to heme and non-heme iron-oxygen bonds: An examination of
ferryl protonation states. J. Am. Chem. Soc. 2006, 128, 1902–1906. [CrossRef] [PubMed]

http://dx.doi.org/10.1074/jbc.M112.372813
http://www.ncbi.nlm.nih.gov/pubmed/22700965
http://dx.doi.org/10.3109/10409239509085142
http://www.ncbi.nlm.nih.gov/pubmed/7555018
http://dx.doi.org/10.1021/ja0600734
http://www.ncbi.nlm.nih.gov/pubmed/16787083
http://dx.doi.org/10.1126/science.2549632
http://www.ncbi.nlm.nih.gov/pubmed/2549632
http://dx.doi.org/10.1021/ja00140a021
http://dx.doi.org/10.1021/jp053873u
http://www.ncbi.nlm.nih.gov/pubmed/16331950
http://dx.doi.org/10.1146/annurev.biophys.27.1.329
http://www.ncbi.nlm.nih.gov/pubmed/9646871
http://dx.doi.org/10.1146/annurev.bi.59.070190.003033
http://www.ncbi.nlm.nih.gov/pubmed/2165384
http://www.ncbi.nlm.nih.gov/pubmed/21946020
http://dx.doi.org/10.1073/pnas.1322274111
http://www.ncbi.nlm.nih.gov/pubmed/24753591
http://dx.doi.org/10.1021/acs.accounts.5b00106
http://www.ncbi.nlm.nih.gov/pubmed/26083801
http://dx.doi.org/10.1021/ja00083a015
http://dx.doi.org/10.1021/cr400415k
http://www.ncbi.nlm.nih.gov/pubmed/24400737
http://dx.doi.org/10.1021/ja9018572
http://www.ncbi.nlm.nih.gov/pubmed/19653683
http://dx.doi.org/10.1021/ja00428a054
http://www.ncbi.nlm.nih.gov/pubmed/1270706
http://dx.doi.org/10.1021/ic061019r
http://www.ncbi.nlm.nih.gov/pubmed/17083257
http://dx.doi.org/10.1021/ja908340j
http://www.ncbi.nlm.nih.gov/pubmed/20041691
http://dx.doi.org/10.1021/ic00087a001
http://dx.doi.org/10.1007/s007750050067
http://dx.doi.org/10.1021/ja952177c
http://dx.doi.org/10.1021/ja054074s
http://www.ncbi.nlm.nih.gov/pubmed/16464091


Int. J. Mol. Sci. 2016, 17, 519 23 of 25

45. Ji, L.; Faponle, A.S.; Quesne, M.G.; Sainna, M.A.; Zhang, J.; Franke, A.; Kumar, D.; van Eldik, R.; Liu, W.;
de Visser, S.P. Drug metabolism by cytochrome P450 enzymes: What distinguishes the pathways leading to
substrate hydroxylation over desaturation? Chem. Eur. J. 2015, 21, 9083–9092. [CrossRef] [PubMed]

46. De Visser, S.P.; Shaik, S.; Sharma, P.K.; Kumar, D.; Thiel, W. Active species of horseradish peroxidase (HRP)
and cytochrome P450: Two electronic chameleons. J. Am. Chem. Soc. 2003, 125, 15779–15788. [CrossRef]
[PubMed]

47. Shaik, S.; Kumar, D.; de Visser, S.P.; Altun, A.; Thiel, W. Theoretical perspective on the structure and
mechanism of cytochrome P450 enzymes. Chem. Rev. 2005, 105, 2279–2328. [CrossRef] [PubMed]

48. De Visser, S.P.; Ogliaro, F.; Shaik, S. How does ethene inactivate cytochrome P450 en route to its epoxidation?
A density functional study. Angew. Chem. Int. Ed. 2001, 40, 2871–2874. [CrossRef]

49. De Visser, S.P. Substitution of hydrogen by deuterium changes the regioselectivity of ethylbenzene
hydroxylation by an oxo-iron-porphyrin catalyst. Chem. Eur. J. 2006, 12, 8168–8177. [CrossRef] [PubMed]

50. Sahoo, D.; Quesne, M.G.; de Visser, S.P.; Rath, S.P. Hydrogen bonding interactions trigger a spin-flip in
iron(III)-porphyrin complexes. Angew. Chem. Int. Ed. 2015, 54, 4796–4800. [CrossRef] [PubMed]

51. Shimizu, H.; Schuller, D.J.; Lanzilotta, W.N.; Sundaramoorthy, M.; Arciero, D.M.; Hooper, A.B.; Poulos, T.L.
Crystal structure of Nitrosomonas europaea cytochrome c peroxidase and the structural basis for ligand
switching in bacterial di-heme peroxidases. Biochemistry 2001, 40, 13483–13490. [CrossRef] [PubMed]

52. Yu, Y.; Furuyama, T.; Tang, J.; Wu, Z.-Y.; Chen, J.-Z.; Kobayashi, N.; Zhang, J.-L. Stable iso-bacteriochlorin
mimics from porpholactone: Effect of a β-oxazolone moiety on the frontier π-molecular orbitals.
Inorg. Chem. Front. 2015, 2, 671–677. [CrossRef]

53. Chen, M.; Schliep, M.; Willows, R.D.; Cai, Z.L.; Neilan, B.A.; Scheer, H. A red-shifted chlorophyll. Science
2010, 329, 1318–1319. [CrossRef] [PubMed]

54. Linstead, R.P. Phthalocyanines Part I. A new type of synthetic colouring matters. J. Chem. Soc. 1934, 1934,
1016–1017. [CrossRef]

55. Mathew, S.; Yella, A.; Gao, P.; Humphry-Baker, R.; Curchod, B.F.; Ashari-Astani, N.; Tavernelli, I.;
Rothlisberger, U.; Nazeeruddin, M.K.; Grätzel, M. Dye-sensitized solar cells with 13% efficiency achieved
through the molecular engineering of porphyrin sensitizers. Nat. Chem. 2014, 6, 242–247. [CrossRef]
[PubMed]

56. Patel, N.J.; Chen, Y.; Joshi, P.; Pera, P.; Baumann, H.; Missert, J.R.; Ohkubo, K.; Fukuzumi, S.; Nani, R.R.;
Schnermann, M.J.; et al. Effect of metalation on porphyrin-based bifunctional agents in tumor imaging and
photodynamic therapy. Bioconjug. Chem. 2016, 27, 667–680. [CrossRef] [PubMed]

57. Zucchelli, G.; Santabarbara, S.; Jennings, R.C. The Q(y) absorption spectrum of the light-harvesting complex
II as determined by structure-based analysis of chlorophyll macrocycle deformations. Biochemistry 2012, 51,
2717–2736. [CrossRef] [PubMed]

58. Jornet-Somoza, J.; Alberdi-Rodriguez, J.; Milne, B.F.; Andrade, X.; Marques, M.A.; Nogueira, F.; Oliveira, M.J.;
Stewart, J.J.; Rubio, A. Insights into colour-tuning of chlorophyll optical response in green plants. Phys. Chem.
Chem. Phys. 2015, 17, 26599–26606. [CrossRef] [PubMed]

59. Mack, J.; Stillman, M.J.; Kobayashi, N. Application of MCD spectroscopy to porphyrinoids. Coord. Chem. Rev.
2007, 251, 429–453. [CrossRef]

60. Sainna, M.A.; Kumar, S.; Kumar, D.; Fornarini, S.; Crestoni, M.E.; de Visser, S.P. A comprehensive test set of
epoxidation rate constants by iron(IV)-oxo porphyrin complexes. Chem. Sci. 2015, 6, 1516–1529. [CrossRef]

61. Kumar, D.; de Visser, S.P.; Shaik, S. Multistate reactivity in styrene epoxidation by compound I of cytochrome
P450: Mechanisms of products and side products formation. Chem. Eur. J. 2005, 11, 2825–2835. [CrossRef]
[PubMed]

62. Kumar, D.; Latifi, R.; Kumar, S.; Rybak-Akimova, E.V.; Sainna, M.A.; de Visser, S.P. Rationalization of
the barrier height for para-Z-styrene epoxidation by iron(IV)-oxo porphyrins with variable axial ligands.
Inorg. Chem. 2013, 52, 7968–7979. [CrossRef] [PubMed]

63. De Visser, S.P.; Ogliaro, F.; Harris, N.; Shaik, S. Multi-state epoxidation of ethene by cytochrome P450:
A quantum chemical study. J. Am. Chem. Soc. 2001, 123, 3037–3047. [CrossRef] [PubMed]

64. De Visser, S.P.; Ogliaro, F.; Sharma, P.K.; Shaik, S. What factors affect the regioselectivity of oxidation by
cytochrome P450? A DFT study of allylic hydroxylation and double bond epoxidation in a model reaction.
J. Am. Chem. Soc. 2002, 124, 11809–11826. [CrossRef] [PubMed]

http://dx.doi.org/10.1002/chem.201500329
http://www.ncbi.nlm.nih.gov/pubmed/25924594
http://dx.doi.org/10.1021/ja0380906
http://www.ncbi.nlm.nih.gov/pubmed/14677968
http://dx.doi.org/10.1021/cr030722j
http://www.ncbi.nlm.nih.gov/pubmed/15941215
http://dx.doi.org/10.1002/1521-3773(20010803)40:15&lt;2871::AID-ANIE2871&gt;3.0.CO;2-R
http://dx.doi.org/10.1002/chem.200600376
http://www.ncbi.nlm.nih.gov/pubmed/16871510
http://dx.doi.org/10.1002/anie.201411399
http://www.ncbi.nlm.nih.gov/pubmed/25645603
http://dx.doi.org/10.1021/bi011481h
http://www.ncbi.nlm.nih.gov/pubmed/11695895
http://dx.doi.org/10.1039/C5QI00054H
http://dx.doi.org/10.1126/science.1191127
http://www.ncbi.nlm.nih.gov/pubmed/20724585
http://dx.doi.org/10.1039/jr9340001016
http://dx.doi.org/10.1038/nchem.1861
http://www.ncbi.nlm.nih.gov/pubmed/24557140
http://dx.doi.org/10.1021/acs.bioconjchem.5b00656
http://www.ncbi.nlm.nih.gov/pubmed/26735143
http://dx.doi.org/10.1021/bi201677q
http://www.ncbi.nlm.nih.gov/pubmed/22417459
http://dx.doi.org/10.1039/C5CP03392F
http://www.ncbi.nlm.nih.gov/pubmed/26250099
http://dx.doi.org/10.1016/j.ccr.2006.05.011
http://dx.doi.org/10.1039/C4SC02717E
http://dx.doi.org/10.1002/chem.200401044
http://www.ncbi.nlm.nih.gov/pubmed/15744771
http://dx.doi.org/10.1021/ic4005104
http://www.ncbi.nlm.nih.gov/pubmed/23822112
http://dx.doi.org/10.1021/ja003544+
http://www.ncbi.nlm.nih.gov/pubmed/11457014
http://dx.doi.org/10.1021/ja026872d
http://www.ncbi.nlm.nih.gov/pubmed/12296749


Int. J. Mol. Sci. 2016, 17, 519 24 of 25

65. De Visser, S.P.; Ogliaro, F.; Sharma, P.K.; Shaik, S. Hydrogen bonding modulates the selectivity of enzymatic
oxidation by P450: A chameleon oxidant behavior of compound I. Angew. Chem. Int. Ed. 2002, 41, 1947–1951.
[CrossRef]

66. De Visser, S.P. The axial ligand effect of oxo-iron porphyrin catalysts. How does chloride compare to thiolate?
J. Biol. Inorg. Chem. 2006, 11, 168–178. [CrossRef] [PubMed]

67. Kumar, D.; Karamzadeh, B.; Sastry, G.N.; de Visser, S.P. What factors influence the rate constant of substrate
epoxidation by compound I of cytochrome P450 and analogous iron(IV)-oxo oxidants. J. Am. Chem. Soc.
2010, 132, 7656–7667. [CrossRef] [PubMed]

68. De Visser, S.P.; Tan, L.S. Is the bound substrate in nitric oxide synthase protonated or neutral and what is the
active oxidant that performs substrate hydroxylation? J. Am. Chem. Soc. 2008, 130, 12961–12974. [CrossRef]
[PubMed]

69. Groves, J.T.; Avaria-Neisser, G.E.; Fish, K.M.; Imachi, M.; Kuczkowski, R.L. Hydrogen-deuterium exchange
during propylene epoxidation by cytochrome P-450. J. Am. Chem. Soc. 1986, 108, 3837–3838. [CrossRef]

70. Vardhaman, A.K.; Sastri, C.V.; Kumar, D.; de Visser, S.P. Nonheme ferric hydroperoxo intermediates are
efficient oxidants of bromide oxidation. Chem. Commun. 2011, 47, 11044–11046. [CrossRef] [PubMed]

71. Vardhaman, A.K.; Barman, P.; Kumar, S.; Sastri, C.V.; Kumar, D.; de Visser, S.P. Comparison of the reactivity
of nonheme iron(IV)-oxo versus iron(IV)-imido complexes: Which is the better oxidant? Angew. Chem. Int. Ed.
2013, 52, 12288–12292. [CrossRef] [PubMed]

72. Vardhaman, A.K.; Barman, P.; Kumar, S.; Sastri, C.V.; Kumar, D.; de Visser, S.P. Mechanistic insight into
halide oxidation by non-heme iron complexes. Haloperoxidase versus halogenase activity. Chem. Commun.
2013, 49, 10926–10928. [CrossRef] [PubMed]

73. Faponle, A.S.; Quesne, M.G.; Sastri, C.V.; Banse, F.; de Visser, S.P. Differences and comparisons of
the properties and reactivities of iron(III)-hydroperoxo complexes with saturated coordination sphere.
Chem. Eur. J. 2015, 21, 1221–1236. [CrossRef] [PubMed]

74. Pratter, S.M.; Konstantinovics, C.; DiGiuro, C.L.M.; Leitner, E.; Kumar, D.; de Visser, S.P.; Grogan, G.;
Straganz, G.D. Inversion of enantio-selectivity of a mononuclear non-heme iron(II)-dependent hydroxylase
by tuning the interplay of metal-center geometry and protein structure. Angew. Chem. Int. Ed. 2013, 52,
9677–9681. [CrossRef] [PubMed]

75. Gross, Z. High-valent corrole metal complexes. J. Biol. Inorg. Chem. 2001, 6, 733–738. [CrossRef] [PubMed]
76. Abu-Omar, M.M.; Loaiza, A.; Hontzeas, N. Reaction mechanisms of mononuclear non-heme iron oxygenases.

Chem. Rev. 2005, 105, 2227–2252. [CrossRef] [PubMed]
77. Palmer, J.H. Transition Metal Corrole Coordination Chemistry. In Structure and Bonding; Springer: Berlin,

Germany; Heidelberg, Germany, 2012.
78. Neu, H.M.; Baglia, R.A.; Goldberg, D.P. A balancing act: Stability versus reactivity of Mn(O) complexes.

Acc. Chem. Res. 2015, 48, 2754–2764. [CrossRef] [PubMed]
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