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Abstract
Since the 2019 novel Coronavirus disease (COVID-19) spread across the globe, 
risks brought by the pandemic set in and stock markets tumbled worldwide. Amidst 
the bleak economic outlook, investors’ concerns over the pandemic spread rapidly 
through social media but wore out shortly. Similarly, the crash only caused a rela-
tively short-lived bear market, which bottomed out and recovered quickly. Mean-
while, technology stocks have grabbed the spotlight as the digitally advanced sec-
tors seemed to show resilience in this Coronavirus-plagued market. This paper 
aims to examine market sentiments using social media to predict the stock market 
performance before, during and after the March 2020 stock market crash. In addi-
tion, using the Organisation for Economic Co-operation and Development Taxon-
omy of Sectoral Digital-intensity Framework, we identified market sectors that have 
outperformed others as the market sentiment was impacted by the unfolding of the 
pandemic. The daily stock performance of a usable sample of 1619 firms from 34 
sectors was first examined via a combination of hierarchical clustering and shape-
based distance measure. This was then tested against a time series of daily price 
changes through augmented vector auto-regression. Results show that market senti-
ments towards the pandemic have significantly impacted the price differences. More 
interestingly, the stock performance across sectors is characterized by the level of 
digital intensity, with the most digitally advanced sectors demonstrating resilience 
against negative market sentiments on the pandemic. This research is among the first 
to demonstrate how digital intensity mitigates the negative effect of a crisis on stock 
market performance.
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1 Introduction

The outbreak of 2019 novel Coronavirus disease (COVID-19) has brought wide-
spread risks and investor concerns worldwide, with the stock prices in all major 
stock markets seeing sudden and unprecedented fall. The Coronavirus stock mar-
ket crash was among the fastest falls in financial history [1]. Amidst the bleak 
economic outlook, investors’ concerns over the pandemic seemed to spread rap-
idly through social media but wore out shortly after that. Social media data meas-
ure people’s attention on unexpected incidents and can serve as a timely indicator 
that drives investment dynamics. For example, salient patterns exhibited in social 
media have been employed as an unconventional source of strategic information 
to predict stock market movements [2]. In fact, like the sudden surge and decline 
in social media postings on the pandemic, the crash only caused a relatively 
short-lived bear market, which bottomed out and recovered quickly.

Meanwhile, many countries have imposed lockdown measures in attempts to 
slow the spread of the life-threatening virus, from mandatory geographic quar-
antines, non-mandatory recommendations to working from home, closures of 
certain types of business entities, or bans on mass events and gatherings. These 
measures have brought those that are categorized as ‘non-essential’ brick-and-
mortar business activities close to complete standstill. However, reports have sug-
gested that even as most corporeal business activities halted, trade and consump-
tion continued to grow online as the virus peaked [3]. This is also well reflected 
in the financial markets—technology stocks have grabbed the spotlight as the 
digitally intensive sectors seemed to show resilience in this Coronavirus-plagued 
market. Changes in consumer habits—an accelerated embrace of e-commerce, 
home entertainment and working from home [4]—have strengthened the already 
dominant positions of a few mega-cap technology companies, such as Amazon.
com, PayPal and Alphabet, Google’s parent company[5].

Data science, coupled with computational biology, is helping in myriad ways 
with applications including epidemiology, drug discovery, and molecular design 
for diagnostic and therapeutic purposes [6–8]. A number of data driven models, 
mathematical models, and predictive models have been developed for COVID-19 
[9–13]. This paper aims to apply data science methods to predict the stock mar-
ket performance using social media data before, during and after the March 2020 
stock market crash. Specifically, using the Organisation for Economic Co-oper-
ation and Development (OECD) Taxonomy of Sectoral Digital-intensity Frame-
work [14], we model market sentiments using cumulative Twitter postings on 
COVID-19 to predict the stock market performance and investigate what are the 
sectors that have outperformed others as market sentiments are impacted by the 
unfolding pandemic. In particular, we are interested to find out how digital inten-
sity moderates the effect of market sentiments on firms’ stock prices, particularly 
due to largescale unanticipated events such as a pandemic.

This research contributes to the existing literature by examining the influ-
ence of market sentiments associated with COVID-19, as derived using cumula-
tive social media postings, upon the stock market performance. While previous 
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research has considered the use of social media to improve stock performance 
forecasting [15, 16], this research is among the first few to demonstrate how digi-
tal intensity could mitigate the negative effect of market sentiments on stock mar-
ket performance in a time of crisis.

The rest of the paper is organized as follows. The next section introduces the 
extant literature covering three fields of research: the impact of largescale unantici-
pated incidents on stock performance; the relationships between social media and 
the stock markets; and the sectoral digital intensity. This is then followed by a sec-
tion that depicts the empirical study, detailing the research method and data analysis. 
The discussion section features the implications drawn from the key findings to both 
research and practice.

2  Literature Review

This research aims to investigate what are the sectors that have a competitive advan-
tage despite the adverse effect of the pandemic. The subsequent sub-section looks 
at social media and financial markets, reviewing the literature on how social media 
data have been employed in examining investors’ sentiments and stock market per-
formance. Furthermore, considering that digitally advanced firms performed osten-
sibly better in the financial markets, the OECD taxonomy of sectors by digital-inten-
sity [14], which is adopted as the framework for classifying the sectors in the present 
study, is then introduced.

2.1  Effect of Largescale Unanticipated Events on Stock Markets

According to the Efficient Market Hypothesis (EMH), the aggregate decisions of all 
participants in the market should accurately reflect the value of public companies 
and their common shares at any given moment of time. Yet, empirical evidence has 
shown that, in violation of EMH, people tend to “overreact” to unanticipated and 
dramatic news events [17, 18]. Over-reaction may occur in the short run when inves-
tors turn extremely pessimistic during downturns, or place too much emphasis on 
recent incidents while discounting historical data, which results in prices falling 
excessively on bad news [18].

In the current research, the COVID-19 pandemic is conceptualized as an instance 
of large-scale unanticipated adverse events. In the past, various studies have exam-
ined the impact of disasters or major incidents on stock markets. For instance, Bar-
rett et al. [19] studied the effects of aviation accidents on stock returns in 1987; She-
lor et al. [20] and Lee et al. [21] analysed the effects of natural disasters, such as 
hurricanes and earthquakes, on the stock markets. Cam and Ramiah [22] studied 
how investors react in the presence of unique large-scale disasters, such as the 9/11 
terrorist attacks. Their results show considerable stock market overreactions, which 
are in agreement with an availability bias acknowledged in the behavioural finance 
literature, driven by the unprecedented loss and the successive high media attention 
these events typically receive [23].
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Like other types of catastrophic events, COVID-19 is characterized by extreme 
uncertainty, whose transmission characteristics and consequences to human bodies 
were largely unknown. The rapid increase in new cases and death tolls have a sig-
nificant emotional and material impact worldwide. The virus has certainly adjusted 
the investor perception on the micro and macroeconomic outlook, resulting in a 
‘market-wide shock’. In fact, the impact of COVID-19 on the stock market is more 
significant than previous disasters due to its fast transmission across the world and it 
is expected to co-exist with humans over the long-term [24].

In the past, there have been many epidemics that impacted stock markets world-
wide, such as Influenza, Ebola, and Severe Acute Respiratory Syndrome (SARS). 
All of these events have caused extensive impact on the financial markets. For 
the United States, a higher incidence of flu is associated with decreased trading, 
decreased volatility, decreased returns, and higher bid-ask spreads [25]. SARS 
infected more than 8000 people in 2003 and shaved 12.8% off the Standard & Poor 
(S&P) 500 over 38 trading days; Avian Influenza in 2004, Middle East Respira-
tory Syndrome (MERS) in 2012 and Ebola in 2013–2014 resulted in 5.8 to 7.3% 
drop to the S&P 500 over different lengths of time. Similarly, the market suffered a 
near 12.9% pullback in a span of 66 trading days due to the outbreak of Zika virus 
between 2015 and 2016 [26]. Nonetheless, none of the preceding epidemics were 
comparable to COVID-19 in terms of its number of cases infected and destruction to 
the economy and the financial markets. In order to stop the transmission, countries 
have shut down their business and people are advised to stay home. As a result, 
unemployment rates have increased; tourism and supply chains around the world 
have been disrupted [27]. Khurram, Liu and Hayfa [24] argue that COVID-19 has 
paused the economic cycle throughout the world, and that the health crisis has suc-
cessfully induced the global financial crisis. Since the outbreak of COVID-19, major 
financial markets, such as the S&P 500, National Association of Securities Deal-
ers Automated Quotations System (NASDAQ) 100, and Nikkei 225, have been con-
fronted with a severe collision of nearly 30% in market values. Markets are close to 
collapse as they were during the Global Financial Crisis (GFC) between 2007 and 
2009 [28], but more perilous [29]. In addition, the financial volatility index (VIX), 
also known as "Fear gauge," has moved to the highest level, while the 10-year treas-
ury yield index in the US has dropped to record low figures [27]. According to an 
assessment by the Asian Development Bank (ADB), the global cost of COVID-19 
could be $4.1 trillion.

While the economies are being hit hard, we observe an almost V-shaped recovery 
in several stock markets, despite the international gloomy economic outlook. There 
are many discussions on the possible reason behind the rapid rebound, such as fis-
cal stimulus from the Fed and Congress, expectations of a strong economic recovery 
and major technology stocks that help drive the gains [30, 31]. This paper posits that 
the stock market rebound is partly attributed to the fading worries about the virus. 
The measures taken by nations around the world to manage COVID-19—restrict-
ing travel, shuttering nonessential businesses and mandatory social distancing poli-
cies—are having obvious impacts on slowing contagion. Coronavirus complacency 
arrives after overblown fears fuelled by media, which seem to contribute to the vola-
tility of the stock market.



9

1 3

Annals of Data Science (2022) 9(1):5–31 

2.2  Social Media and Stock Markets

Most conventional research that examines the impact of largescale unanticipated 
events on stocks have mainly used intervention analysis [32] or event studies [33]. 
These incidents are typically operationalized as dummy variables, which are not 
able to directly assess the public attention to outlying events, nor quantify such 
effects. Some exceptions include Liu et al.’s [34] study on aviation accidents and 
Ding et al.’s [35] research on the impact of COVID-19. Both Liu et al. [34] and 
Ding et al. [35] determine market sentiments towards critical events using Search 
Indices, and assess their effects on stock prices.

Stock prices are influenced by a variety of fundamental factors. Investor senti-
ments play an important role in shaping the stock market [36]. Numerous pro-
fessional and amateur analysts and investors use Twitter to post news articles 
and opinions, often more frequently than the mainstream news media [16]. As a 
meaningful channel for users to share information, social media have been inte-
grated into many aspects of decision-making processes in our daily lives [37], 
including investment decisions [15]. Social media data reveal significant public 
interest, almost in real time. As such, it serves as a convenient and appropriate 
source to measure market sentiments.

Several extant studies have shown that social media data measure people’s 
attention and sentiments and provide timely feedback on investment dynamics. 
Bollen et al. [2] reveal that Twitter feeds are correlated to the value of the Dow 
Jones Industrial Average (DJIA) over time. Their work is in line with the findings 
of Gilbert and Karahalios [38], who construct public anxiety indices from online 
comments to estimate moves of the S&P 500. Several other important studies 
have also shed light on the various aspects of financial market performance in 
relation to social media. For example, Sprenger et al. [16] deploy machine learn-
ing algorithms to construct a different bullishness index, which is predictive of 
stock returns days later. Smailovic, Grcar, Lavrac, and Znidarsic [39] find senti-
ment (i.e., positive emotion) in Twitter postings to be predictive of stock returns. 
Saini and Sharma conduct a comparative analysis of various prediction tech-
niques deployed to predict stock price using public sentiments from social media 
and other news sources [40]. These results confirmed the feasibility of using 
social media as a proxy for market sentiments.

Sul et  al., [15] analyse the cumulative sentiments (positive and negative) in 
tweets on S&P 500 firms and model them against the stock returns of those firms. 
Cumulative posts that capture the collective interest of investors are an appropri-
ate reflection of market sentiments and useful indicators for predicting investment 
decision making [15]. This study builds upon Sul et  al. [15] in applying cumu-
lative social media feeds as an indication of collective attention towards a lar-
gescale unanticipated incident, i.e. COVID-19, to study their impact on the stock 
performance across sectors.
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2.3  Digital Intensity of Sectors

Despite the spread of COVID-19 resulting in the stalling of brick-and-mortar 
business activities, reports have shown that COVID-19 is accelerating the rise of 
the digital trade. Digitally-enabled companies are thriving in a time of crisis [3, 
41]. Firms that have undergone digitalisation are more capable to maintain some 
degree of business operation and revenue stream amidst the pandemic. Changes 
are affecting multiple aspects (e.g. product, process and business model innova-
tion) and stages of innovation (e.g. research, development, commercialisation), 
the prevalence of which may differ across sectors [42].

Recent OECD work [14] benchmarks sectors in accordance to their level of digi-
tal intensity. The OECD’s Taxonomy of Digital Intensive Sectors is one of the most 
established sectorial digitalization frameworks [42, 43]. This framework provides a 
systematic overview of digitalisation and its various manifestations: its technologi-
cal indicators consist of Information and Communications Technology (ICT) equip-
ment and software investment relative to total fixed investment; Purchases of ICT 
intermediate goods and services relative to output; Stock of robots per employee; 
Number of ICT specialists over total employment (also referred to as “ICT-specialist 
intensity”); and Propensity to engage in e-commerce sales. The indicators consid-
ered highlight how the degree of digitalisation in sectors is shaped by firms’ invest-
ments in various “digital” assets, the approach to interact with markets, the (type of) 
human capital and skills required, and the way production is operationalized.

There are 36 sectors in the OECD Structural Analysis (STAN) database, ranked 
by their intensity in the above-mentioned dimensions. For each indicator, cross-
country averages are calculated at the sector level and used to benchmark each sec-
tor relative to all the others. Table 1 displays an overall summary of the sectors by 
quartile of digital intensity. Specifically, the taxonomy lists sectors according to their 
relative position in the overall economy’s ranking and categorizes them into “high”, 
“medium–high”, “medium–low” and “low” digital intensity, depending on whether 
sectors appear in the top 25% (or quartile, denoted as “high”), in the bottom 25% 
(“low”), or in between the two.

As illustrated in Table 1, some sectors lag in the degree of digitalisation, such as 
agriculture, mining, and real estate. By contrast, the technology sector, media, finan-
cial services, and professional services are ahead of the curve. The uneven develop-
ment of digitalisation matters as it is creating a new digital divide between the digi-
tal “haves” and “have-mores” across sectors. Firms with advanced digital assets and 
capabilities have been found to enjoy faster growth in revenue and profit margin and 
generate higher return to shareholders [14].

Digital transformation is a multifaceted phenomenon that has profound impact. 
Technologies have always served as key resources in handling issues with regards to 
complex product-service systems [44]. For manufacturing companies, a service-ori-
ented transformation enabled by technological revolution is deemed to be important 
by both trade [45] and academic literature [46]. Technologies such as the Internet of 
things and artificial intelligence offer new pathways to innovative business models, 
transforming traditional manufacturing to smart manufacturing where the operations 
require minimal human intervention[47].
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In a post-COVID-19 ‘new normal’, it is posited that in enhancing societal and 
economic resilience, digital connectivity has emerged as a crucial alternative to the 
physical equivalent [48]. It is observed that the stock price of Zoom Video Com-
munications, Inc., a web conferencing platform provider, has risen from US$70 in 
early Jan 2020 to US$150 at the end of March 2020 amid the market crash. The 
“GAFAM” stocks—Google; Apple; Facebook; Amazon; and Microsoft—have sig-
nificantly outperformed broader market indices because of travel restrictions and 
social distancing orders [5]. As many companies plunge into the financial unknown, 
sectors with a pre-existing digital ecosystem instil investors’ confidence in the com-
panies and their stocks [3, 49]. Thus, sectors that have embarked on digital trans-
formation, the digital “have-mores”, are more resilient to the adverse effect of mar-
ket sentiments from COVID-19, while other sectors that are succumbing with total 
standstill are amongst the most negatively affected.

3  Empirical Study

3.1  Research Design

To differentiate the sectors that have performed relatively well from those that have 
been more heavily impacted by the unfolding of the pandemic, we carry out an 
empirical study using data from daily cumulative Twitter feeds on COVID-19 and 
stock prices. The OECD Taxonomy of Sectoral Digital-intensity Framework [14] is 
referenced to classify the sectors.

The study comprises two phases. The first Phase used hierarchical clustering and 
shape-based distance (SBD) to validate the categorisation of firms specified in the 
OECD Sectoral Digital-intensity Framework, extending the approaches by Sardá-
Espinosa [50] and Paparrizos and Gravano [51]. The analysis identified two distinct 
clusters, i.e., a “sensitive” cluster and a “resilient” cluster. The second Phase mod-
elled daily cumulative Twitter feeds on COVID-19 and stock price changes in an 
augmented vector auto-regression (VAR) [52]. The analysis compared the stock per-
formance of firms across the two levels of digital intensity, i.e., low/medium, and 
high, according to the OECD Sectoral Digital-intensity Framework. The empirical 
investigation in the two phases built upon each other, supporting the notion that 
market sentiments towards COVID-19 as reflected in Twitter feeds affect the stock 
prices.

3.2  Data Sources and Analysis

Using data from FactSet, we selected close to 2000 firms listed on the NASDAQ 
according to the sectoral information in 2020. As one of the world’s largest stock 
exchange based on market capitalization, NASDAQ represents one of the most 
extensively studied stock exchange database among the academic community [53, 
54]. Data collection from such a popular platform facilitates gleaning findings that 
would hold both academic and practical significance. Sectors are selected according 
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to the OECD Taxonomy of Sectoral Digital-intensity Framework [14]. The sample 
comprised four categories of firms: “high”, “medium–high”, “medium–low” and 
“low” digital intensity, depending on whether sectors appear in the top 25% (or 
quartile, denoted as “high”), in the bottom 25% (“low”), or in between the two.

From the initial sample, all entries with missing values were eliminated. Pharma-
ceutical and biopharmaceutical sectors are playing an essential role at the front lines 
against the virus. While global stock markets take a COVID-19 hit, pharmaceutical 
stocks are generally outperforming the others, with increased investments in the race 
to develop therapeutics and vaccines. Manufacturers of diagnostic kits, sanitizers 
and surgical masks are all ramping up production to meet unprecedented demand. 
As the present study mainly focuses on how digitally advanced sectors show resil-
ience against negative market sentiments under crisis, firms belonging to the phar-
maceutical and biopharmaceutical sectors were removed from the sample to avoid 
confounding effects. Additionally, we also removed hotels, resorts and cruise lines 
from the sample. As one of the hardest-hit industries, these sectors were largely 
affected by travel restrictions, social distancing and lockdowns, which are not rel-
evant to the research focus of digitalisation. The final dataset consists of 1619 firms 
from 34 sectors.

Although these stocks in the sample cover only 31% of all stocks on the NAS-
DAQ, they represent an economically significant segment of the total market as they 
account for close to 40% of total NASDAQ market capitalization in the first half of 
2020. The average market capitalization of the sampled stocks is US$8,540 million, 
with a median value of US$643 million. The sampled time period (all trading days 
between early January to early May) allows a reasonable amount of time lag for the 
COVID-19 outbreak to generate public attention and stir market response. Table 2 
summarizes the descriptive statistics of the firms in each sector. From the column 
of average daily price changes during the sample time period, some sectors (e.g., 
agricultural commodity, apparel/footwear retail, construction, etc.) exhibit negative 
price movement, whereas some sectors such as Internet retail and telecommunica-
tion that are likely to be resilient during the pandemic exhibit positive price change. 
Additionally, we examine the stock price trends of the top companies in two sam-
pled industries (i.e., chemical products and Internet retail) before, during and after 
the March 2020 stock market crash (see Fig. 1). A mixed effect of the COVID-19 
outbreak is observed in the chemical products sectors. In contrast, industries like 
Internet retail provide a silver lining amid the gloomy stock market with a stronger 
turn-around than other sectors. Stocks exhibit different degrees of rebound from the 
pandemic crash. In Phase 1, we intend to group together firms of similar perfor-
mance in Coronavirus-plagued market and similar degree of rebound following the 
market crash.

In Phase 2, the daily cumulative Twitter postings on COVID-19 are collected from 
Tweet Binder [55]. Between mid-January 2020 to early May, there were 628,809,016 
tweets generated on COVID-19 on Twitter [55], which captured the evolution of 
several keywords: #covid19 OR #Coronavirus OR Coronavirus OR #covid-19. In 
mid-March, Twitter showed an unprecedented increase in tweets related to the Coro-
navirus in a very short span of time (see Fig. 2). Cumulative Twitter postings have 
been used as a source of data in several studies [15], yet how such social media 
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Table 2  Descriptive statistics by sector

a Miscellaneous manufacturing includes companies engaged in diverse production of goods that signifi-
cantly vary such as sporting and athletic goods, jewellery, musical instruments, toys, etc.
b Top companies included in the sector of other transportation comprise firms (e.g., Matson, Inc.,) that 
offer domestic and international ocean shipping services. Some other players provide crew transportation 
and support services related to offshore oil and gas production platforms (e.g., Era Group Inc., SEACOR 
Marine Holdings Inc.)

Sector Average market 
cap (US$ Mil)

Average daily 
trading volume 
(Mil)

Average daily 
price change 
(%)

Sample size

Advertising/Marketing Services 44,534 37.44 −0.14% 29
Agricultural Commodities/Milling 53,454 39.31 −0.07% 19
Apparel/Footwear Retail 188,792 85.96 −0.31% 40
Biotechnology 391,235 239.85 0.37% 181
Chemicals: Agricultural 58,732 18.24 −0.01% 17
Chemicals: Major Diversified 72,609 18.14 −0.11% 9
Chemicals: Specialty 321,507 39.19 0.02% 52
Coal 9,051 7.25 −0.34% 15
Computer Communications 69,917 8.14 0.13% 19
Construction Materials 35,972 5.91 −0.22% 11
Data Processing Services 526,730 53.22 0.08% 48
Electric Utilities 865,029 143.88 −0.01% 62
Engineering & Construction 51,843 18.43 −0.02% 36
Financial Conglomerates 276,267 55.77 −0.03% 120
Food Retail 370,167 25.47 0.17% 17
Information Technology Services 954,871 148.90 0.13% 137
Insurance Brokers/Services 140,253 9.34 −0.03% 15
Internet Retail 1,754,242 83.73 0.43% 27
Internet Software/Services 2,886,019 211.27 0.06% 107
Major Telecommunications 532,218 66.36 0.14% 12
Media Conglomerates 214,436 18.61 −0.03% 4
Miscellaneous  Manufacturinga 30,177 8.58 −0.03% 16
Movies/Entertainment 233,793 46.92 0.02% 41
Oil & Gas Pipelines 102,193 58.03 −0.15% 15
Oil & Gas Production 285,976 438.00 −0.12% 91
Other  Transportationb 6,959 2.71 −0.24% 9
Personnel Services 26,221 7.32 −0.05% 29
Real Estate Development 76,998 24.21 −0.14% 48
Real Estate Investment Trusts 1,199,304 421.38 −0.14% 238
Specialty Telecommunications 28,235 44.10 0.28% 29
Trucks/Construction/Farm Machin-

ery
214,832 26.02 −0.16% 39

Water Utilities 43,753 3.91 0.02% 14
Wholesale Distributors 98,398 22.50 0.02% 54
Wireless Telecommunications 330,694 51.62 −0.10% 19
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Fig. 1  Stock Price Movement of Representative Industries. The stock prices of Amazon.com.Inc were 
scaled down (i.e., actual stock price/20) to fit into a comparable view with other companies in the Inter-
net retail sector
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behaviours evolve during the course of a pandemic has not been extensively stud-
ied hitherto. We posit that such daily cumulative data are a timely reflection of the 
market attention on the catastrophic crisis. This research is the first to employ social 
media feeds to examine how critical incidents influence stock prices of firms across 
different sectors. Such data not only offer insights into investors’ collective attention 
under unexpected incidents, but also reflect the changes over time.

4  Results

4.1  Phase 1 Results

Instead of comparing static descriptive indicators of firms, this study employs clus-
tering methodology on dynamic stock time series from Jan 2020 to early June 2020 
[56]. The choice of time-series clustering approaches depends on the elements of 
(dis)similarity or distance measures, clustering algorithms and evaluation [56, 57]. 
Liao [58] summarizes that a majority of time-series clustering methods are adapted 
from static clustering algorithms with alteration of similarity or prototype extrac-
tion function, or transformation that converts dynamic series to obtain static fea-
tures. Most time series clustering approaches are based on k-means and hierarchical 
clustering with different specifications of (dis)similarity measures suitable for the 
problems. However, k-means algorithm variations (e.g., fuzzy c-means) are more 
compatible to analyse time series of equal length [56, 58, 59]. Hierarchical cluster-
ing is more applicable to our dataset of daily market capitalization as not all the 
firms trade every day. It also requires a distance measure such as Dynamic Time 
Warping (DTW) distance to generate dissimilarity matrices [51].

Hierarchical clustering method groups objects into tree-based clusters including 
agglomerative method and divisive approach [60]. The agglomerative tree starts 
with single object clusters and iteratively groups them into larger clusters by dis-
similarity measures. All objects will merge into one cluster unless stop criteria are 
defined. It will stop if all objects are grouped into one cluster or certain criteria are 
satisfied. For example, the agglomerative tree continues growing until it gets to the 
maximum number of clusters. The divisive tree starts with one cluster having all 
objects and iteratively splitting the cluster until all objects reach single object clus-
ters. The visualized result of hierarchical clustering depicts a binary tree which is 
constructed by nodes and their children nodes. The children nodes under one par-
ent node are more like each other compared to the children nodes that belong to 
another parent node. Similarity between clusters is defined in two ways, namely sin-
gle linkage and complete linkage. The former takes the similarity of the closest pair, 
whereas the latter takes the similarity of the furthest pair [60]. DTW distance is 
a popular choice in the context of time-series clustering [50, 56]. DTW compares 
time series where the timing or the tempo of the variations may vary between the 
series [61]. However, it is a computationally expensive option which takes multiple 
approaches of optimization to improve its time and memory efficiency [52].

We follow two steps to conduct hierarchical clustering using DTW distance 
[61]. The first step is to calculate the distance between time series using the DTW 
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method. It is followed by calculating hierarchical cluster analysis over these dis-
similarities. To calculate a DTW distance, considering any two time series to 
compare, X

(

x1, x2,… , xn
)

 and Y
(

y1, y2,… , ym
)

 , the first step is to compute a local 
cost matrix (lcm), which has all pairwise distances with n × m dimensions. p cor-
responds to the lp norm that defines the distance measures used to construct the 
lcm matrix. As the second step, an optimum path denoted as ϕ = {(1, 1),…,(n, 
m)} is searched to minimize the alignment between X and Y by iteratively loop-
ing through the lcm from lcm(1, 1) to lcm(n, m). For each step, the direction 
would be identified when the least cost increased under the chosen constraints 
[62]. The final distance DTWp(x, y) is computed in Eq. (1) using m ϕ the per-step 
weighting coefficient and M ϕ the corresponding normalization constant.

We apply the DTW algorithm to all stock prices over the sample time period 
which are represented as numeric matrices and interpreted row-wise. The main 
outputs of the DTW algorithm are the minimum global distance between each 
pair of stock price time series. This distance matrix acts as inputs to enter hier-
archical clustering. The hierarchical DTW clustering is conducted based on 
z-scores normalization with shape-based centroid. Another important decision 
is to choose the optimal number of clusters when using hierarchical clustering, 
however, this decision could be subjective. The recommended evaluation meth-
ods of clustering performance are to examine the cluster validity indices (CVIs) 
[63, 64]. There are internal CVIs and external indices which are commonly used 
in assessing the clustering performance. The internal CVIs are prone to check 
cluster purity, while the external indices are used to validate the results based 
on a known accurate clustering result. Table 3 briefly summarizes the commonly 
used CVIs with their evaluation criteria.

Employing the listed methods, we test a different number of clusters on our 
data, ranging from two to seven clusters using a R technique proposed by Montero 
and Vilar [68]. Table 4 summarizes the clustering results. The consensus of two 
clusters is reached by fulfilling a majority of the CVI indices. The results show 
547 firms belong to Cluster 1 with 1072 firms in Cluster 2.

(1)DTWp(x, y) =

(

∑ m�lcm(k)
p

M�

)1∕p

, ∀k ∈ �

Table 3  Cluster validity indices

Cluster validity indices (CVIs) Literature Evaluation Criteria

Silhouette (Sil) Rousseeuw [65] Maximized
Score Function (SF) Saitta et al. [66] Maximized
Calinski-Harabasz (CH) Arbelaitz et al. [63] Maximized
COP Arbelaitz et al. [63] Minimized
Davies-Bouldin (DB) Arbelaitz et al. [63] Minimized
Modified Davies-Bouldin (DBstar) Kim and Ramakrishna [67] Minimized
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Table 4  Results of CVIs

CVIs K = 2 K = 3 K = 4 K = 5 K = 6 K = 7

Sil 5.33E−01 1.90E−01 1.66E−01 2.24E−01 2.22E−01 1.77E−01
SF 6.26E−01 1.10E−02 1.05E−02 1.04E−02 1.02E−02 1.00E−02
CH 6.79E + 03 3.28E + 03 2.25E + 03 1.78E + 03 1.44E + 03 1.22E + 03
DB 5.69E−01 1.70E + 00 2.06E + 00 1.90E + 00 2.13E + 00 2.16E + 00
DBstar 5.69E−01 2.13E + 00 2.41E + 00 2.31E + 00 2.49E + 00 2.57E + 00
COP 3.61E−01 3.38E−01 3.22E−01 2.66E−01 2.58E−01 2.53E−01
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Fig. 3  Members of Cluster 1 (left) and Cluster 2 (right)

Fig. 4  Centroid of Cluster 1 (left) and Cluster 2 (right)
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By analysing the extracted members in each cluster, we examine the two clus-
ters by comparing their stock time series patterns (see Fig. 3). A weaker softening 
trend of stock price is observed in Cluster 1 amid COVID-19 outbreak. The stock 
prices quickly level off and regain an upward tilt after 23rd March. Thus, these firms 
seem to be less sensitive to the COVID-19 pandemic. The stock prices in Cluster 2 
show a L-shaped movement along the sample period, whereby a steeper decline is 
observed with a slower rate of recovery. The firms are more likely to be sensitive to 
the COVID-19 pandemic. Comparing the centroids of the two clusters (see Fig. 4), 
we observe a K-shaped recovery where different sectors recover at different rates 
and magnitudes and the path of recovery continues to diverge.

To address the research query, the percentage of firms under the “Slow Recov-
ery Cluster” and the “Better Recovery Cluster” is cross-tabulated with the level of 
digital transformation, with intensive and less intensive levels following the OECD 
taxonomy of digital-intensity. The OECD taxonomy categorizes sectors into “high”, 
“medium–high”, “medium–low” and “low” digital intensity depending on their rela-
tive position in the overall economies’ ranking. Quartile rankings is used to measure 
how a sector has performed against all other sectors in terms of digital intensity. The 
rankings range from "Top 25%" to "Bottom 25%". The top 25% sectors are assigned 
to "high", followed by the second highest 25% sectors denoted as “medium–high”. 
Those with the lowest 25% digital intensity are labelled as “low”, and the second 
lowest 25% are named “medium–low”. We assigned the sectors in the categories 
of “low”, “medium–low” and “medium–high” into Group 2 the “less digital inten-
sive” set, whereas the sectors of “high” digital intensity are categorized as “digital 
intensive” into Group 1. This classification is in line with OECD’s methodology for 
implementation of the G20 roadmap for digitalisation, which compares sectors of 
operation that are among the top 25% of digital-intensive sectors versus not (Top 
Digital Intensive vs Less) [43].Transport equipment and telecommunications are 
members of the digital intensive sectors, whereas agricultural commodities and 
chemical products are among less digital intensive industries. Analysis is conducted 
to validate if the level of digital intensity is related with the two clusters, i.e., “Slow 
Recovery Cluster” and “Better Recovery Cluster”. The descriptive summary of the 
slow recovery cluster and the better recovery cluster can be found in Table 5.

Consistent with expectation, a bigger portion of firms (47%) within the highly 
digitally transformed industries, such as telecommunications, Internet retail and pro-
fessional services, falls under the “Better Recovery Cluster”, as indicated in Table 5. 
80% of the firms in the lower rung, including agriculture, fall in the “Slow Recovery 
Cluster”. In addition, Pearson �2 statistic is used to examine the two-way associa-
tions with the number of firms in the cells ( �2(1) = 128.51, p < 0.001). We observed 
that the top industries which have 50% companies or above fall under the “better 
recovery cluster” including food retail (90%), Internet retail (77%), computer com-
munications (69%) and major telecommunications (50%). All these sectors belong 
to the “digital intensive” category except for food retail. However, the strong perfor-
mance of the food retail sector can be explained by the nature of the business. As the 
pandemic spreads across, the business is expected to operate and continue to provide 
essential goods to households and communities day by day. However, the urge for 
food retail to adopt digital transformation is clear because of increased online and 
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Table 5  Summary of performance

Level of digital transformation Sectors Groups Slow recovery Better recovery

Digital Intensive Advertising/
Marketing 
Services

Biotechnology1

Computer Com-
munications

Data Processing 
Services

Financial Con-
glomerates

Information 
Technology 
Services

Internet Retail
Internet Soft-

ware/Services
Major Telecom-

munications
Other Transpor-

tation
Personnel Ser-

vices
Specialty Tel-

ecommunica-
tions

Wireless Tel-
ecommunica-
tions

Group 1 53%* 47%*
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mobile sales [69]. In comparison, the industries in the lower rung which has less 
than 20% of firms under the “better recovery cluster” include electric utilities (14%), 
movies/entertainment (14%), other transportation (14%), agricultural commodities/
milling (12%), apparel/footwear retail (11%), construction materials (10%), water 
utilities (8%), real estate investment trusts (7%), real estate development (2%) and 
media conglomerates (0%). All these sectors are of less digital intensity except for 

1 Pharmaceutical and biopharmaceutical firms were removed from the biotechnology sector as discussed 
in 3.2

Table 5  (continued)

Level of digital transformation Sectors Groups Slow recovery Better recovery

Less Digital Intensive Apparel/Foot-
wear Retail

Chemicals: 
Agricultural

Chemicals: 
Major Diversi-
fied

Chemicals: 
Specialty

Media Con-
glomerates

Miscellaneous 
Manufacturing

Movies/Enter-
tainment

Wholesale 
Distributors

Agricultural 
Commodities/
Milling

Coal
Construction 

Materials
Electric Utilities
Engineering & 

Construction
Food Retail
Insurance Bro-

kers/Services
Oil & Gas 

Pipelines
Oil & Gas 

Production
Real Estate 

Development
Real Estate 

Investment 
Trusts

Trucks/Con-
struction/Farm 
Machinery

Water Utilities

Group 2 80% 20%
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the sector of other transportation. However, the financial performance of this sector 
is largely affected by the demand shock caused by COVID-19 crisis, excess supply, 
and significant oil price decline and is less likely to be linked to its digital inten-
sity. The results show some directional support toward the relative impact of digi-
tal intensity. It indicates the degree of digital transformation (digital intensive, less 
digital intensive) is a relevant grouping variable which could be further tested in the 
Phase 2 analysis.

4.2  Phase 2 Results

From the plotted pair of proxies– the NASDAQ index and the daily cumulative 
Twitter postings on COVID-19, negatively correlated movement of the two proxies 
is present. Stock prices plummet when tweets about “COVID-19” increase. Instead 
of testing correlation between proxy variables, based on the results in Phase 1, we 
adopt VAR model to examine the mutual causality relationship between the daily 
cumulative Twitter postings on COVID-19 and stock price fluctuation under differ-
ent levels of digital intensity [34, 70, 71]. One way is to test the effects of posting 
trends on the stock price fluctuation for each respective group of companies. The 
other way is to examine for each group of firms if the stock price fluctuation induces 
or reduces public concerns on COVID-19. We use Granger causality to identify 
the leading relationship between the stock price fluctuation and the daily cumula-
tive twitter postings on COVID-19. We also investigate the timing and length of the 
effects. The algorithm is implemented in R (Fig. 5).

To ensure the validity of Granger-causality test, we need to validate the sta-
tionarity of both time series that enter the analysis because the non-stationarity 
of one or both time series would cause spurious causality [72]. We employ Aug-
mented Dickey–Fuller (ADF) Test and Kwiatkowski–Phillips–Schmidt–Shin 
(KPSS) to check stationarity for both time series. The null hypothesis of the for-
mer test is that the time series are non-stationary. The null hypothesis for the lat-
ter is stationarity to conduct a cross-check. Table 6 presents the ADF and KPSS 

Fig. 5  NASDAQ Composite (^IXIC) Charts
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statistics for the daily cumulative Twitter postings on COVID-19 and the average 
daily stock price variation for each group of firms. The daily variation is the aver-
age of day-on-day price change of the firms in each group. The ADF and KPSS 
results show that the first-order difference eliminates stationarity for both time 
series. It also determines the order of integration and time series models [73].

Following the Toda-Yamamoto (TY) procedure, Eq.  (2) and (3) are con-
structed. Yt denotes the average daily stock price variation in percentage. Xt rep-
resents the daily cumulative Twitter postings on COVID-19. p denotes the lag 
order, and ap, bp, cp, dp, are the coefficients of Yt-p and Xt-p with the constant terms 
a0 and c0. ut  and vt  represent the error terms in Eq. (2) and (3) respectively. The 
null hypothesis for Eq. (2) is H0: b1 = b2 = … = bp = 0 with the alternative hypoth-
esis HA: ’Not  H0’. If  H0 can be rejected, X is the Granger-cause of Y. Equation (3) 
tests Granger causality from the other direction—that is, H0: d1 = d2 = … = dp = 0 
and HA: ’Not  H0’. Similarly, if  H0 could be rejected, Y is the Granger-cause of X. 
In another word, Eq. (2) is to see if the prior values of X together with Y’s own 
past values can predict Y better than solely using Y’s own history. Equation (3) is 
to see if the predictions of X can be better made on its own history values and Y’s 
past values than the predictions of X based on its own history.

Table  6 shows the first order differencing of X and Y eliminating the unit 
root, which determines the maximum order of integration as one, denoted I (1). 
According to the TY procedure, the VAR model uses the levels of the data with-
out differencing. Another consideration for X and Y is to determine the appropri-
ate lag length. According to the information criteria of Akaike Information Cri-
terion (AIC), Hannan Quinn (HQ), Schwarz Criterion (SC) and Final Prediction 
Error (FPE), a lag of six is deemed appropriate for the model. Toda and Yama-
moto [73] point out the advantage of the TY method is to save the cointegration 
test and avoid pre-test bias. Additionally, we need to ensure no residual serial 

(2)Yt = a0 + a1Yt−1 + ⋯ + apYt−p + b1Xt−1 + ⋯ + bpXt−p + ut

(3)Xt = c0 + c1Xt−1 + ⋯ + cpXt−p + d1Yt−1 + ⋯ + dpYt−p + vt

Table 6  Test of ADF and KPSS

*** Significant at 0.1% level; **Significant at 1% level; *Significant at 5% level

Variable Definition ADF statistics KPSS statistics

Tt1 Daily cumulative Twitter postings on COVID-19 −1.4585 0.7828**
D(Tt1) Difference of daily cumulative Twitter postings on COVID-

19
−3.5931* 0.1956

Pt1 Day-on-day average Price change for Group 1 −3.2163 0.2692
D(Pt1) Difference of day-on-day average price change for Group 1 −3.8799* 0.0301
Pt2 Day-on-day average Price change for Group 2 −3.5577 0.2564
D(Pt2) Difference of day-on-day average price change for Group 2 −4.0662* 0.0305
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correlation in the specified VAR model. We conduct a Portmanteau test and find 
Lag 6 removes residual serial autocorrelation.

The VAR model with Lag 6 is selected and 1 additional lag is added to each equa-
tion as the maximum order of integration—I(1). Then, we construct the augmented 
VAR model for Eq. (2) and Eq. (3). A Wald test is used to test the Granger causality 
hypothesis whether the coefficients of the first 6 lagged values of X in Eq. (2) and 
the coefficients of the first six lagged values of Y in Eq. (3) are zero. The coefficient 
of the 7th lag is not included because it is the additional lagged value to fix the 
asymptotics and ensure Wald test statistics of asymptotical chi-square distribution. 
When the null hypothesis of Wald test is rejected, a Granger causality is implied. 
The results are presented in Table 7.

Table  7 shows that Twitter postings on COVID-19 Granger cause the stock 
price changes of firms in Group 1 and Group 2. The stock price fluctuation 
in Groups 1 and 2 also imposes an impact on cumulative Twitter postings on 

Table 7  Test of Granger Causality

**Significant at 1% level; *Significant at 5% level

Null hypothesis Degree of freedom Chi-square value Probability

Group 1
T does not Granger cause P 6 13.1 0.0420*
P does not Granger cause G 6 24.2 0.0005**
Group 2
T does not Granger cause P 6 21.6 0.0015**
P does not Granger cause G 6 24.0 0.0005**

Table 8  The results of the 
augmented VAR estimation—
Eq. (2)

***Significant at 0.1% level; **Significant at 1% level; *Significant 
at 5% level

Variable Group 1 Variable Group 2

Tt1−1 −0.0029 Tt2−1 0.0478
Pt1−1 −0.1787 Pt2−1 −0.1664
Tt1−2 −0.1108* Tt2−2 −0.1943**
Pt1−2 0.1150 Pt2−2 0.0851
Tt1−3 0.0815 Tt2−3 0.0701
Pt1−3 −0.0662 Pt2−3 −0.0789
Tt1−4 0.0127 Tt2−4 −0.0021
Pt1−4 0.0212 Pt2−4 −0.0988
Tt1−5 0.0020 Tt2−5 0.0537
Pt1−5 −0.1881 Pt2−5 −0.2854*
Tt1−6 −0.0239 Tt2−6 −0.0534
Pt1−6 −0.5533** Pt2−6 −0.6137*
Tt1−7 0.0379 Tt2−7 0.0590
Pt1−7 0.0702 Pt2−7 −0.0270
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COVID-19. These results show that the fluctuation of stock prices would trig-
ger a swing in market sentiment and vice versa. As a further investigation step, 
we test the magnitudes and the directions of these impacts using the augmented 
VAR models with the results in Tables 8 and 9.

As we are interested to differentiate the impact of Twitter postings on stock 
price fluctuation among the firms of different levels of digital intensity, a 
detailed investigation of Eq.  (2) is made on two groups of firms—one digital 
intensive (Group 1), the other one less digital intensive (Group 2). Consistent 
with our prediction, the cumulative Twitter postings are negatively related to the 
stock price fluctuation of firms in Group 1, lagged by two days. A two-period 
lag is found with stronger negative impact of Twitter postings on stock price 
in Group 2. This indicates cumulative Twitter postings would trigger stronger 
negative changes in stock prices of firms in Group 2 than those in Group 1. It is 
evident that digital intensity of firms mitigates the negative effect of market sen-
timents because of largescale unanticipated crisis on stock market performance. 
When stocks prices plummet amid COVID-19 pandemic, firms with high degree 
of digital intensity have out-performed the others.

The results of Eq.  (3) show the impact of stock price variation on cumula-
tive Twitter postings for firms in Group 1 and those in Group 2. As seen from 
Table 9, stock price changes cause swings of cumulative Twitter postings in a 
negative direction for Group 1 and Group 2, lagged by one period. In terms of 
magnitude of the impact, stock price increase will lead to a deeper decline of 
cumulative Twitter postings in Group 1. The impact on cumulative Twitter post-
ings is stronger for the firms in Group 1 than for those in Group 2.

Table 9  The results of the 
augmented VAR estimation – 
Eq. (3)

***Significant at 0.1% level; **Significant at 1% level; *Significant 
at 5% level

Variable Group 1 Variable Group 2

Tt1-1 1.0011*** Tt2-1 1.0437***
Pt1-1 -1.8293** Pt2-1 -1.3324**
Tt1-2 0.0382 Tt2-2 0.0140
Pt1-2 -0.0148 Pt2-2 -0.0688
Tt1-3 -0.3480* Tt2-3 -0.3208
Pt1-3 -1.5187* Pt2-3 -1.1622**
Tt1-4 0.0797 Tt2-4 0.1434
Pt1-4 -1.7570* Pt2-4 -0.6921
Tt1-5 0.1385 Tt2-5 -0.0456
Pt1-5 0.7993 Pt2-5 0.5353
Tt1-6 -0.0865 Tt2-6 -0.0615
Pt1-6 0.7832 Pt2-6 -0.1180
Tt1-7 0.1096 Tt2-7 0.1330
Pt1-7 -1.4009* Pt2-7 -1.1599*
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5  Discussion

5.1  Contributions to Knowledge, Methodology and Practice

This research has set out to examine how market sentiments affect the stock mar-
ket performance under COVID-19. Market sentiments are modelled with cumu-
lative social media postings on COVID-19, which reflect the overall consensus 
about the market as a whole. Performance is operationalised by the stock price 
differences of firms within the sectors. All sectors under investigation are organ-
ized according to OECD Digital-intensity Framework.

Analysis is conducted in two phases. Phase 1 establishes a two-group model 
on how stock prices adjust to the sudden emergence of the COVID-19 pandemic. 
Stock prices of a majority of firms across the most digitally advanced sectors 
have remained resilient when an unexpected crisis puts the market to test, while 
sectors that lag behind are among the most negatively impacted.

Phase 2 confirms that cumulative Twitter postings on COVID-19 are predictive 
of stock performance. There is further evidence to demonstrate that the sectoral 
digital intensity of firms can mitigate the adverse impact of market sentiments 
induced by largescale unanticipated events. As stock prices dipped amid the pan-
demic, the digital “have-mores” out-performed the rest and recovered quickly 
after the crash. Findings in Phase 2 also suggest that stock price changes can in 
turn influence market sentiments. That is, the market has responded more favour-
ably towards the most digitally advanced firms and sectors and more negatively 
towards the laggards under crisis.

Governments worldwide have imposed lockdowns in the cities to slowdown 
the magnitude and speed at which the pandemic is developing. Such lockdowns 
have led to a near complete standstill of much corporeal economic activities. Yet, 
certain business trades and consumer purchases have not only continued online, 
but actually grown considerably. Demand for digital services and portable com-
puting devices have risen as people switch to remote working and learning. Many 
are envisioning the emergence of a post-COVID-19 ‘new normal’, where there 
will be a strong prominence of digitalisation. In view of these developments, the 
market may have given eminence to and greater confidence in firms and sectors 
that are most digitally advanced as they are in a better position to sustain opera-
tions not only amid the pandemic, but also to leverage the full potential in the 
post-COVID-19 ‘new normal’. Thus, we observe a pronounced gap between the 
digital “haves” and “have-mores” in their stock market performance.

This study contributes to understanding about how digital intensity moder-
ates the effect of market sentiments on firms’ stock prices, particularly due to 
largescale unanticipated events such as a pandemic. Researchers acknowledge the 
importance of alignment between a firm’s business and digital strategies [74]. 
Information technology (IT) strategy and technological investments have been 
found to influence profitability and the market value of the firm [75]. While extant 
research has examined the use of technology and organizational performance 
[76], this study is among the first few to demonstrate how sectors and companies 
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on the digital frontier can give rise to disproportionate gains in the stock mar-
ket. While past research suggests that the stock market reacts more positively to 
announcements related to digital investments, such as appointments of chief digi-
tal officers [77] or engaging in e-commerce [78], our findings focus on sectoral 
digitalisation as the potential mitigating circumstances when bad news occurs.

The findings also suggest that people do take recent stock prices into considera-
tion when posting online about COVID-19, and such posting behaviours will in turn 
drive future stock price changes. However, the magnitude of such effect depends on 
the level of sectoral digital intensity.

In terms of methodology, while the majority of conventional research have 
studied the impact of largescale unexpected incidents on stocks using intervention 
analysis [32] or event studies [33], this study demonstrated the feasibility of using 
cumulative social media postings on negative events to measure market sentiments, 
especially on largescale unanticipated events that can affect the stock prices of firms 
across sectors. This presents researchers with an alternative to quantify market senti-
ments and expand the research arsenal to incorporate social media trends, which can 
offer higher explanatory power.

5.2  Limitations and Future Research

This research has some limitations which offer opportunities for future investiga-
tion. Firstly, the study looks into how sectoral digital intensity mitigates the impact 
of negative market sentiments on the stock market, focusing on the period before, 
during and after the March 2020 COVID-19 stock market crash. It is possible that 
there is already a gap between the digital ‘Haves’ and ‘Have-mores’ in their stock 
performance before the crisis. Past research has confirmed that the stock market 
reacts positively to firms that embrace digital initiatives, such as appointments of 
newly created chief digital or data officer positions [77] or engaging in e-commerce 
[78]. Future studies can look into the long-run stock price performance of firms with 
effective digital strategies.

Secondly, after the March 2020 COVID-19 stock market crash, many of the 
major stock indices have regained much of their lost territory since early April, and 
such recovery so far has been fuelled by aggressive stimulus packages rolled out by 
governments to boost the economy. The resuming of business activities and trade 
is also underpinning market optimism and rebound. The confounding effects of 
government intervention and support are hard to capture within the current model. 
Future research can examine how such government intervention restores public con-
fidence and accelerates the market rebound. Moreover, this research adopts a batch 
processing methodology. Future research can look into real-time prediction of stock 
performance using social media streaming [47].

Third, the literature on sectoral digital intensity suggests a large and widening 
divide among firms within each sector. We did not capture the within sector rela-
tive digital intensity in the current study. Future research should compare the digital 
“haves” and “have mores” within each sector.
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Lastly, while the speed of innovation is accelerating economy-wise, not all firms 
within the same sectors are similarly equipped to respond to new challenges and tap 
into new opportunities. This research has not looked into the possible causes of the 
widening divide between sectors in digital intensity. With the entry of new digital 
start-ups and technology firms and the emergence of new market segments, sectoral 
boundaries are blurring. Future research may aim to uncover how the various condi-
tions lead to an increasing divide between the “haves” and the “have-mores”. A lon-
gitudinal study to identify the changes in digital capabilities within each sector can 
help reveal the process of such changes.
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