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Summary
BackgroundMiddle ear diseases such as otitis media and middle ear effusion, for which diagnoses are often delayed
or misdiagnosed, are among the most common issues faced by clinicians providing primary care for children and
adolescents. Artificial intelligence (AI) has the potential to assist clinicians in the detection and diagnosis of middle
ear diseases through imaging.

Methods Otoendoscopic images obtained by otolaryngologists from Taipei Veterans General Hospital in Taiwan
between Jany 1, 2011 to Dec 31, 2019 were collected retrospectively and de-identified. The images were entered into
convolutional neural network (CNN) training models after data pre-processing, augmentation and splitting. To dif-
ferentiate sophisticated middle ear diseases, nine CNN-based models were constructed to recognize middle ear dis-
eases. The best-performing models were chosen and ensembled in a small CNN for mobile device use. The
pretrained model was converted into the smartphone-based program, and the utility was evaluated in terms of detect-
ing and classifying ten middle ear diseases based on otoendoscopic images. A class activation map (CAM) was also
used to identify key features for CNN classification. The performance of each classifier was determined by its accu-
racy, precision, recall, and F1-score.

Findings A total of 2820 clinical eardrum images were collected for model training. The programme achieved a high
detection accuracy for binary outcomes (pass/refer) of otoendoscopic images and ten different disease categories,
with an accuracy reaching 98.0% after model optimisation. Furthermore, the application presented a smooth recog-
nition process and a user-friendly interface and demonstrated excellent performance, with an accuracy of 97.6%. A
fifty-question questionnaire related to middle ear diseases was designed for practitioners with different levels of clin-
ical experience. The AI-empowered mobile algorithm’s detection accuracy was generally superior to that of general
physicians, resident doctors, and otolaryngology specialists (36.0%, 80.0% and 90.0%, respectively). Our results
show that the proposed method provides sufficient treatment recommendations that are comparable to those of
specialists.
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Interpretation We developed a deep learning model that can detect and classify middle ear diseases. The use of
smartphone-based point-of-care diagnostic devices with AI-empowered automated classification can provide real-
world smart medical solutions for the diagnosis of middle ear diseases and telemedicine.
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Research in context

Evidence before this study

Deep learning methods have been used to train learn-
ing models to predict middle ear diseases, which are
among the most common issues faced by clinicians
around the world. We searched PubMed without lan-
guage constraints for peer-reviewed research articles
up to Dec 31, 2021, using the search terms (“tympanic
membrane”[MeSH Terms]) AND (“artificial intelligence”
[MeSH Terms]). Neither of the studies mentioned a
small-sized model applicable to mobile devices had
been developed.

Added value of this study

This is the first study to develop a smartphone-based
edge AI application to assist clinicians in detecting and
categorising eardrum or middle ear diseases. This study
applied the transfer learning model to develop a mobile
device application to detect middle ear diseases. Our
model successfully distinguished normal eardrums and
diseased eardrums and achieved 98.9% detection accu-
racy; when the data were divided into ten common
middle ear diseases, the accuracy reached 97.6%.

Implications of all the available evidence

This AI application, which is based on edge computing,
is low-cost, portable, and functional in real time and
thus innovative and practical. The application could be
executed without additional cloud resource require-
ments. The proposed model can be easily integrated
into mobile devices and used in telemedicine for
detecting middle ear disorders.
Introduction
Middle ear diseases such as otitis media and middle ear
effusion are amongst the most common issues faced by
clinicians providing primary care to children and
adolescents. The worldwide prevalence of otitis media
and otitis media with effusion are 2.85% and 0.6%,
respectively, in the general population and 25.3% and
17.2%, respectively, in childhood.1−3 Making correct
diagnoses through the inspection of ear drums is still a
challenge for most general practitioners due to lack of
specialty training, and ancillary hearing tests are often
needed to achieve better accuracy.4 Severe complica-
tions such as acute mastoiditis, labyrinthitis or meningi-
tis may develop if middle ear diseases are not properly
diagnosed and treated in time, and these complications
may cause sequalae such as hearing impairment or neu-
rological deficits.5 Furthermore, some of these middle
ear diseases are treated with unnecessary medications,
such as broad-spectrum antibiotics, due to the difficulty
of making prompt diagnoses.6 It is not surprising that
even experienced otolaryngologists can only reach a
diagnostic accuracy of 75% for some middle ear dis-
eases, such as otitis media with effusion.7

To overcome this diagnostic dilemma and improve
diagnostic accuracy, several methods, such as decision
trees, support vector machines (SVMs), neural networks
and Bayesian decision approaches, have been used to
train different learning models and predict whether an
image corresponds to a normal ear or an otitis media
case.8,9 Myburgh et al. utilized a video endoscope to
acquire images and a cloud server for pre-processing
and entered the images into a smartphone-based neural
network program for diagnosis. This system can distin-
guish five different middle ear diseases with a diagnosis
rate of 86%.10 Seok et al. created a deep learning model
for detection and identified the fine structures of the
tympanic membrane; the interpretation accuracy of the
sides of the tympanic membrane can reach 88.6%, and
the diagnosis rate of tympanic membrane perforation is
91.4%.11

Deep learning algorithms with convolutional neural
networks (CNNs) have recently been successfully uti-
lized in many medical specialties.12 Lightweight CNNs
such as MobileNet are models derived from CNNs that
are widely used in image analysis. The main advantage
www.thelancet.com Vol 51 Month , 2022
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of using the lightweight CNNs is that they require fewer
computing resources than the traditional CNN models,
making them suitable for running on mobile devices
such as smartphones.13

Transfer learning and ensemble learning are the
new trends for increasing performance and have been
proven to be efficient in handling relatively small data-
sets.14 While transfer learning algorithms are built for
classification, the ensemble learning technique can be
further implemented to obtain a more accurate classifi-
cation result with a weighted voting approach. Transfer
learning is a type of learning framework that transfers
the parameters of a pretrained model to a new model
and can therefore perform a large amount of time-con-
suming data labelling work and improve the learning
performance.15 Such a lightweight network contains
fewer parameters and smaller scales of specific prob-
lems and learns the patterns contained in the input data
through pretrained models; therefore, it is suitable for
mobile devices with constrained computing resources.16

In this study, we developed a deep learning model
adapted to smartphones for the detection and diagnosis
of middle ear diseases. The pretrained model with the
best performance was converted into a smartphone-
based program by transfer learning. The accuracy of the
proposed algorithm was compared against a cohort of
professional otolaryngologists and other practitioners.
Methods

Data acquisition
Our data were acquired from patients with middle ear
diseases who sought medical help in the Department of
Otolaryngology at Taipei Veterans General Hospital
(TVGH) in Taiwan from January 1st, 2011 to December
31st, 2019. The study protocol was approved by the Insti-
tutional Review Board of Taipei Veterans General Hos-
pital (no. 2020-03-001CCF), and the study adhered to
the tenets of the Declaration of Helsinki. Informed con-
sent was not applicable due to de-identified data.

The human- and computer-aided diagnosis system
implemented in this study is summarized in Figure 1.

Data attributes and types include eardrum images
and categories (Figure 2). The ground-truth eardrum
classification was annotated by three otolaryngology
specialists. First, the otolaryngology specialists deter-
mined if the acquired otoendoscopic images were nor-
mal or diseased. Next, we checked if there were space-
occupying abnormalities or foreign bodies (such as
cerumen impactions, otomycosis or ventilation tubes)
and then inspected if there were any perforations in the
eardrum (chronic suppurative otitis media or tympanic
perforation). We then scrutinized whether the middle
ear was currently experiencing acute inflammation
(acute otitis media or acute myringitis) or chronic
inflammation (middle ear effusion or tympanic
www.thelancet.com Vol 51 Month , 2022
retraction). Ten classes of common middle ear condi-
tions/diseases were selected and annotated, including
(A) normal tympanic membrane, (B) acute otitis media,
(C) acute myringitis, (D) chronic suppurative otitis
media, (E) otitis media with effusion, (F) tympanic
membrane perforation, (G) cerumen impaction, (H)
ventilation tube, (I) tympanic membrane retraction, and
(J) otomycosis. Because the initial image data were
obtained in different sizes, we conducted an initial qual-
ity control step, filtering out low-resolution or incor-
rectly formatted images. The inclusion standard was
224 £ 224 pixels, which is a 32-bit original image for-
mat.
Data preparation
Pre-processing is the process of preparing raw data into
a format that is suitable for machine learning. The pro-
cesses, including image classification, the removal of
images that cannot be judged by the human eye and the
removal of black edges from images, were performed
using the OpenCV libraries and Canny edge detection
function.

Data augmentation expands the amount of data by
generating modified data from an original dataset. As
the normal eardrum category accounts for more than
half of the original classification data, we deployed sev-
eral transformation techniques using the OpenCV
library, including flips (vertical, horizontal and both)
and colour transformations (histogram normalisation,
gamma correction, and Gaussian blurring). Images
were randomly assigned to either the training set and
validation dataset with a ratio of 8:2 ratio using the Sci-
kit-Learn library.
Development of the deep learning algorithms
Several standard CNN architectures were used to train
the middle ear disease detection and classification
model, including VGG16, VGG19, Xception, Incep-
tionV3, NASNetLarge, and ResNet50. The training was
performed with the Keras library, with TensorFlow as
the backend. The final softmax layer was added with
two units to fit the number of different target categories
in the middle ear disease classification task. Because the
weight initialisation technique with an ImageNet pre-
trained network has been shown to improve the conver-
gence speed, we applied this procedure in the initial
training of the middle ear disease training model. All
the layers of the proposed CNNs were fine-tuned by per-
forming training for 50 epochs using a stochastic gradi-
ent descent (SGD) optimiser (a batch size of 32 images,
a learning rate of 0.0002, and a moment of 0.8). Our
model uses an independent test dataset to evaluate the
performance, and both the accuracy and the loss con-
verged during the model training and model validation
stages. The same experimental learning rate policy was
applied to train all of the tested CNN models. All the AI
3



Figure 1. Developing a smartphone-based computing program for diagnosing middle ear disease and providing medical
suggestions.

The main architecture of our AI model is a CNN with transfer learning. Each layer extracts different tympanic membrane/interme-
diate image features, and all the extracted features are integrated to determine the type of middle ear disease and the correspond-
ing treatment. Subsequently, a Core ML model was developed for this new smartphone-based eardrum application, where users
can upload eardrum images to the cloud. The eardrum app analyses the input image and indicates the type of middle ear disease
and the treatment to be performed based on the results.

Figure 2. Representative images of ten classes of common middle ear conditions/diseases.
(A) normal tympanic membrane, (B) acute otitis media, (C) acute myringitis, (D) chronic suppurative otitis media, (E) otitis media with

effusion, (F) tympanic membrane perforation, (G) cerumen impaction, (H) ventilation tube, (I) tympanic membrane retraction, and (J)
otomycosis.
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model training and validation were performed on an
IBM AC-922 Linux-based server with a 20-core Power
CPU, an NVIDIA V100 SMX2 32-GB GPU card, and
1,024 GB of available RAM.
After the CNN training was completed, the best-per-
forming model was selected as the pretrained model,
and the weights were entered into the lightweight
mobile CNNs, including NASNetMobile, MobileNetV2,
www.thelancet.com Vol 51 Month , 2022



Figure 3. Representative demonstration of middle ear disease
detection in the mobile application.
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and DenseNet201. The three mobile CNNs with trans-
fer learning were then built for further assessment.
Model assessment
We evaluated the performance of the models in terms of
their ability to detect and classify middle ear diseases
using the following metrics: ROC (receiver operating
characteristic) curves (true versus false-positive rate),
AUC (area under the receiver operating characteristic
curve), accuracy, precision and recall. Accuracy
¼ ðTPþTNÞ=ðTPþTNþFPþFNÞ; precision¼ TP=

(TPþFPÞ; recall or true-positive rate ¼ TP=(TPþFNÞ;
false-positive rate = FP=ðFPþTNÞ (TP: true-positive;
TN: true-negative; FP: false-positive; FN: false-negative).

The F1-score is the harmonic mean of recall and pre-
cision, which are the sum of true positives divided by
the sum of all positives and the sum of true positives
divided by the sum of all relevant samples. The F1-score
considers the number of each label when calculating
the recall and precision and is therefore suitable for
evaluating the performance on multi-label classification
www.thelancet.com Vol 51 Month , 2022
tasks with imbalanced datasets. The model selection
was based on the F1-score.
Class activation map
To interpret the prediction decision, a class activation
map (CAM) was deployed to recognize the CNN results.
The CAM is presented with a rainbow colormap scale,
where the red colour stands for high relevance, yellow
stands for medium relevance, and blue stands for low
relevance.17 This process can effectively visualize feature
variations in illuminated conditions, normal structures,
and lesions, which are commonly observed in middle
ear images. CAMs can provide supplementary analysis
for the CNN model so that the location of the disease
pre-set by the program can be clearly understood
instead of being recognized as an indistinct
judgement.17
Model conversion and integration into a smartphone
application
The pretrained model was integrated into the smart-
phone application by using the Python library Core ML
Tools. Figure 3 demonstrates the application's interface
(designed for the Apple iOS system). A user provides a
middle ear disease image as input. This image is then
transformed into a probability distribution over the con-
sidered categories of middle ear lesions. The most prob-
able classification (e.g., normal eardrum, acute otitis
media, chronic otitis media, tympanic perforation, otitis
media with effusion, cerumen impaction, acute myrin-
gitis, ventilation tube, eardrum atelectasis, or otomyco-
sis) is then displayed on the screen. The inference
process is executed in near-real-time.
Evaluating the performance of clinicians
To compare the performance of our AI program with that
of clinicians, 6 practitioners with different levels of exper-
tise, including 2 board-certified otolaryngology specialists
(over 5 years of expertise), 2 otolaryngology residents (1-
4 years of expertise or training in otolaryngology) and 2
general practitioners (GPs) (less than 1 year of expertise or
training in otolaryngology), were recruited. A set of ques-
tionnaires was designed with a total of fifty questions,
each containing a picture of the endoscopic view of an ear-
drum from our preliminary data bank of images, and the
responders were asked to choose the most suitable option
from ten middle ear disease categories.
Statistical analysis
The performance of our model was evaluated by the
indices of accuracy, precision, recall, and F1-score. The
ROC curve and AUC were plotted using the Python Sci-
kit-Learn library. An ROC curve plots true positive rate
versus the false positive rate at different classification
5



Evaluation
Indicators

Acc
(%)

Recall
(%)

Precision
(%)

Sen
(%)

Sp
(%)

F1-Score
(%)

AUC Score
(95%CI)

Training/
Test Time (sec)

Best Number
of Epochs

CNN models

VGG16 97.3 97.1 97.2 97.1 99.7 97.1 0.984(0.979-0.989) 1200 34

VGG19 96.7 96.4 96.5 96.4 99.6 96.5 0.998(0.996-0.999) 1650 41

Xception 76.6 75.8 81.7 75.8 97.4 77.0 0.866(0.853−0.879) 2550 49

InceptionV3* 98.0 97.9 98.1 97.9 99.8 98.0 0.989(0.985−0.992) 9000 50

NASNetLarge 80.8 80.7 81.4 80.7 97.9 80.0 0.893(0.888−0.898) 23,200 47

ResNet50 96.8 96.5 96.7 96.5 96.8 96.5 0.981(0.977−0.984) 1850 42

Lightweight CNN models

NASNetMobile(TL) 97.2 97.1 97.2 97.1 99.7 97.1 0.984(0.980−0.988) 1550 2

MobileNetV2(TL)** 97.6 97.4 97.4 97.4 99.7 97.4 0.985(0.980−0.990) 4500 9

DenseNet201(TL) 97.3 97.1 97.2 97.1 99.7 97.1 0.984(0.979−0.989) 1600 2

Table 1: Image characteristics and diagnostic performance.
Acc = accuracy; Sen = sensitivity; Sp = specificity; AUC = area under the receiver operating characteristic curve; TL= Transfer learning with InceptionV3.

* Champion model for transfer learning.

** Champion model integrated into smartphone.
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thresholds. The AUC scales with overall performance
across all possible classification thresholds. All statistical
tests were two-sided permutation tests. A p-value <0.05
was considered to be statistically significant. The obtained
data were entered into Excel and analysed using SPSS
(version 24 for Windows; IBM Company, Chicago, USA).
Role of the funding source
The funder of the study has no role in study design, the
collection, analysis and interpretation of data, the writ-
ing of the report, or the decision to submit the paper for
publication. All authors had full access to all data within
the study. The corresponding authors have final respon-
sibility for the decision to submit for publication.
Results

Establishing and pre-processing an eardrum image
dataset for CNN model training
A total of 4,954 pictures were initially included in the
study. Next, 2,134 pictures were excluded because the
photos were not suitable for analysis due to issues such
as blurring, duplications, inappropriate positions, and
missing medical records. The remaining 2,820 clinical
eardrum images were collected and divided into 10 cate-
gories. After pre-processing, 2,161 images were selected
for further CNN training. To improve the performance
of deep learning, the dataset was increased by data aug-
mentation, and the total number of images was
expanded to 10,465. The image number of each cate-
gory is detailed in Supplementary Table 1.
Diagnostic performance of the CNN models and mobile
CNN models
Six different CNN architectures (Xception, ResNet50,
NASNetLarge, VGG16, VGG19, and InceptionV3) were
tested on the training dataset, and the performance of
the different models based on these ten types of normal
and middle ear disease images was verified using the
validation dataset. The training process was run for 50
epochs, and the best models with the minimal loss val-
ues (corresponding to the 34th, 50th, and 42nd epochs
for VGG16, InceptionV3 and ResNet50, respectively)
were selected and used for verification (Supplementary
Figure 2). After parameter adjustment, our results show
that among the six tested CNN architectures, Incep-
tionV3 exhibited the highest F1-score during validation
(98%) and was selected for further transfer learning
(Table 1). Our results showed that almost all CNNs
achieved a high detection accuracy in binary outcome
cases (pass/refer) of middle ear disease images and suc-
cessfully subclassified the majority of the images. By
making use of the confusion matrix and classification
report to examine the training results, the average pre-
liminary accuracy achieved on the test dataset reached
91.0%, and the average training time was 6,575 sec-
onds.

To enable the use of the CNN model on a mobile
phone without affecting the accuracy of the model, we
further shifted the information contained in different
but relatively large source domains by transfer training
with three lightweight CNNs, including NASNetMo-
bile, MobileNetV2 and DenseNet201. MobileNetV2
exhibited the highest F1-score during validation
(97.6%). The average accuracies and AUCs of the
lightweight CNNs transferred with InceptionV3 were
97.3% and 0.98, respectively. The accuracies, recall
rates, and F1-scores reached 0.99 for most disease clas-
sifications in MobileNetV2 (Supplementary Figure 2).
A CAM, which is a representation of the data output by
global average pooling, was used to analyse and iden-
tify the key features for deep learning image classifica-
tions (Figure 4).
www.thelancet.com Vol 51 Month , 2022



Figure 4. Representative class activation maps (CAMs) of 10 common ear drum/middle ear diseases. A CAM is a heatmap-like
representation of the data output by global average pooling. The hot spots (red) generated by the CAM represent more important
parts of the object, rather than all of it, and it does not produce a segmentation result with fine boundaries.
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Achieving specialist levels of middle ear disease
detection performance: interpretation accuracy
comparison among general physicians, specialists and
AI models
A fifty-question questionnaire was designed for practi-
tioners with different levels of clinical experience to
assess middle ear diseases in cases selected from the
database. The average accuracy rates were 36.0%,
80.0% and 90.0% for the general practitioners, otolar-
yngologic residents and specialists, respectively. The dif-
ference between the specialist and general practitioner
groups reached statistical significance (p<0.005); how-
ever, the difference between the specialist and resident
groups was not significant (p=0.136). The AI model and
specialists had similarly high prediction accuracy
scores. On the other hand, less experienced reviewers
demonstrated markedly worse prediction accuracy
scores, which were separate from the cluster of AI and
www.thelancet.com Vol 51 Month , 2022
experienced reviewer scores. For acute myringitis and
acute otitis media, AI obviously outperformed the
reviewers with all levels of expertise (Figure 5).
Discussion
In this study, we developed the first smartphone-based
edge AI system to assist clinicians in detecting and cate-
gorising ear drum or middle ear diseases, to our knowl-
edge. Our model successfully distinguished normal
eardrums and diseased eardrums and achieved a high
detection accuracy. When the data were divided into ten
common middle ear diseases, the accuracy reached
97.6%. The model showed a high degree of accuracy in
disease prediction and provided the most probable diag-
noses ranked by the probability of various diseases on a
smartphone interface. In addition, this model is a
“device-side AI” (also called “edge AI”); because the
7



Figure 5. Heatmap comparing the results produced by the AI and the human practitioners. GP=general practitioner, R=resi-
dent doctor, SP=otolaryngology specialist, AI= artificial intelligence.

Articles

8

computations can be performed locally on the images
acquired on mobile devices, this method has the advan-
tage of offline connection with a fast-computing power,
which reduces latency delays and protects patient pri-
vacy. This study is also the first to investigate several
mainstream CNN methods with lightweight architec-
tures for ear drum/middle ear disease detection and
diagnosis on mobile devices.

In the past, CNNs were experimentally used for otitis
media diagnosis tasks, although most current databases
and codes were not available for public use, and only
limited disease categories were available to support
empirical clinical diagnosis.18 We divided all collected
otoendoscopic eardrum pictures into 10 categories (nor-
mal ears and common ear diseases) based on past
research and clinical experience. To improve the accu-
racy of system interpretation, we deleted pictures with a
poor image quality, blurry images and less representa-
tive images, aggregated the results into 2161 pictures
with a better quality, and then analysed them via the
artificial intelligence system. Machine learning techni-
ques such as SVMs, k-nearest neighbours (K-NN) and
decision trees are supervised machine learning models
with simple processes and high levels of execution effi-
ciency. These models are suitable for the prediction and
classification and regression data; however, their model
training processes may be time-consuming and GPU-
consuming, as deep learning approaches must be
trained on a very large dataset. To overcome this draw-
back, a deep CNN was pretrained via transfer learning,
which applies the knowledge learned by certain models
to another task.

Due to the advancement of image analysis, we found
that MobileNet had fewer parameters than other CNN
models and was more feasible in mobile devices with
less processing power, such as smartphones. Recent
studies have shown that although MobileNet is a light-
weight network model, its classification accuracy was
only 1% less than that of the conventional CNN after
conducting the transfer learning-based training tech-
nique, and this result was similar to that obtained in
our study.19 Eventually, we successfully developed the
CNN system with transfer learning and placed it in a
mobile application to make it more convenient and
accessible.

Some relevant studies utilizing mobile devices for
the detection and diagnosis of middle ear diseases have
been performed, as summarized in Table 2. Wu et al.
used a digital handheld otoscope connected to a smart-
phone and developed a CNN model for the automated
classification of paediatric acute otitis media and otitis
media with effusion, achieving an accuracy of 90.7%.20

By using smartphone-enabled otoscopes, Moshtaghi
et al. reported a 100% sensitivity rate for the detection
www.thelancet.com Vol 51 Month , 2022



N Classification Accuracy Year Algorithm Device

Senaras et al.33 247 2 84.6% 2017 CNN PC

Myburgh et al.10 389 5 81.6%» 86.8% 2018 DT+ CNN PC

Cha et al.32 10,544 6 93.7% 2019 CNN+ETL PC

Livingstone et al.26 1366 14 88.7% 2020 AutoML PC

Khan et al.23 2484 3 95.0% 2020 CNN PC

Wu et al.20 12,230 2 90.7% 2021 CNN+TL Smartphone-otoscope

Zafer et al.8 857 4 99.5% 2020 DCNN, SVM PC (public dataset)

Viscaino et al.22 1060 4 93.9% 2020 SVM, K-NN, DT PC

Zeng et al.34 20,542 6 95.6% 2021 CNN+ETL Real-time detection device

Current study 2171 10 97.6% 2022 CNN+TL Smartphone application

Table 2: Comparison of the proposed model with previous studies.
N= number of images in dataset; DT= decision tree; AutoML = automated machine learning; CNN=convolutional neural network; DCNN= deep convolutional

neural network; K-NN= K-nearest neighbour; PC = personal computer; ETL=ensemble transfer learning.
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of abnormal middle ear conditions and developed a
model to achieve a 98.7% overall accuracy on intact tym-
panic membranes and a 91% overall accuracy in terms
of perforation.21 Myburgh et al. reported on a smart-
phone application for loading ear drum images and
obtained an accuracy of 86.8% with a neural network.10

Viscaino et al. developed a computer-aided support sys-
tem based on digital otoscope images and machine
learning algorithms such as SVM, KNN and decision
tree.22 With otoendoscopic images, Khan et al. also
developed a CNN model that reached a 95% accuracy in
differentiating otitis media with effusion (OME) from
normal eardrum conditions.23 To our knowledge, we
are the first to utilize transfer learning for smartphone
applications to develop device-side AI for detecting and
diagnosing middle ear diseases. Edge computing, which
is also called “edge AI” or “device AI”, is meant to deal
with the constraints faced by conventional deep learn-
ing-based architectures deployed in a centralized cloud
environment, such as the considerable latency of the
mobile network, energy consumption and the financial
costs affecting the overall performance of the system.24

Our results show that the developed algorithm achieved
a high detection accuracy in binary outcome cases
(pass/refer) of middle ear disease images and success-
fully subclassified the majority.

In our study, the diagnostic accuracy of the proposed
AI algorithm was comparable to that of otolaryngology
specialists and superior to that of non-experts, including
general practitioners and otolaryngologic residents.
Khan et al. developed an expert judgment system to dif-
ferentiate 2 different middle ear diseases (normal,
chronic otitis media with tympanic perforation, and oti-
tis media with effusion).23 The average accuracy score
for medical professionals with mixed expertise was
74%, which is inferior to that of the proposed CNN
model (95%). Byun et al. reported an average accuracy
score of 82.9% in diagnosing three common middle ear
diseases (otitis media with effusion, chronic otitis
media, and cholesteatoma) for junior otolaryngology
www.thelancet.com Vol 51 Month , 2022
resident doctors, which is inferior to the results of the
proposed AI algorithm (97.2%).25 A similar trend was
observed in the study by Livingston et al., who found a
lower accuracy of 58.9% for non-experts compared to
the proposed AI algorithm (88.7%).26 While AI algo-
rithms have achieved performances that are comparable
to those of medical experts in diagnosing common mid-
dle ear disorders, the difference between a diagnosis
made by AI and that made by a clinician with different
types of expertise still needs to be further explored.

The utilisation of artificial intelligence coupled with
the CNN strategies of deep learning for automated dis-
ease detection is made possible by the fact that each ear
drum/middle ear disease has a unique visual feature.
Ear drum/middle ear diseases are usually detected and
diagnosed through visual examination by clinicians
based on otoscopy. However, it is challenging for gen-
eral practitioners or non-otolaryngologists to make
proper diagnoses due to limited training and experience
in otoscopy. In addition, due to economic or geographi-
cal barriers, access to otolaryngology specialists for an
adequate diagnosis and a proper subsequent treatment
may be limited.27 The burden of hearing loss has
attracted increasing attention worldwide, and hearing
damage caused by middle ear disease can be reversed if
diagnosed promptly.28 The recent COVID-19 pandemic
has also posed challenges in terms of providing ade-
quate health services, rendering telemedicine a useful
tool in detecting and diagnosing diseases that previously
required close contact and on-site inspection.29 Tele-
medicine for middle ear diseases is made possible for
clinicians by using otoscopic images obtained from
smartphone-enabled otoscopy.30 However, conducting
telemedicine for otoscopic inspection may be difficult in
areas or countries with poor mobile internet infrastruc-
ture or limited mobile internet access. Our system can
be simply embedded in smartphones, and it enables the
detection and recognition of ear drum/middle ear dis-
eases in a timely manner without experts or online con-
sultations.
9
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The training results of the CNN models showed that
the detection and diagnosis of middle ear disease could
be achieved and simplified by transfer learning. There-
fore, a lightweight model such as MobileNetV2 can also
have a comparable accuracy with that of other large
models. Using MobileNetV2 and TensorFlow Serving
or Core ML technology, the model can be put on a
mobile device to assist doctors in the diagnosis of mid-
dle ear diseases. The program also revealed a user-
friendly interface for assisting diagnoses. For example,
the intricate interrogation showed that 9 of the 180
images of chronic suppurative otitis media were diag-
nosed as tympanic perforation, while 7 of the 155 images
of tympanic retraction were diagnosed as otitis media
with effusion. In real-world practice, both diseases
sometimes coexist and are diagnosed simultaneously.
Our solution provides clinicians with the most likely
diagnosis by ranking percentages and including the
coexisting disease in the first two orders.

In this study, the transfer learning model was used
to develop a mobile device application to detect middle
ear diseases, so that model inference could be per-
formed without additional cloud resource requirements.
Other studies were based on cloud computing methods
to perform model inference, which requires internet
access and long-latency connections, and personal pri-
vacy could be violated. However, our system does not
require internet access. In places where medical resour-
ces are scarce or mobile internet access is limited, clini-
cians can make good use of this device to assist in
proper the diagnosis of middle ear diseases.

Current AI systems have achieved diagnostic per-
formances that are comparable to those of medical
experts in many medical specialties, especially in image
recognition-related fields.31 Smartphones with features
such as high-resolution cameras and powerful computa-
tion chips have been extensively used worldwide. The
diagnostic accuracy of our smartphone-based AI appli-
cation was comparable to that of otolaryngology experts.
The diagnostic suggestions generated by medical AI
may be beneficial for medical professionals with differ-
ent levels and types of expertise. For non-otolaryngology
medical professionals, the proposed algorithm may
assist in expert-level diagnosis, leading to seamless diag-
noses, increasing the speed of treatment or ensuring a
proper referral. For otolaryngology experts, the pro-
posed algorithm may provide an opportunity for shared
decision making by providing easily accessible smart-
phone tools, thereby improving the doctor-patient rela-
tionship.

Our study has some limitations that should be noted.
First, the model cannot cover all eardrum/middle ear
diseases, such as complicated cholesteatoma and rare
middle ear tumours. However, our model is sufficient
for the interpretation of the most common eardrum/
middle ear diseases and the decision regarding further
referral. Second, despite the high accuracy, the final
diagnoses still require further inspection by medical
personnel to prevent misjudgements. Procrastination
with regard to treating some middle ear diseases, such
as acute otitis media, may lead to fatal complications in
rare cases. Third, all of our image data were retrieved
from a single medical centre with high-resolution otoen-
doscopy, and further expansion of the image database or
labelling of the disease targets may be required to
extend its applicability and publicity. Finally, although
the smartphone application can either take an existing
middle ear image or a snapshot provided by the mobile
device as input, the quality of the images obtained via
the latter approach may not be satisfactory for further
processing. Further studies are required to examine the
coupled otoscopic application to better acquire eardrum
images.

In this study, we developed a system for detecting and
categorizing common eardrum or middle ear diseases by
artificial intelligence and integrated it into a smartphone
application to detect ten common ear conditions by trans-
fer learning. The accuracy of the proposed model is com-
parable to that of otolaryngology specialists in the
detection or diagnosis of common middle ear diseases.
Due to its compactness, the developed model can easily
be integrated into a mobile device and used in telemedi-
cine for detecting middle ear disorders.
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