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The discovery that RNA molecules can catalyze phosphodiester bond 
cleavage and formation (1,2) dramatically changed our view of RNA function 
and greatly increased interest in RNA structure. There are several examples 
of RNA molecules that catalyze the cleavage, and in some cases the forma- 
tion, of phosphodiester linkages. The first discovery of catalytic RNA was the 
generation of active rRNA from pre-rRNA in Tetrahymena by self-splicing- 
the excision of a region of RNA from the middle of a precursor RNA and 
ligation of the two ends to give an active rRNA and an intron (1). Similar 
reactions have been observed in a number of organisms for other introns (3, 
4). Several other catalytic RNA structures that undergo self-cleavage, but not 
ligation, have been discovered. These include structures within the minus 
strand of tobacco ringspot virus (5, 6), the human 6 virus (7), and the “ham- 
merhead” structure found in several organisms (8, 9). In an intermolecular 
reaction, the RNA component of RNase P (EC 3.1.26.5) is sufficient to cleave 
mature tRNA from a tRNA precursor (2). 

There is growing evidence that mRNA structure regulates processes such 
as transcription (10, 11), splicing (12), translation (13, 14), and mRNA decay 
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(15-17). For example, protein synthesis is reduced in prokaryotic systems if 
the nucleotides within the Shine-Dalgarno region upstream from the initia- 
tion codon form a stable structure, since these nucleotides must pair with 
the 3’ end of the ribosome to initiate translation (18-21). The structure of the 
mRNA for topoisomerase gene 60 in bacteriophage T4 has a more dramatic 
effect on protein synthesis (22). A sequence of 50 nucleotides in the mRNA is 
skipped by the ribosome during translation so that amino acids correspond- 
ing to these nucleotides are not incorporated into the protein. 

Different aspects of RNA structure influence biological processes. The 
three-dimensional structure of self-splicing RNAs arranges functional groups 
to catalyze specific phosphodiester bond cleavage and formation. The global 
folded structure of an mRNA is less likely to regulate translation since the 
ribosome unfolds the mRNA as it is translated; however, the local structure 
of the mRNA can influence the ability of the ribosome to bind and translate 
the mRNA. 

The increased interest in RNA function has led to a corresponding in- 
terest in RNA structure. Two problems have slowed the characterization of 
RNA structure. One is that techniques for synthesizing RNA were limited in 
their ability to generate large quantities of many RNA sequences. The sec- 
ond problem is that biological RNA molecules, with the exception of tRNA, 
have not formed crystals suitable for X-ray diffraction. The development of 
enzymatic (23) and chemical (24, 25) methods for synthesizing large amounts 
of RNA oligonucleotides, plus the development of new techniques for deter- 
mining RNA structure, have now led to the characterization of several RNA 
molecules. 

Here we describe the RNA structural characteristics that have emerged 
so far. In those cases in which RNA studies are incomplete, studies of DNA 
are described with the rationalization that RNA structures may be analogous 
to DNA structures, or that the techniques used to study DNA could be 
applied to the analogous RNA structures. We focus on aspects of RNA struc- 
ture that affect the three-dimensional shape of RNA and that affect its ability 
to interact with other molecules. 

1. Secondary Structure 
Folded RNA molecules are stabilized by a variety of interactions, the 

most prevalent of which are stacking and hydrogen bonding between bases. 
Watson-Crick base-pairing is usually thought of first, but the importance of 
base stacking is seen in the crystal structure of tRNAPhe, where 71 of the 76 
bases are stacked (26). Many interactions between backbone atoms also occur 
in the structure of tRNA, although they are often ignored when considering 
RNA structure since they are not as well-characterized as interactions be- 
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tween bases. Backbone interactions include hydrogen bonding and stacking 
of sugar or phosphate groups with bases or with other sugar and phosphate 
groups. 

The interactions found in a three-dimensional RNA structure can be 
divided into two categories: secondary interactions and tertiary interactions. 
This division is useful for several reasons. Secondary structures are routinely 
determined by a combination of techniques discussed in Section 11, whereas 
tertiary interactions are more difficult to determine. Computer algorithms 
that generate RNA structures can search completely through possible second- 
ary structures, but inclusion of tertiary interactions makes a complete search 
of possible structures impractical for RNA molecules even as small as tRNA. 
Finally, the division of RNA structure into building blocks consisting of 
secondary or tertiary interactions makes it easier to describe RNA structures. 

To distinguish tertiary interactions from secondary structure, the se- 
quence of the RNA is drawn on a plane; the backbone forms a continuous 
closed boundary if a line is drawn joining the 5’ end to the 3’ end. Hydrogen 
bonding between bases in the sequence may be depicted by lines joining the 
bases; these lines must remain within the closed boundary. A secondary 
structure can be represented without any lines crossing. Tertiary interac- 
tions occur when lines cross; this is called chord crossing. Secondary and 
tertiary structures of tRNAPhe are shown in Fig. 1. 

The secondary structure of RNA consists of duplex and loop regions that 
can be divided into six different types, as shown in Fig. 2: duplexes, single- 

0 60 

35 
* *  * *  

FIG. 1. The definition of secondary structure and tertiary structure in terms of chord 
crossing. The lines between points represent base-pairs. (a) The secondary structure of 
tRNAPhe. (b) The secondary and tertiary structures of tRNAPhe. 



134 

a. DUPLEXES 

MICHAEL CHASTAIN AND ICNACIO TINOCO, JR. 

b. SINGLE STRANDED REGIONS 

c. HAIRPINS 

HAIRPIN LOOP 

HAIRPIN STEM 

e. INTERNAL LOOPS 

hllSMA'I'CH SYMMWRIC 

d. BULGES 

IIULGE SINGLE-BASE IIULGE 

f. JUNCTIONS 

ASYMMKI'RIC THREE STEM FOUR STEM 

INI'KRNAL LOOP INI'ERNAL LOOP 

FIG. 2. Secondary structures of RNA. 

stranded regions, hairpins, internal loops or bubbles, bulge loops or bulges, 
and junctions. 

A. Duplexes 
Duplex RNA forms a right-handed double helix stabilized by stacking 

between adjoining bases and by hydrogen bonds between bases on opposite, 
antiparallel strands. The conformations of double-helical regions in RNA 
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have been determined by X-ray diffraction studies of fibers and single crys- 
tals (26-28). The structures are all similar to that found for DNA fibers at low 
humidity; the geometry of these helices is termed “A-form.” Proton NMR 
measurements on a variety of RNA oligonucleotides in solution are also 
consistent with A-form geometry (24, 29-32). 

The A form of duplex RNA differs in several ways from DNA duplexes, 
which typically have B-form geometry in aqueous solution. The riboses in A- 
form RNA adopt a 3‘-endo conformation, whereas B-form DNA deoxyriboses 
are in the 2‘-endo conformation; with the usual phosphodiester backbone 
angles, the distance between phosphorus atoms in RNA is 5.9 A, compared 
to a distance of 7.0 8, in B-form DNA (26). The base-pairs in A-form helices 
are tilted with respect to the helix axis and displaced from it by about 4 A; 
this causes the minor groove in RNA to be wide and shallow, and the major 
groove to be very narrow and deep (Fig. 3). In crystals, the A-form RNA 
helix has 11 bp per turn, as opposed to 10 bp per turn of B-form DNA helix. 
In both RNA and DNA, the helices wind tighter in aqueous solution. The 
helical repeat of RNA in solution is reported (34) as 11.3 bp per turn or as 
11.6 bp (34a), as compared to 10.6 bp per turn for DNA (35-37). 

FIG. 3. A- and B-form helices tilted from the helix axis so that the groove sizes are visible. 
Fiber-diffraction coordinates are used (27.33). Note (a) the deep and narrow major groove of A- 
form geometry compared to (b) the wide major groove of B-form geometry. 
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Although there are local variations in conformation depending on base 
sequence, RNA duplex regions are, in general, in standard A-form geometry. 
Unusual sequences may adopt other conformations. For example, Z-RNA 
is formed by alternating C-G base-pairs in the presence of high salt concen- 
trations (29, 38). 

B. Single-stranded Regions 

Single-stranded regions consist of unpaired nucleotides at the 5’ or 3’ 
end or between duplex regions of an RNA secondary structure. The confor- 
mation of these nucleotides differs from that of nucleotides in loop regions of 
secondary structure, since the ends of loop regions such as hairpins are 
constrained by the secondary structure. In the absence of tertiary interac- 
tions to constrain single-stranded regions, these regions are assumed to be 
roughly ordered by base stacking in a helical geometry similar to the struc- 
tures of single-stranded RNAs that have no potential for base-pairing (26). 

C. Hairpins 

A hairpin consists of a duplex bridged by a loop of unpaired nucleotides. 
Hairpin loops are known to bind proteins, form tertiary interactions, and 
serve as nucleation sites for RNA folding. The conformation of the backbone 
in hairpin loops must differ from the conformation of the backbone in helical 
regions in order to reverse the direction of the RNA strand. The goal of 
studies on hairpin loops is to understand how the conformation of the loop 
nucleotides depends on the size and sequence of the loop. 

The smallest loop capable of bridging a duplex was originally thought to 
be three nucleotides (39), but there is growing evidence that in some se- 
quences, two unpaired nucleotides suffice to form hairpins in both RNA (40) 
and DNA (41). Thermodynamic studies of hairpins with loop sequences (U),, 
(C),, or (A), (n ranging from 3 to 9) showed that loops containing four or five 
nucleotides are the most stable (42). Loops containing four unpaired bases 
are the most prevalent in 164  rRNA (43). Eight different four-base-loop 
sequences (tetraloops) account for over 60% of the ribosomal tetraloop se- 
quences (44; R. Gutell and 0. C. Uhlenbeck, personal communication). Two 
of these sequences form unusually stable hairpins: UUCG (45) and GAAA 
(44, 46; 0. C. Uhlenbeck, personal communication). The interactions that 
stabilize particular loop sequences can be determined by examining the 
structures of hairpins determined by X-ray crystallography or NMR. 

NMR studies of the hairpin GGAC(UUCG)GUCC show that interactions 
between loop bases and between loop bases and the sugar-phosphate back- 
bone contribute to the unusual stability of the UUCG loop sequence (40, 
40a; see Fig. 4). U, and G, form a reverse wobble U*G pair (shown in Fig. 5 )  
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FIG. 4. The structure of an unusually stable hairpin with the loop sequence UUCG as 
determined by NMR. Interactions stabilizing the loop include a reverse wobble G.U base-pair 
with a syn G and a hydrogen bond between a cytosine amino proton and a phosphate oxygen. 
Thin circles represent CY-endo sugars; thick circles represent CB'-endo sugars. Thin rectangles 
indicate anti bases; thick rectangles indicate syn bases. Dotted circles represent phosphates. 
Ellipses (. . .) indicate hydrogen bonds. Solid boxes represent stacking. (Reprinted from 40.) 

with the guanosine in the syn conformation. This leaves a loop of only two 
unpaired nucleotides: u6 and C,. The u6 base stacks on the sugar of C,, and 
the C, base stacks on the Us base. The C, amino proton is close to a 3' 
phosphate oxygen of Us, implying the formation of a base-phosphate hydro- 
gen bond. The presence of this hydrogen bond is consistent with the 1.4 
kcal/mol destabilization of the loop (in 10 mM buffer, pH 6.5, at 25°C) when 
the cytidine at position 7 is changed to uridine. NMR studies of the U, 
mutant show little change in loop conformation. G, is still syn, and most of 
the chemical shifts are the same as in the original molecule. The destabiliza- 
tion can be explained by the replacement of the favorable contact between 
the C, amino and a 3' phosphate oxygen of U, by an unfavorable interaction 
of the U, keto with the phosphate oxygen. The loop is also destabilized by 
switching the closing base-pair from C4.Gg to G4Cg (45); N M R  studies have 
not yet been done to try to understand this effect. 

N M R  studies of three hairpins with small loops indicate that the conforma- 
tion of the sugar-phosphate backbone throughout the loop is very different 
from A-form geometry. In the UUCG loop just described, U6 and C, have 
2'-endo sugar conformations different from the 3'-endo conformations of the 
A-form stem. Furthermore, the presence of two phosphate resonances in the 
downfield region of the spectrum indicates that some of the loop backbone 
torsion angles are different from the backbone conformation found in duplex 
regions. These changes enable the sugar-phosphate backbone of the small 
loop to bridge the duplex region. N M R  studies ofa hairpin with loop sequence 
UCU (31) and a hairpin with loop sequence UUU (P. Davis, personal commu- 
nication) show similar behavior. The three nucleotides in these loops have 
2'-endo sugar puckers, and some of the phosphate resonances are in the 
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FIG. 5. Non-Watson-Crick hydrogen-bonding schemes. Most mismatches have more than 
one possible hydrogen-bonding scheme; a complete list is found in 26. 
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downfield region of the spectrum, indicating non-A-form backbone conforma- 
tions. In the case of the hairpin with loop sequence UUU, the deviation from 
A-form geometry extended 1 bp into the stem region. We suspect that changes 
in the sugar-phosphate backbone, including 2’-endo sugar puckers, are a 
general property of small hairpin loops. 

A-form geometry is preserved in portions of larger hairpin loops. As 
proposed prior to the crystal structure determination (47), five of the seven 
nucleotides in the anticodon loop of yeast tRNAPhe continue stacking on the 
3’ strand (26). The stacking of the anticodon bases in A-form helix geometry 
leaves these nucleotides accessible for base-pairing with the mRNA. The five 
stacked nucleotides are followed by a turn in the sugar-phosphate backbone 
created by a change in the phosphodiester torsion angles between G, and 
U,. The turn structure is stabilized by a hydrogen bond between the imino 
proton of U,, and a 3’ phosphate oxygen of A,,, as well as stacking between 
the phosphate of G, and the base of U33. One-dimensional NMR studies of 
the anticodon loop of yeast tRNAPhe showed that the structure in solution is 
consistent with the crystal structure described (48), although two-dimension- 
al NMR methods are needed to give unambiguous assignments. 

A hairpin that occurs in wheat germ 5-S rRNA containing a loop of 12 
nucleotides has been studied by N M R  (49, 50). A-form stacking does con- 
tinue into the loop from the stem, but, unlike the anticodon loop, the stack- 
ing continues for several nucleotides along the 5’ strand. The loop is also 
stabilized by C-U mismatch hydrogen bonding (see Fig. 5)  between the first 
two loop nucleotides. 

The hairpins studied so far show that the stability of a hairpin loop 
changes with different loop sequences and sizes. The structures of the tRNA 
anticodon loop and the UUCG loop suggest that the specific loop sequences 
adopt conformations that are more stable because they contain more hydro- 
gen bonding and stacking interactions-particularly interactions with the 
sugar-phosphate backbone. It has been suggested (51) that loop nucleotides 
stacked in A-form geometry along the 3’ strand are a common feature of RNA 
hairpins. The examples discussed here show that there is a range of loop 
structures. The anticodon loop contains nucleotides stacked along the 3’ 
strand, but the hairpin from 5-S rRNA has nucleotides stacked along the 5’ 
strand. In the three small hairpin loops-UUCG, UCU, and UUU-the 
backbone angles of each loop nucleotide differ significantly from A-form 
geometry. The conformations of the nucleotides in these small loops suggest 
that these nucleotides are not very accessible for base-pairing with other 
regions of RNA. Five of the nucleotides in the anticodon loop, on the other 
hand, are stacked in normal A-form geometry which facilitates pairing with 
other nucleotides. 

The structures of hairpin loops determine how the loop nucleotides can 
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interact with regions of the same RNA molecule, with other RNA molecules, 
and with proteins. Further studies of RNA hairpins are needed to determine 
more about the interactions that stabilize hairpin loops. Helical regions are 
stabilized by hydrogen bonding and stacking between bases. The nu- 
cleotides in hairpin loops are stabilized by hydrogen bonding between base 
protons and phosphate oxygens, and by stacking between bases, sugars, and 
phosphates. The effect that the closing base-pair of the stem has on the 
stability and structure of hairpin loops must be determined. 

D. Bulge Loops 

Bulge loops (or bulges) are defined as unpaired nucleotides on one strand 
of a double-stranded region; the other strand has continuous base-pairing. 
Bulges range in size from one to many nucleotides. The main structural 
questions of interest are: (1) Does one unpaired base intercalate into the 
helix, or is it extrahelical, with the base-pairs on either side stacked on each 
other? (2) How much does a bulge bend or kink the helix? (3) What is the 
effect of very large bulge loops? Do the surrounding base-pairs break to form 
an internal loop instead of a bulge? 

The local conformation of single-base bulges in several DNA oligonucleo- 
tides has been studied, but there has been very little work on RNA bulges. 
The equilibrium between a nucleotide bulge intercalating in or looping out 
of the helix depends on temperature, the identity of the bulge nucleotide, 
and the sequence of base-pairs in the duplex surrounding the bulge. This 
equilibrium is demonstrated by NMR studies on DNA oligonucleotides con- 
taining a thymidine bulge that loops out of the helix at 0°C and intercalates 
into the helix at 35°C when located between two guanosines, whereas a 
thymidine bulge located between two cytidines remains looped out of the 
helix independent of the temperature (52). NMR studies on an RNA duplex 
with a uridine bulge between two guanosines show that it loops out of the 
helix (53). 

The local conformation of nucleotides in bulge loops containing more 
than one nucleotide have not been studied by high-resolution structural 
techniques. Determining the conformation of these loops in RNA is impor- 
tant for understanding how these nucleotides interact with other elements of 
secondary structure to form tertiary interactions and for understanding how 
proteins bind to bulge loops. The chemical reactivity of bulge loops in 164 
rRNA (54) has been studied. A bulge loop containing six nucleotides appears 
to exist without breaking the base-pairs on either side, since these pairs are 
protected from chemical modification. Some of the nucleotides within the 
bulge loop were also protected from modification, which suggests either that 
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the loop nucleotides form a structure involving stacking and hydrogen bond- 
ing, or that the nucleotides form tertiary interactions. 

Bulge loops can affect the long-range structure of nucleic acid helices by 
creating a bend in the double helix. Bending has been detected by the altered 
mobility in nondenaturing gel electrophoresis for both RNA and DNA helices 
containing bulge loops (55-57). Bulge loops in DNA or RNA helices contain- 
ing five adenosines were found to alter the gel mobility more than bulge loops 
containing five thymidines or uridines (34,55), which shows that the structure 
of the bend depends on the identity of the bulge nucleotides. The bending 
was also shown to be affected by the base-pairs surrounding the bulge loop. 
The gel mobility for bulge loops of adenosines in DNA differed when the 
sequence flaking the bulge was d[AGG(A),TCG].d[CGACCT] rather than 
d[CGA(A),CCT].d[AGGTCG] (55). 

One of the assumptions made when studying RNA secondary structure is 
that the structure is independent of the surrounding conformations. For ex- 
ample, a short region of duplex RNA is assumed to be the same whether it 
occurs next to a hairpin or next to a junction. Several studies suggest that bulge 
nucleotides affect the structure of the duplex surrounding them for several 
base-pairs. Thermodynamic studies showed that the free energies of bulge 
loops containing adenosines were 2 kcal/mol more stable (at 37°C) for the se- 
quences GCG(A),GCGACGCCGCA than for GCG(A),GUCA-GACCGCA. 
Helices containing dangling nucleotides were more destabilized by bulge 
loops than were helices without dangling nucleotides (58). Nuclease V, 
(EC 3.1.22.3 or 3.1.27.8) cutting in duplex regions containing bulges and 
intercalated ethidium showed that ethidium intercalation into a double helix 
is affected for several base-pairs around a bulge nucleotide (59). A distortion in 
the duplex region near an adenosine bulge (in boldface) in the sequence 
d[CGCGAAATTTACGCG], was observed by NMR. The presence of a phos- 
phate resonance in the downfield region of the spectrum indicated an unusual 
backbone conformation. The downfield resonance was assigned to the 5’ 
phosphate of the guanosine one nucleotide removed from the bulge (60). 
Thus, the distortions due to bulges are not necessarily localized at the bulge, 
but may extend into the surrounding duplex region. 

Many questions remain about bulge loop structures. Bulge loops bend 
RNA, but a correlation between the number and sequence of bases in the 
bulge and the extent of bending has not been established. Does a single base 
bulge that is looped out of the helix create a bend? Bulge loops containing 
more than one nucleotide have not been structurally characterized at high 
resolution. The structures of these loops determine the ability of bulge loop 
nucleotides to form tertiary pairs. Finally, the effect bulge loops have on the 
surrounding duplex structures must be determined. 
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E. Internal Loops 

1. MKSMATCHES 

Two apposed nucleotides that cannot form a Watson-Crick pair are called 
mismatches. The two mismatched bases can engage in some other form of 
hydrogen-bonding, or they can form an open loop of two nonbonded nu- 
cleotides. Figure 5 shows some of the hydrogen-bonding schemes proposed 
for mismatches with two hydrogen bonds, although mismatches containing 
only one hydrogen bond have been found in tRNA (26). Mismatches occur 
frequently in proposed secondary structures. The stability, the contribution 
of the surrounding sequences to the stability, the hydrogen bonding, and the 
effect on the sugar-phosphate backbone of the various mismatches has not 
been determined systematically in RNAs. 

The most-characterized mismatch is the wobble G*U pair (Fig. 5), which 
forms two hydrogen bonds and is virtually as stable as an A-U pair (61). 
Crystal structures of tRNAPhe and tRNAAsp containing G.U mismatches 
show that they are usually incorporated into the helix without creating dis- 
tortions in the backbone. However, one of the G*U pairs in the crystal 
structure of yeast tRNAASp does have an irregularity in the backbone. Two of 
the sugar-phosphate backbone angles (a and y in Fig. 6) at the G-U pair in 
the anticodon stem are in the trans conformation instead of the normal 
gauche conformation found in helical regions (62). The distortion in the helix 
backbone is presumably caused by the difference in the width of a mismatch 
pair (C1’-Cl’ distance) versus that of Watson-Crick base-pairs. The dif- 
ference in width could also explain why G-U mismatches are slightly less 
stable when they are in the middle of a Watson-Crick region of a helix than 
at the end (61) and why many of the mismatches in proposed rRNA second- 
ary structures are found at helix termini (43, 63). A change in backbone 

RASE 

FIG. 6. The nomenclature describing the torsion angles that define the conformation of a 
nucleotide. Another parameter describing the sugar conformation is needed to completely 
define the conformation, hut this parameter, the sugar puckering amplitude, has not varied in 
crystal structures of RNA and is usually assumed to be constant (26). 
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conformation may be a recurring feature of mismatches, although these 
distortions seem to depend on the sequence surrounding the mismatch. 

The hairpin GCGA,UU,(UCU)G,&,,CGCC has been studied by 
NMR (31). It has a stem of 6 bp, including A$ *C12 and U,.G,, mismatches. 
Interproton distances by NMR were consistent with A-form stem geometry, 
even at the mismatches. The A +  .C pair forms by protonation (at pH 6.5) of 
the adenine at the imino nitrogen, and is proposed to result in a pair contain- 
ing two hydrogen bonds whose geometry is very similar to that of a G.U pair 
(Fig. 5). The free energy of formation of the A + C  pair, is 2 kcal/mol less 
stable than an A*U pair at 37°C. 

Two hydrogen bonds form in the G-A mismatch (Fig. 5)  found at the end 
of the anticodon helix in tRNAPhe. G-A mismatches occur frequently at helix 
termini in rRNA (63), and hydrogen bonding in G*A mismatches has been 
proposed (on the basis of chemical modification) to occur in several internal 
loops in rRNA (64, 65). A symmetrical RNA duplex containing two G.A 
mismatches (in boldface) and 3’ dangling guanosines, [GCGAGCG],, is 1.9 
kcal/mol more stable at 37°C than predicted by the nearest-neighbor param- 
eters, suggesting that G*A mismatches from stable structures (58). 

More data are available on mismatches in DNA than in RNA. The gel 
mobilities of DNA restriction fragments containing all 12 possible mis- 
matches are unchanged compared to a fully Watson-Crick helix; this shows 
that mismatches do not cause significant bends in the helix axis (66). 
Thermodynamic studies on mismatches in the DNA oligonucleotides 
dCAAAXAAAG + dGTTTYTTTC showed that mismatches involving 
guanine (GaT, G-G, G-A) are the most stable, and mismatches involving 
cytosine ( C C ,  C*A) are the least stable (67). 

2. INTERNAL LOOPS 

Internal loops contain three or more nucleotides not capable of forming 
Watson-Crick base-pairs; there is at least one unpaired nucleotide on each 
strand. Internal loops containing equal numbers of unpaired nucleotides on 
each strand are symmetrical, and those containing unequal numbers are 
asymmetrical. Comparison of computer-predicted secondary structures to 
phylogenetically derived ones suggests that asymmetrical internal loops are 
thermodynamically less stable than symmetrical ones (68). It  is not known 
what determines whether internal loops are open or whether they close by 
forming non-Watson-Crick hydrogen bonding. The effect that internal 
loops, particularly asymmetrical ones, have on the helical backbone of RNA 
has not been determined. 

Chemical modification of two asymmetrical internal loops in the S8 pro- 
tein binding site of 164 rRNA suggests that one is open and the other is 
closed by the formation of mismatch hydrogen bonding (69). The accessi- 
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bility of all of the nucleotides in a loop to either chemical or enzymatic 
modification is good evidence that the loop remains open. Uridines in the 
second loop were protected from modification, suggesting the formation of 
hydrogen bonds in a U-U mismatch (Fig. 5); the U-U pair, together with the 
accessibility of three adenosines in this loop to chemical modification, sug- 
gests that the loop closes with the three adenosines looped out of the helix. 

NMR studies have been done on a symmetrical internal loop of Esche- 
richia coli 5-S rRNA, known as loop E (70). The chemical shift and exchange 
behavior of the imino protons assigned to nucleotides in the loop indicate 
that the loop does not close by forming hydrogen bonds in G - G  or G-A (Fig. 
5) mismatch pairs. An open conformation was also found for a symmetrical 
internal loop similar to loop E of Xenopus Zueuis 5-S rRNA by NMR studies 
(30). This internal loop (Fig. 7) has the potential to close by the formation of 
hydrogen bonds in G*A mismatches, but the imino proton spectrum indi- 
cates that the nucleotides in the loop are not involved in hydrogen bonding. 
NMR studies on the nonexchangeable protons showed that the bases within 
this open loop stack extensively with only minor distortions from A-form 
geometry. 

A uridine was added to this internal loop to make the sequence identical 
to that within loop E of X. Zueuis 5-S rRNA (B. Wimberly, unpublished 
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FIG. 7. Conformations of two internal loops, as determined by NMR. Breaks in NOE 
connectivities between adjacent nucleotides are marked by arrows. (a) An open internal loop 
structure is formed by an eight-base symmetrical internal loop (30). (b) Adding a single nu- 
cleotide to form an asymmetrical nine-base internal loop results in a closed structure with 
mismatch hydrogen bonding and a guanosine looped out of the helix (9. Wimberly, personal 
communication). 
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results). The structure of the asymmetrical internal loop which contains four 
nucleotides on one strand and five on the other (Fig. 7) is very different from 
the structure of the symmetrical one, despite the addition of only one nu- 
cleotide. NMR studies of the asymmetrical loop show that it closes with the 
guanosine on the longer strand looped out of the helix and hydrogen-bond 
formation in at least one of the mismatches in the loop. A closed structure for 
this loop was also proposed on the basis of chemical modification (M), al- 
though the guanosine thought to be extrahelical on the basis of NMR was 
proposed to be involved in a G-A pair (Fig. 5). 

Determining where bends occur in RNA structures is important for un- 
derstanding which regions of secondary structure are close together in the 
tertiary structure. It has been proposed in a model of the 16-S rRNA struc- 
ture that a large bend occurs in a six-nucleotide symmetrical internal loop 
(71), but the effect of internal loops on the sugar-phosphate backbone in 
RNA has not been studied experimentally. Gel-mobility studies show that 
symmetrical internal loops of six or ten adenosines or thymidines in DNA 
bend the helix axis very much less than bulge loops (55). 

The structures of internal loops in RNA remain poorly defined. The 
influence of loop sequence and size on the ability of internal loops to close by 
the formation of non-Watson-Crick hydrogen bonding must be determined. 
The accessibility of nucleotides in internal loops to tertiary pairing depends 
on the loop conformation. Extensive stacking of the bases within open inter- 
nal loops may facilitate tertiary pairirig, whereas bases in closed internal 
loops would be unavailable. Finally, the effects of symmetrical and asym- 
metrical internal loops on the sugar-phosphate backbone must be explored: 
Do bends occur at internal loops? 

F. J unctions 
Junctions, or multibranched loops, contain three or more double-helical 

regions with a variable number of unpaired nucleotides where the helical 
regions come together. Junction regions are important because helical re- 
gions can stack coaxially at these regions, and because the alignment of 
helical regions at junctions gives these regions characteristic shapes. 

The only RNA junction whose conformation has been established is the 
four-stem junction in tRNA. For each tRNA for which a crystal structure has 
been determined, the acceptor stem stacks coaxially on the T stem, and the 
D stem stacks on the anticodon stem forming two long helical regions. These 
two helical regions are oriented roughly perpendicular to each other, crest- 
ing the overall L shape of the molecule. Several of the unpaired nucleotides 
in the junction are involved in tertiary interactions, which are discussed in 
Section 111. 

An example of an RNA junction whose conformation plays a role in 
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protein binding is found in the 5-S rRNA from X. Zueuis. This three-stem 
junction contains four unpaired nucleotides critical for binding transcription 
factor IIIA. Mutations of the unpaired nucleotides in the junction greatly 
reduce protein binding (72), even though the protein does not directly con- 
tact these nucleotides (73). The implication of these studies is that the un- 
paired nucleotides in the junction act as a hinge controlling how the helical 
regions stack on each other, thus determining the overall three-dimensional 
conformation of the 5-S rRNA. 

The conformation of a four-stem DNA junction, a model of recombina- 
tion intermediates, has been determined (74). The conformation of the four- 
stem DNA junction was determined by measuring fluorescence energy 
transfer between acceptor and donor groups located on the four different 
helical regions. The four stems of the junction stack coaxially in pairs to form 
two long helical regions oriented in an X shape. The difference between the 
shapes of four stem-junctions in tRNA and in the four-stem DNA junction 
could be caused by the presence of unpaired nucleotides in the junction of 
tRNA. 

On the basis of the tRNA structure, 5-S rRNA studies, and the DNA 
four-stem junction structure, it seems to be a general feature of junction 
regions that different stems stack coaxially to form longer helical regions. 
Coaxial stacking between helical regions in the 164  rRNA has been pro- 
posed on the basis of phylogenetic comparison (75). One criterion for decid- 
ing whether two helical regions stack is that their combined length in base- 
pairs is conserved between different organisms, although the lengths of 
individual helices are not conserved. It has also been suggested (76) that the 
helical regions separated by the fewest unpaired nucleotides will stack coax- 
ially. Both of these methods for predicting coaxial stacking predict more 
coaxially stacked helical regions than are found in a 16-S rRNA model based 
on chemical crosslinking (77). Experimental studies must be done to deter- 
mine which factors, such as the number of stems and unpaired nucleotides in 
the junction, govern the stacking of different helices. In addition to stacking 
helical regions together, junction regions act as hinges that orient the differ- 
ent helical regions in space. The four-stem junction in tRNAs adopt an L 
shape and the four-stem DNA junction adopts an X shape. The conforma- 
tions of more RNA junctions should be characterized in order to learn the 
various shapes that junctions can adopt. 

Junction regions appear to constitute catalytic RNA sites. The ham- 
merhead self-cleaving RNA region is coded for by newt satellite DNA (78) 
and is found in plant viruses (8), virusoids (79), and viroids (9). The consensus 
secondary structure for the catalytic domain contains a three-stem junction 
containing 11 unpaired nucleotides. Most of the unpaired nucleotides of the 
junction region are conserved (Fig. 8) and are required for the self-cleavage 
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N J  

FIG. 8. The “hammerhead” self-cleavage RNA structure found in several organisms is 
shown, with the position of specific cleavage marked by an arrow and the conserved nucleotides 
boxed. 

reaction (80, 81). The specific cleavage takes place between one of the un- 
paired nucleotides and a stem region (Fig. 8); a 2’,3’-cyclic phosphate and a 
5’-OH group are formed (9). The catalytic activity must involve the confor- 
mation of the unpaired nucleotides in the junction since these comprise 
almost all of the required nucleotides. 

Growing evidence implies that the unpaired nucleotides in a five-stem 
junction of the 2 3 4  rRNA form the peptidyl transferase site of the ribosome, 
where peptide bonds are formed when amino acids are transferred from 
tRNAs to the nascent protein (82). Chemical “footprinting” experiments 
have established that unpaired nucleotides in this junction are protected 
from chemical modification when tRNA is bound to the peptidyl transferase 
site (83). Direct chemical crosslinking of the tRNA to the five-stem junction 
has also been seen (84, 85). 

The examples of the hammerhead catalytic domain and the peptidyl 
transferase junction of 23-S rRNA illustrate the importance of determining 
the conformation of unpaired nucleotides in junction regions. Not only do 
the conformations of these nucleotides have a great impact on the three- 
dimensional structure by orienting the stem regions that meet at the junc- 
tion, but also these nucleotides can be positioned to catalyze specific 
reactions. 

II. Predicting Secondary Structure 

Two techniques that are commonly used either separately or together to 
predict RNA secondary structure are phylogenetic comparison (43, 86) and 
thermodynamic stability (39, 61). Phylogenetic comparison is the method 
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currently used as the standard for determining secondary structure. The 
underlying principle is that mutations that do not alter function will be 
preserved. Since function is assumed to depend on structure, the preserva- 
tion of a structure between different organisms, despite changes in the base 
sequence, is good evidence for the structure’s existence. 

A. Phylogenetic Comparison 
Phylogenetic comparison requires that RNA sequences from several dif- 

ferent organisms be known. The sequences are first aligned and then 
searched for regions capable of base-pairing. since helical regions are main- 
tained if G*C pairs are replaced by A*U pairs or vice versa, covariance of 
nucleotides establishes which regions are involved in base-pairing and which 
are not. A helix is usually considered to exist if two or more covariations are 
found in it (43, 86). In practice, organisms whose primary sequences differ 
by 20-40% give the best results with phylogenetic comparison (86). Se- 
quences that are too dissimilar are difficult to align, and sequences that are 
too similar do not have enough compensatory base changes to establish the 
existence of helical regions. A limitation of the phylogenetic method is that it 
cannot provide any information about regions of secondary structure that 
contain conserved nucleotides. Thus, phylogenetic methods tend to predict 
fewer helices than actually exist in the molecule. 

B. Thermodynamic Stability 
Thermodynamic stabilities are used routinely to predict secondary struc- 

ture. Computer algorithms predict structures by calculating the free energies 
for all possible base-pairing schemes and finding the secondary structure of 
lowest free energy. Computer algorithms that find several different secondary 
structures whose calculated free energies are close to the lowest free energy 
(87, 88) are important for several reasons. One reason is that the calculated 
energies are based on incomplete experimental data and thus have significant 
uncertainties. Another reason is that biological RNA molecules begin folding 
as they are synthesized; they could become kinetically trapped in a structure 
that is not the structure of lowest energy. Furthermore, tertiary interactions 
may stabilize a secondary structure that is not calculated to have the lowest 
free energy. The most fundamental reason for calculating alternate secondary 
structures is that biological RNA molecules may not form a single secondary 
structure, but may instead have several structures in equilibrium. This has 
been suggested, for example, for the cIZ1 gene mRNA of bacteriophage X (19). 

Free energies are calculated from experimentally determined param- 
eters by the computer algorithms using a nearest-neighbor model. Since 
stacking interactions are short-range, it is reasonable to assume that the free 
energy of a helical region depends on the sequence of dinucleotide steps it 
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contains (39). This nearest-neighbor model has been tested for short duplex- 
es with different sequences, but with the same set of dinucleotide steps; with 
only a few exceptions, the average agreement between the predicted and 
measured free energies is within 6% (61). 

The free energies of loop regions (hairpins, internal loops, and bulges) are 
more difficult to quantitate. Originally, loop free energy was assumed to 
depend only on the number of unbonded nucleotides within the loop. This 
was based on free energies of loop formation of a small set of molecules with 
limited sequence variation (89, 90). There are now examples of loop regions 
whose free energy of formation depends markedly on the sequence of nu- 
cleotides within the loop. For example, the hairpin loop UUCG discussed 
above is much more stable than would be predicted by the current free- 
energy parameters. So is the internal loop containing two G-A mismatches (in 
boldface) formed by the duplex with 3’ dangling guanosines [GCGAGCG],. 
As more thermodynamic data are collected for loop regions, more accurate 
formulas for predicting the free energy of loop regions will become possible. 

Junction regions present bigger problems than other loop regions. No 
thermodynamic data have been measured for the free energy of junction 
formation in RNA. The present computer programs typically assume that the 
free energy of a junction region depends on the number of stems and 
the number of unpaired nucleotide within the junction (88). The values of 
the parameters are empirically derived to best fit the structures of RNA 
sequences whose secondary structures are well established. 

Despite the problems with free energy of loop formation, current com- 
puter algorithms do remarkably well in predicting RNA secondary structure. 
The lowest free-energy structures calculated by the Zuker program for over 
200 molecules predicted 70% of the helices deduced from phylogeny (44). 
Furthermore, the best structure within 10% of the lowest free energy pre- 
dicted 90% of the helices correctly. The number of correctly predicted heli- 
ces will surely increase as more free energies are measured for loop 
formation. 

In practice, both phylogenetic comparison and computer algorithms are 
used to predict secondary structure. If only a few sequences that are not 
homologous enough to align for phylogenetic comparison are available, they 
can be folded with computer algorithms. A model secondary structure can 
be determined by searching for a common secondary structure among the 
various suboptimal foldings generated for the different sequences (91). De- 
termining a secondary structure by either method is usually an iterative 
process. The secondary structure model is refined as more sequences are 
determined or as the model is compared to the results of chemical and 
enzymatic modification procedures that map the accessibilities of different 
nucleotides. 
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111. Tertiary Interactions 

RNA molecules fold into compact structures stabilized by tertiary in- 
teractions not included in the secondary structure. Secondary and tertiary 
interactions are distinguished in terms of chord crossing (Fig. 1). Tertiary 
interactions are considered separately from secondary structure, since the 
formation of tertiary interactions depends not only on the nucleotides that 
form the tertiary interaction but also on the rest of the secondary structure. 
For example, the conformation about the four-stem junction in tRNA brings 
the T loop and the D loop close together; this allows tertiary pairing between 
nucleotides in these loops. The nucleotides in the anticodon loop cannot 
interact with either of the other loops, since the anticodon loop is fixed at 
one end of the molecule by the junction conformation. 

The biological functions of RNA molecules-in particular, catalytic be- 
havior-are determined by their three-dimensional structures. Characteriz- 
ing all of the tertiary interactions that occur in an RNA molecule does not 
completely describe the three-dimensional structure, but tertiary interac- 
tions do indicate regions of the secondary structure that are close together in 
space. Most of what we know about tertiary interactions comes from a few 
tRNA crystal structures, but we are beginning to learn more about tertiary 
interactions from a variety of methods (discussed in Section IV) to study an 
increasing number of RNA molecules. The goal is to find recurring tertiary 
elements: specific arrangements of secondary structure elements stabilized 
by tertiary contacts. Here we discuss the three types of tertiary interactions 
so far characterized: tertiary base-pairing, single-strand-helix interactions, 
and helix-helix interactions. 

A. Tertiary Base-pairing 

1. PSEUDOKNOTS 

Nucleotides that are unpaired in the secondary structure of an RNA 
molecule can form tertiary contacts by hydrogen bonding to other nu- 
cleotides unpaired in the secondary structure. In general, this could occur 
between any of the secondary structure regions containing unpaired nu- 
cleotides (single-stranded regions, hairpin loops, bulge loops, internal loops, 
and junction loops). All of these interactions were originally termed knots or 
pseudoknots (92); here, we use the term “pseudoknot” to describe only the 
structure in which nucleotides in a loop (hairpin, internal, or bulge) pair with 
nucleotides in a single-stranded region. Different types of pseudoknots are 
shown in Fig. 9 (93). 

Pseudoknots have been found in an increasing number of biological sys- 
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FIG. 9. The different types of pseudoknots are diagrammed for hairpin loops pairing with 

an adjacent single-stranded region. (a) In the best-characterized form of pseudoknot, the loop at 
the top crosses the major groove, and the loop at the bottom crosses the minor groove. (b) This 
form of pseudoknot, in which one loop crosses the major groove and the other loop bridges the 
whole helix, has not been found. (c) This type of pseudoknot was proposed to occur in the a- 
mRNA of E .  coli (94). One loop crosses the minor groove, and the other loop bridges the whole 
helix. 

tems since their discovery at the 3' end of several plant RNAs (95, 96). The 
viral RNAs were recognized by tRNA-specific enzymes, but the secondary 
structures predicted for these sequences did not include an amino-acid ac- 
ceptor stem. The formation of a pseudoknot allows these molecules to fold 
into a tertiary structure functionally similar to tRNA, even though the sec- 
ondary structures are different. Pseudoknot formation also enhances fra- 
meshifting during translation in the coronavirus IBV (97). The mechanism by 
which pseudoknots contribute to frameshifting has not been determined, 
but the combination of an (A+ U)-rich sequence and a pseudoknot results in 
a frameshift. One possible explanation is that the pseudoknot causes the 
ribosome to pause, allowing slippage to occur at the A+U-rich sequence. 
This mechanism seems to be a general one, since 14 of 22 sequences from a 
variety of viruses, known or suggested to contain frameshifting sites, have 
the potential to form pseudoknots (97). 

A pseudoknot of the type diagrammed in Fig. 9a formed by a short 
oligonucleotide has been studied by N M R  (98). The interproton distances, 
determined by NMR, were consistent with the two stem regions, one con- 
taining 5 bp and the other containing 3 bp, with A-form helix geometry. The 
distances between protons located in the two different stem regions indicate 
that the two stem regions stack coaxially to form one continuous helical 
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region. The pseudoknot appears to be a normal duplex from one side, but on 
the other side, two loops bridge the duplex, one crossing the major groove 
and one crossing the minor groove. The size of the loops was varied without 
changing the stem sizes to show that the minimum loop size for crossing the 
minor groove of the 3-bp stem is three nucleotides, and the minimum loop 
size for crossing the major groove of the 5-bp stem is two nucleotides. The 
pseudoknot is only marginally more stable than either of the two potential 
hairpin structures that the sequence could form. The equilibrium between 
pseudoknot and hairpins depends on salt concentration, temperature, and 
nucleotide sequence (99). 

2. LOOP-LOOP INTERACTIONS 

There are several examples of RNA molecules containing tertiary con- 
tacts between nucleotides that are in loop regions of secondary structure. 
Phylogenetic comparison suggests that the RNA component of RNase P, 
which catalyzes the processing of tRNA precursors, makes Watson-Crick 
pairs between four nucleotides in one junction loop and four nucleotides in a 
second junction loop (100). These are interactions between secondary struc- 
ture loop regions in the crystal structure of yeast tRNAPhe. Two of the 
nucleotides in the D loop form parallel pairs with two nucleotides in the T 
loop: G,,*IJJ, and G,,C,. Two additional tertiary base-pairs are formed 
between unpaired nucleotides in the central four-stem junction and nu- 
cleotides in the D loop: a reverse-Hoogsteen pair (Fig. 5), U,.A,,, and a 
parallel-stranded reverse-Watson-Crick pair (Fig. 5), G15*C,, (26). These 
tertiary pairs are stabilized by hydrogen bonding and stacking interactions 
with adjacent nucleotides; they are partially responsible for stabilizing the L 
shape of tRNA. Tertiary pairs between loop regions have also been proposed 
on the basis of phylogenetic comparison in the 16-S and 2 3 4  rRNAs (101, 
102). 

The high frequency with which known RNA structures contain tertiary 
pairing between nucleotides that are unpaired in the secondary structure 
stresses the importance of learning more about such interactions. Can un- 
paired nucleotides in all of the secondary structure loop types engage in 
tertiary pairing? There are several examples of pairing involving nucleotides 
in hairpin loops and junction loops, but it is not known whether nucleotides 
in bulge loops or internal loops form tertiary interactions. The fact that tRNA 
has tertiary pairing between parallel strands shows that the rules for forming 
tertiary pairs can be different from the rules for secondary structure. The 
thermodynamics of tertiary pairs is of critical importance for predicting their 
existence. In the tRNAs and pseudoknots, tertiary pairs contribute less to 
the free energy than secondary structure does, but it may be possible for 
very stable tertiary interactions to replace secondary structure. 
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6. Single Strand-Helix Interactions 

1. INTERCALATION 

Base stacking is one of the most important factors stabilizing RNA struc- 
tures. One of the ways in which stacking can stabilize the tertiary structure is 
for nucleotides that are unpaired to intercalate between base-pairs. An ex- 
ample of intercalation is seen in the crystal structure of yeast tRNAPhe, 
where G,,, an unpaired nucleotide in the T loop, intercalates between two 
nucleotides of the D loop, G,, and G,,, which form tertiary pairs with 
nucleotides in the T loop. To accommodate the intercalated guanine between 
the two tertiary pairs, the sugar-phosphate backbone is extended by a 
change in the G,, sugar conformation to 2'-endo (26). 

2. BASE-TRIPLES 

Base-triples occur when an unpaired nucleotide forms hydrogen bonds 
with a nucleotide that is already base-paired. The third base of a base-triple 
may bind to the Watson-Crick pair in either the major or minor groove and 
be stabilized by the formation of one or two hydrogen bonds as well as 
stacking interactions. Several biological functions have been proposed for 
base-triples. Base-triples stabilize the three-dimensional shape of tRNA and 
several other RNA molecules discussed below. The formation of DNA triples 
inhibits transcription in uitro (103), and it has been suggested that a small 
RNA molecule may inhibit transcription by forming a triplex 115 bp up- 
stream from the transcription site of the human c-myc gene (104, 105). The 
self-splicing intron from Tetruhymenu binds guanosines via base-triple for- 
mation during the self-splicing reaction (106). 

Three base-triples occur in tRNAPhe, all of which involve nucleotides in 
the junction loop binding in the major groove to Watson-Crick pairs of the D 
stem. In two of the triples, Ag*A,,*U,, and G,,*G,,C,, (Fig. lo), the third 
base forms two hydrogen bonds with the purine of the Watson-Crick pair, 
while only one hydrogen bond is formed by the third base in G,,.G,,C,, 
(26). Different base-triples are found in the crystal structure of tRNAAsp (62); 
the A46*G22.+13 triple replaces the G,,*G,,.C,, triple of tRNAPhe, with the 
adenosine forming one hydrogen bond with the G*+ pair in the major 
groove. An unusual base-triple occurs at the beginning of the D loop. A,, 
binds to the tertiary reverse-Hoogsteen pair (Fig. 5) A,,.U, by forming 
base-base and base-sugar hydrogen bonds. A,, forms one hydrogen bond 
with an amino proton of A,, and one hydrogen bond with the 2'hydroxyl of 
U,; the 2' hydroxyl of A,, forms a hydrogen bond with a base nitrogen of 
A,*. These base-triples in tRNA occur at the hinge region between the two 
helical domains and help stabilize the tRNA in its characteristic L shape. 
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FIG. 10. Proposed hydrogen-bonding schemes for base triples. U.A.A and C.G.G base 
triples have been proposed with several different hydrogen-bonding schemes. For other 
schemes, see 26 and 108. (Reprinted from 107.) 

Another RNA molecule that forms base-triples is the self-splicing intron 
from Tetrahymena. The intron binds a free guanosine during cleavage at the 
5' exon and binds an internal guanosine during cleavage of the 3' exon. It is 
postulated that these guanosines bind to a base-pair, G,,C,,,, in the P7 
stem by forming a base-triple (106). Replacing the G C  pair with an A.U pair 
abolished splicing activity, but cleavage at the 5' exon was restored by 
adding 2-aminopurine instead of guanine. 2-Aminopurine can form a base- 
triple with the A*U pair that is isomorphic to the wild-type G.G*C triple. 
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This is strong evidence for the existence of the G.G.C triple in the splicing 
reaction of the wild-type intron. 

A base-triple has also been proposed to occur between a nucleotide in a 
junction loop and an adjacent helix in Xenopus Zueuis 5-S rRNA (109). On the 
basis of chemical modification and model building, it is proposed that an 
adenosine in the junction loop binds to a G-U pair in the minor groove by 
forming two hydrogen bonds, one between the adenosine N7 and the 2' 
hydroxyl of the guanosine, and one between the adenosine amino and a base 
nitrogen of the guanosine. 

The formation of base-triples in junction regions where helices stack 
coaxially may be a recurring RNA structural element. If two helical regions 
in a junction stack coaxially (Fig. ll), it is a consequence of A-form helix 
geometry that the 3' strand cannot reach the major groove of the adjacent 
helix, and the 5' strand cannot reach the minor groove of its adjacent helix. 

D-stem 

G-C-U-G- 

b 
T-stem 

minor groove major groove 

stem V stem I1 

c 
c 

minor groove major groove 

minor groove major groove 
d 

P9.0 P7 

minor groove major groove 

FIG. 11. Base-triple formation at regions where helices coaxially stack may be a recurring 
RNA structure. (a) The 3' strand enters the major groove, and the 5' strand enters the minor 
groove. (b) Two of the three base-triples in tRNAphe are consistent with this model. The 5' 
strand does not enter the minor groove as expected, but instead loops back into the major 
groove to form a third triple. (c) The proposed minor-groove triple in Xenopus loeuis 5-S rRNA 
(109). (d) The major-groove triple that occurs in the self-splicing intron from Tetrahymenu (106). 
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The 3' strand of unpaired nucleotides can follow the minor groove of the 
adjacent helix, while the 5' strand can follow the major groove of its adjacent 
helix. Although oversimplified, this picture is consistent with two of the 
three base-triples that form in tRNAPhe, and with the base-triple proposed 
to occur in the 5-S rRNA from X. Zueuis (Fig. 11). The base-triple formed 
during the 3' splicing reaction of the intron from Tetruhymenu also fits this 
model if the recently identified P9.0 helix near the 3' splice site of the 
Tetruhymenu intron (106, 110) is stacked on the P7 helix (Fig. 11). 

To predict the existence of base-triples, the sequences that can form 
triples must be determined, and their structures and thermodynamic sta- 
bilities must be characterized. Triple helices were originally found in poly- 
nucleotides with simple repeating sequences. Fiber diffraction studies on 
the poly(rU).poly(rA)-poly(rU) system showed that the third strand, 
poly(rU), bound parallel to the purine strand of the Watson-Crick helix in 
the major groove with two hydrogen bonds between the adenine and uridine 
(11 1). In addition to rU.rA*rU, the following polynucleotides have been 
shown to form triple helices: rA-rA-rU, rC+.rG*rC (at pH7.0), and 
rG.rG*rC (112) (Fig. 10). Recent NMR studies of DNA triples show that 
dC+ .dG.dC forms a structure isomorphic with dT*dA.dT (113, 114); the 
corresponding RNA triples are probably isomorphic as well. Structural char- 
acterization has not been done on rG-rG*rC or rA*rA.rU triple helices yet, 
but these base-triples can form isomorphic structures. Replacing the 
rA.rA*rU base-triple in tRNAPhe with a sequence capable of forming an 
rG.rG*rC base-triple resulted in no loss of aminoacylation activity, whereas 
sequences that could not form base-triples did lose activity (108). 

Unpublished results from our laboratory, including UV absorption mixing 
curves and circular dichroism spectra, show that poly(rA)*poly(rG).poly(rC) 
forms a triple helix. A hydrogen-bonding scheme has not yet been deter- 
mined for this structure, but the poly(rA) strand appears to bind in the minor 
groove of the Watson-Crick duplex. The evidence for minor groove binding is 
that a triple helix did not form when the poly(rG) strand was replaced by 
poly(rI), which lacks the minor groove amino group capable of hydrogen 
bonding to poly(rA). 

C. Helix-Helix Interactions 

We have already described structures in which helical regions stack 
coaxially end to end. Helix-helix contacts can form between the grooves 
of different helices when RNA molecules fold into compact tertiary struc- 
tures. The negatively charged sugar-phosphate backbones repel each other, 
but a variety of interactions found in crystal structures of nucleic acid du- 
plexes could stabilize the structure. The importance of the 2' hydroxyl 
groups in stabilizing helix-helix contacts is seen in the crystal structure 
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of an RNA duplex [U(UA),A],. There are 12 intermolecular hydrogen bonds 
between the 2' hydroxyl groups in one helix and either uracil carbonyl 
groups or sugars in the minor groove of another helix (28). Another type of 
helix-helix contact is found in the crystal structure of a DNA duplex, 
d[ACCGGCGCCACA]-d[TGTGGCGCCGGT]. Cytosine amino protons in 
the major groove of one helix form hydrogen bonds with phosphate oxygens 
of another helix (1 15). In general, helix-helix interactions could include 
base-phosphate, base-sugar, sugar-sugar, and sugar-phosphate hydrogen 
bonding. 

Helix-helix contacts have been implicated in the function of one intrigu- 
ing biological system. The Tetrahymena intron is capable of binding a nicked 
duplex RNA containing three oligonucleotides and then ligating the nick 
(116). Since the nicked duplex is base-paired and the reaction is independent 
of the duplex sequence, the intron must bind the duplex substrate through 
the formation of helix-helix contacts. The weakness of the contacts between 
the intron and the duplex substrate is evidenced by a Michaelis constant 
greater than 0.1 mM. This system illustrates the complexity of the interac- 
tions stabilizing RNA structure. Determining the interactions between bases 
is not enough to understand the structure and function of RNA; the back- 
bone interactions must be determined as well. 

Another system in which helical regions may interact involves sequences 
rich in guanosine. Guanosine-rich DNA sequences have been proposed to 
form duplex structures (11 7), and there is evidence that two of these duplex- 
es in solution dimerize to form four-stranded DNA complexes (118-120). It  
is not known whether similar sequences in RNA can form these structures, 
but X-ray diffraction studies have shown that poly(rG) forms a structure 
containing four parallel strands with the four equivalent guanosines hydro- 
gen-bonded in a coplanar arrangement (121). 

IV. Predicting Tertiary Interactions 

The secondary structures for a wide variety of biological RNA molecules 
have been established by a combination of techniques such as phylogenetic 
comparison, chemical and enzymatic modification, and computer prediction 
algorithms. Some biological functions of RNA can be understood once the 
secondary structure is known, but understanding most biological functions, 
particularly catalytic RNA activity, requires the determination of RNA 
three-dimensional structure. The next step toward the prediction of RNA 
three-dimensional structure is to develop methods to predict its tertiary in- 
teractions. The same two methods used to predict secondary structure (phylo- 
genetic comparison and computer algorithms) can be used to predict tertiary 
interactions. As currently used, both of these methods are limited because 
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they predict tertiary interactions only between bases. The tertiary interac- 
tions in the crystal structures of tRNA contain many examples of base-sugar, 
base-phosphate, sugar-sugar, and sugar-phosphate interactions (62, 122). 

A. Phylogenetic Comparison 
Establishing the presence of tertiary structure from phylogeny relies on 

the replacement of a specific tertiary pairing by an equivalent one. Phy- 
logenetic comparison has been used to predict the existence of Watson- 
Crick tertiary pairing in the RNA component of RNase P (loo), the 
Tetruhymenu intron (123, 124), and both the 164 (125) and 23-S (101, 102) 
rRNAs. Phylogeny can also be used to predict the existence of base triples, 
as was done for tRNA (126). 

There are several limitations on predicting tertiary pairs using phy- 
logenetic comparison. All but one of the tertiary pairs formed in tRNA is non- 
Watson-Crick; these include reverse-Hoogsteen, reverse-Watson-Crick, 
and parallel-stranded pairing. If this is true for other RNA molecules, phy- 
logenetic comparison will have trouble predicting tertiary pairings. Although 
phylogenetic evidence has been used to suggest the presence of non-Watson- 
Crick pairs (101), in general, we do not know which non-Watson-Crick pairs 
are equivalent. Since phylogenetic comparison depends on sequence varia- 
tion, the structures of conserved regions cannot be predicted. This is a 
problem in predicting secondary structure and could be a much greater 
limitation in the case of tertiary structure. The nucleotides in tRNA that are 
engaged in tertiary pairing are much more highly conserved than are those 
involved in secondary structure. If this is true in general, it will be difficult to 
predict tertiary pairing by phylogeny. 

B. Thermodynamic Stabilities 
The use of thermodynamic stabilities to predict secondary structures has 

already been discussed. Extending this approach to the prediction of tertiary 
interactions poses several problems. We discuss the problems inherent in 
predicting tertiary motifs and then describe an algorithm that predicts the 
pseudoknot tertiary structure as well as secondary structure. The prediction 
of tertiary interactions using computer algorithms based on thermodynamic 
stabilities poses three problems: (1) evaluating free energies for all of the 
possible secondary and tertiary structures requires prohibitive amounts of 
computer time; (2) rules governing which regions of secondary structure are 
sterically allowed to form tertiary interactions have not been established; and 
(3) the free energies of most tertiary structures have not been determined. 

The distinction between secondary and tertiary structures was originally 
made so that an algorithm could rigorously consider all of the possible sec- 
ondary structures. For an RNA of n nucleotides, the number of different 
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base-pairs possible is n(n - 1)/2. If tertiary pairs are allowed, the number of 
possible structures increases proportional to n factorial instead of n2; this 
renders impractical a rigorous examination of all possible secondary and 
tertiary structures for a biological RNA. 

Since we cannot search every possible combination of secondary and 
tertiary structures, we must choose criteria that limit the number of struc- 
tures to be evaluated, but still find the biologically relevant structures, 
Although the actual path by which RNA molecules fold is a kinetic property, 
we assume that the structure that forms is the structure of lowest free energy. 
This means that we can fold the RNA by any path we choose as long as the 
free energy for each step is known. One way to restrict the number of 
structures evaluated is first to find the low-free-energy secondary structures 
by standard programs (88). Then tertiary interactions are added to a small 
number of calculated secondary structures to obtain the tertiary structure of 
lowest free energy. 

We cannot use the approach just outlined for predicting tertiary struc- 
tures until we know how to look for secondary structure elements that can 
form tertiary interactions. For example, from the cloverleaf secondary struc- 
ture of tRNA, how would the algorithm know that the junction conformation 
brings the D loop close to the T loop, but not to the anticodon loop? Until we 
learn more about the conformation around the junction, internal, and bulge 
loops, assumptions must be made about which loop regions can interact. The 
simplest assumption is that any pair of loop regions can interact. 

Prediction of tertiary interactions also requires knowledge of the free 
energy of forming tertiary interactions. Judging from tRNA and pseudo- 
knots, secondary structure is more stable than tertiary structure. If this is 
true, the calculation of the free energy for tertiary pairs after the calculation 
of the free energy for secondary structure is justified. Errors in this assump- 
tion can be accounted for by predicting tertiary interactions for several 
secondary structures. Unfortunately, free energies have not been measured 
for most tertiary structures. The free energy of pseudoknot formation has 
been determined for a very limited set of molecules (99), but the free ener- 
gies of other tertiary interactions, such as loop-loop pairing, base-triples, or 
intercalation, have not been determined. 

Despite the difficulties of predicting tertiary structure, an algorithm ca- 
pable of predicting pseudoknots as well as secondary structure has been 
developed (93). The algorithm calculates the free energy of formation for all 
of the stem-loops that could be formed by the structure. The predicted 
structure starts with the stem-loop with the lowest free energy of formation; 
new stem-loops consistent with those already incorporated are added in 
order of their stability. The algorithm predicts stem-loops due to pseudo- 
knots as well as those due to normal hairpins. The biggest limitation of this 
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algorithm is that it only predicts a single structure. The free-energy contri- 
bution of the base-pairs in a pseudoknot were assumed to be the same as in a 
hairpin stem; the free-energy contribution of the two loops of the pseudo- 
knot was empirically determined so that known pseudoknots were pre- 
dicted. The program also predicted pseudoknots in sequences that had not 
previously been shown to contain pseudoknots. 

The most important information needed to improve tertiary structure 
prediction are the free-energy parameters for tertiary interactions such as 
pseudoknots, tertiary base-pairs, and base-triples. Furthermore, rules must 
be developed indicating which tertiary contacts are sterically possible for a 
given structure. Realistic predictions of tertiary interactions and three-di- 
mensional structure will not be possible until the conformations around 
junctions, bulge loops, and internal loops are known. 

V. Three-dimensional Structure 

Once the secondary structure and tertiary interactions contained in an 
RNA molecule are known, the next step in understanding its structure is the 
determination of a three-dimensional structure. The concept of one three- 
dimensional structure may be misleading, since it implies that the molecule 
exists in a single structure and ignores the changes the RNA can undergo. 
Ultimately, we would like to know all of the conformations an RNA molecule 
can adopt and the dynamics of their interconversion. The first step toward 
this goal is determination of the three-dimensional structure of one confor- 
mation. Since no three-dimensional structures of RNA are known, with the 
exception of tRNA, which is discussed extensively elsewhere (26, 62, 122), 
we discuss the three-dimensional models which have been built for other 
RNAs. 

Three-dimensional models are built in an attempt to understand the 
functions of RNAs and to guide the development of further experiments to 
refine the models. These models are built from phylogenetically proven 
secondary structures plus information about the accessibility of nucleotides 
to chemical probes, the positions of crosslinks, and any phylogenetically 
suggested tertiary pairing. Models have been built for 163  rRNA (71, 77, 
127-129), 5-S rRNA (log), the 3' end of turnip yellow mosaic virus RNA 
(130), and the self-splicing intron of Tetrahymena (76). 

Although the details differ, in general, the following assumptions about 
RNA structure are used. Model builders first assume that helical regions 
adopt standard A-form geometry; this is supported by NMR experiments on 
RNA in solution as well as the known crystal structures of RNAs. Only loop 
regions of RNA are now left with any degrees of freedom. The conformations 
of loop regions are varied without bringing atoms closer than van der Waals 
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contact, so that regions of secondary structure satisfy the crosslinking and 
tertiary pairing constraints. Helical regions around junction regions are al- 
lowed to stack coaxially to form longer helical regions. 

The process of model building shows the importance of secondary struc- 
ture loop regions (internal loops, bulge loops, and junctions) in the three- 
dimensional structure of RNA. The ability to predict the conformation of 
loop regions or even the ability to rule out certain conformations would 
significantly improve the process of building three-dimensional structures of 
RNA molecules. 

The positions of the helical regions in models depend on different types 
of experimental data. For example, the three-dimensional locations of the 
proteins bound to 16-S rRNA (131) were combined with protein-RNA 
crosslinking and footprinting data to generate constraints on 75% of the 
helices in one of the models of 1 6 4  rRNA (77). Another model, based on 
much of the same data, is in substantial agreement with this model (71), as is 
a model built from the accessibility of the 16-S rRNA to DNA oligonucleo- 
tide probes, which constrains 40% of the helices in the 16-S rRNA (128). 
Chemical and enzymatic modification data are useful, but these data are 
insufficient to determine the relative positioning of helical regions. 

VI. Determining RNA Structure 

RNA structure can be determined at several levels of resolution. The 
experimental method giving the highest resolution is single crystal X-ray 
diffraction. In principle, it can provide the coordinates of all of the atoms, 
although for the large molecules of biological interest the positions of the 
protons are only inferred. X-Ray diffraction thus reveals the secondary, terti- 
ary, and three-dimensional structures. Unfortunately, RNA molecules often 
do not form crystals suitable for X-ray analysis, and thus only a few three- 
dimensional structures of RNA molecules have been solved: tRNAphe (132, 
133), tRNAAsp (62), and tRNAfMet (134), as well as an oligonucleotide duplex, 

The method with the next highest level of resolution is NMR. It comple- 
ments the X-ray method in that it provides distances between nearby pro- 
tons (distances less than 5 &; it can also determine backbone torsion angles. 
Thus, NMR provides details about local conformation and can be used to 
determine secondary, tertiary, and, in principle, three-dimensional struc- 
tures. 

Information about the arrangement of the secondary structure elements 
in three dimensions can also be obtained from crosslinking and fluorescence 
energy transfer experiments. Chemical and enzymatic modifications are 
used to determine the accessibility of functional groups within nucleotides, 

[U(U-A),Al, (28). 
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and the effect of mutations introduced into RNAs on biological activity can 
also determine RNA structure. 

A. Nuclear Magnetic Resonance 
NMR experiments provide a powerful method for determining the struc- 

tures of proteins and nucleic acids in solution. Detailed explanations of NMR 
methodology applied to nucleic acids have been published (135, 136), so we 
only outline the principles of the NMR method here. Then we discuss how 
well the information determined by NMR defines the three-dimensional 
structures of RNA molecules. 

NMR methods provide three types of information that can be used in 
structure determination: nuclear Overhauser effects (NOES), scalar coupling 
constants, and chemical shifts. NOE is the transfer of magnetization due to 
magnetic dipole-dipole coupling between nuclei. The effect is directly pro- 
portional to the magnetic moments of the nuclei and depends on the inverse 
sixth power of the distance between them. NOES can be measured between 
protons up to 5 A apart. Both the exchangeable and nonexchangeable pro- 
tons in RNA are used for NOE measurements. 

Information regarding base-pairing and stacking can be obtained from 
the measurement of NOES between imino resonances assigned to specific 
nucleotides. The imino protons resonate in a separate region of the spectrum 
from other protons, and each Watson-Crick base-pair contains one hydro- 
gen-bonded imino proton. Only imino protons that are hydrogen-bonded, or 
whose rates of solvent exchange are otherwise decreased, are seen in the 
NMR spectrum. NOES between imino protons have been measured in mol- 
ecules as large as tRNA (137). The secondary and tertiary base-pairing as well 
as the coaxial stacking of helical regions of tRNA in solution have been 
confirmed by this method (138, 139). 

NOES between the nonexchangeable base and sugar proton resonances 
give much more detailed information about RNA structure than exchangea- 
ble-proton NMR. About 21 intranucleotide distances (9 base-sugar and 12 
intra-sugar) can be measured between base and sugar protons. These dis- 
tances are sufficient to define the conformation of a nucleoside. Up to 11 
additional internucleotide (base-base, base-sugar, and sugar-sugar) dis- 
tances can be measured, depending on the RNA structure. 

NMR studies on the nonexchangeable protons are currently limited to 
oligonucleotides containing no more than 30 or 40 nucleotides. New NMR 
techniques such as isotopic labeling (70, 140) and three-dimensional NMR 
methods (141) are being developed, which will allow NMR studies on larger 
RNA molecules. Oligonucleotides used for NMR studies of nonexchangeable 
protons are designed to adopt structures found in larger RNA molecules. 
Lower-resolution studies such as chemical modification can be done to check 
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that the structure adopted by the oligonucleotide is similar to the structure 
within the larger RNA molecule. 

Scalar coupling constants, also called spin-spin splittings, can be mea- 
sured for two nuclei separated by two, three, or sometimes four bonds. For a 
three-bond splitting, for example, H-C-C-H, the value of the coupling 
constant depends on the torsion angle for rotation around the central bond. 
Coupling constants are related to torsion angles by Karplus-type equations 
(142); these relationships have been determined for the sugar-phosphate 
backbone in RNA by studies of model compounds (143). Coupling constants 
can be measured between ribose protons as well as between protons and 
phosphorus atoms. These coupling constants can be used to determine four 
of the seven torsion angles that completely define the conformation of a 
nucleotide unit (Fig. 6). Information about two of the three remaining tor- 
sion angles can be estimated from phosphorus chemical shift information as 
described below, and the remaining torsion angle can be determined from 
the intranucleotide NOEs. In principle, all of the torsion angles can be 
determined by NMR methods. 

The chemical shift of a resonance depends on the local magnetic field at 
the nucleus. The local magnetic field is extremely sensitive to the bonding, 
and to the proximities and types, of nearby atoms. Unfortunately, no simple 
correlation between proton chemical shift and structure has been established 
so far, although chemical shifts have been calculated for protons in several 
molecules (144). Phosphorus chemical shifts have been correlated with the 
two phosphodiester torsion angles 0-P-0 (145). Normally, both phos- 
phodiester torsion angles are in the gauche conformation. Both theory (146) 
and experiment (14,148) suggest that ifeither of the two angles changes to the 
trans conformation, the phosphorus resonance moves to the downfield region 
of the spectrum. The two adjacent C-0  torsion angles and the 0-P-0 bond 
angle have also been shown to effect the phosphorus chemical shift (149). Ifthe 
information inherent in the chemical shift could be tapped, NMR structure 
determination would become much more powerful. 

In principle, NMR experiments on RNA molecules could determine 
their three-dimensional structures. Accurate measurement of seven torsion 
angles per nucleotide suffices to specify an RNA structure. If all of the 
torsion angles and a large number of intra- and internucleotide distances are 
determined (within experimental uncertainties), the atomic coordinates of 
the RNA molecule can be generated by distance-geometry algorithms (150- 
152). In practice, not all of the torsion angles are determined, and spectral 
overlap can preclude the measurement of many NOEs. An important ques- 
tion not yet satisfactorily answered is: Which distances and torsion angles 
must be measured with what accuracy to specify a three-dimensional struc- 
ture for RNA molecules? 
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The first step in answering this question was made by testing the dis- 
tance-geometry algorithm on a known DNA duplex structure (153). A set of 
117 distances that could be measured easily by NMR was taken from the 
crystal structure of a 6-bp DNA duplex. The established base-pairing in the 
duplex was used to add 14 more constraints: the distances between hydro- 
gen-bond donors and acceptors in the base-pairs. Since each nucleotide has 
seven degrees of freedom, 84 independent constraints suffice to define the 
structure completely. Although there are more than 84 N M R  constraints, 
the fact that they are not all independent may result in an underdefined 
structure. The structure generated from these constraints by the distance- 
geometry algorithm was compared to the starting structure. The results 
showed that areas of the structure where many interproton distances were 
used (the sugars and the bases) were well defined. However, the phosphate 
backbone was not very well defined. The root-mean-square deviation for the 
generated base hydrogen atoms was 0.43 A, whereas the deviation was 1.99 
8, for the phosphorus atoms. For all of the atoms in the structure, the 
deviation was 1.29 A, comparable to the deviation found for the atoms in a 
protein structure when a similar procedure is undertaken (154). 

NMR data can determine structures more accurate than that of the DNA 
duplex just described. The constraints used to generate the DNA structure 
did not include distances to the H4’, H5‘, and H5” sugar protons because 
they cannot always be assigned. More importantly, no torsion angles were 
used to constrain the structure, although many of these angles can be deter- 
mined from proton-proton and proton-phosphorus coupling constants (30, 
155, 156). 

The accuracy of structures determined by NMR ultimately depends on 
the nucleic acid structure itself. The example of the DNA duplex gives us the 
lower bound for the accuracy of the structures of duplex RNA determined by 
NMR, but it is the loop regions of RNA that are of most interest. Can the 
loop regions of RNA molecules be as well-defined as the duplex regions? 
Compact loop structures are much better defined than more open ones. The 
hairpin loop UUCG, discussed above, forms a compact structure in which 
the sugar protons of the cytosine in the loop give NOE effects to all other 
nucleotides in the loop. This results in a structure that is well defined by the 
N M R  constraints. The structures of loop regions in which the nucleotides 
are in extended conformations, or in multiple conformations, can be difficult 
to determine precisely. If the nucleotides in the loop are not stacked, there 
probably will be very small NOE effects between them, and their resonances 
will be difficult to assign. In principle, however, these resonances can be 
assigned by specific isotope labeling, and a structure can be obtained by 
measuring coupling constants to determine the backbone torsion angles. 
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B. Long-range Constraints 

1. CROSSLINKING 

Crosslinks-covalent bonds between different bases-can be introduced 
into RNA molecules by irradiation with UV light (157) or by using chemical 
reagents such as psoralen (158) or nitrogen mustard (77). The positions of 
such crosslinks within the structure can be determined by sequencing the 
RNA on either side of the crosslink. The crosslinks are of two types. The first 
type occurs between nucleotides adjacent in the secondary structure. The 
more interesting crosslinks occur between nucleotides that are not adjacent 
in the secondary structure. The positions of these crosslinks reveal some- 
thing of the three-dimensional structure of the molecule, since they show 
the proximity of two secondary structure elements. 

Caution must be used when interpreting the results obtained from 
crosslinking studies. Crosslinks generated by chemical reagents that bind to 
one base and then crosslink to a second base may not reflect the native 
structure of the RNA, since the binding of the reagent to the first base may 
alter the RNA structure.' Some of the molecules studied by crosslinking 
include the 1 6 4  rRNA (77), the 23-S rRNA (77), tRNA binding to the catalyt- 
ic subunit of RNase P (159), tRNA binding to ribosomes (84), and protein 
binding to ribosomes (160). 

2. FLUORESCENCE ENERGY TRANSFER 

Fluorescence energy can be transferred from a donor to an acceptor 
group by an electric dipole-dipole mechanism. The transfer depends on the 
inverse sixth power of the distance between these groups. In practice, the 
transfer can be measured for groups separated by roughly 10-70 W (161). 
Measuring fluorescence energy transfer in RNA requires adding acceptor 
and donor groups to the molecule. Some of the applications of this technique 
include the study of tRNA (162), ribosome assembly (163), and the conforma- 
tion about a four-stem DNA junction, as described above (74). 

C. Chemical Modification 

Chemical and enzymatic modification methods determine the ac- 
cessibility of the nucleotides within an RNA molecule to modification by 

1 This hazard is discussed by Budowsky and Abdurashidova in their article on UV crosslink- 
ing (160). [Eds.] 
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chemical reagents or enzymes (164). The reactivity of a nucleotide to chem- 
ical reagents is a complicated function of solvent accessibility and elec- 
trostatic environment (165, 166). The reactivity of nucleotides to chemical 
modification is used to confirm predicted secondary structures and to learn 
about tertiary interactions. The advantages of these methods are that they 
can be used to probe the structure of very large RNAs, and that they require 
only picomoles of RNA. 

Chemicals that react with each of the four bases at Watson-Crick hydro- 
gen-bonding positions can reveal which nucleotides are involved in base- 
pairing. Conditions are used in which each RNA is modified at most only 
once, so that the structural information deduced is not an artifact of the 
modification procedure. Enzymes that cleave specifically in base-paired or 
unpaired regions are used to determine base-pairing as well, but the large 
size of enzymes makes them generally less useful than chemicals, since the 
compact structure of a large folded RNA yields very few enzymatic cleavage 
sites (167). 

Chemical modification of the nucleotides within the RNA is detected by 
one of two methods. The simplest method induces strand scission at the site 
of modification; this is most useful for short RNA molecules. Sites of modifi- 
cation within large RNA molecules are located by synthesis of a DNA com- 
plementary to the RNA using reverse transcriptase (54). Modified residues 
in the RNA cause the reverse transcriptase to stop. Separation of the synthe- 
sized DNAs by gel electrophoresis determines the positions of modification. 
Clear interpretation of the results of chemical modification is often difficult. 
The amount of modification ranges from essentially none through various 
degrees of partial modification to strong modification. Strong modification of 
a nucleotide is good evidence that it is not involved in secondary or tertiary 
pairing. Weak or partial modification can result from nucleotides engaged in 
either secondary or tertiary interactions. 

D. Mutational Analysis 
Mutations are often introduced into RNA sequences in order to deter- 

mine RNA structure or protein-RNA interactions (94, 97, 108, 168-172). 
The effect of these mutations is often assayed by measuring the ability of the 
mutated sequences to bind a protein that specifically recognizes the wild- 
type RNA. Although mutational analysis is a powerful technique for deter- 
mining interactions in RNA structure, caution is necessary with this ap- 
proach. The results of such experiments can be unclear, since loss of protein 
binding can result either from a change in RNA structure or from an RNA 
sequence that maintains the same structure but is not recognized efficiently 
by the protein. 
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VII. Protein-RNA Interactions 

Since most cellular RNA molecules are complexed by proteins, under- 
standing protein-RNA interactions is vital to understanding cellular RNA 
functions. Unfortunately, even less is known about the structure of RNA 
binding proteins than about RNA structure. The protein-RNA interactions 
studied show that proteins recognize specific secondary structural features of 
RNA as well as its three-dimensional shape. 

A. Protein-Duplex Interactions 

The interactions between the helix-turn-helix proteins and duplex DNA 
are well-characterized (173-175). An a-helix lies in the major groove with 
amino acids forming specific hydrogen bonds to the DNA sequence. As 
shown in Fig. 3, the major groove in typical A-form RNA is much narrower 
than in typical B-form DNA. It has been suggested that the narrower major 
groove in RNA prevents protein structure elements from binding to the 
bases in the major groove (176-178). However, the fact that a nucleotide 
strand is capable of binding to duplex RNA in the major groove to form a 
triple helix, and the fact that there is considerable polymorphism in the size 
of the A-form major groove in X-ray studies of fibers, suggest that the bases 
may be accessible to protein structures through the major groove (1 79). 

Transcription factor IIIA is a “zinc finger” protein that binds the DNA 
gene for the 5-S rRNA in X. Zueuis as well as the 5-S rRNA. There is evidence 
that it binds to the DNA gene in the major groove (180), and it is proposed 
that it binds to the 5-S rRNA in the major groove (73). Although it could bind 
to the DNA and RNA sites by different mechanisms, the possibility that 
proteins bind in the major groove of RNA should not be ruled out. 

B. Protein-Loop Binding 

Most of the protein binding sites in RNA that have been characterized 
are loop regions: hairpins, bulges, and internal loops. Unpaired nucleotides 
are more conserved than base-paired nucleotides in 1 6 4  rRNA sequences, 
suggesting that these nucleotides are involved in either tertiary interactions 
or protein contacts. Unpaired adenosines occur more frequently than the 
other nucleosides (181). Direct evidence for the role of unpaired adenosines 
in protein binding of the 16-S rRNA comes from the decrease in chemical 
reactivity of these adenosines when the ribosomal proteins are bound to the 
16-S rRNA (54). 

Both bulge and internal loops bind proteins. A purine bulge is required 
for the coat protein to bind to the R17 viral RNA (182), and an adenosine 
bulge is part of the L18 protein binding site on the 5-S rRNA (183). An 
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asymmetrical internal loop is required for the binding of S8 ribosomal pro- 
tein to the 16-S rRNA in E. coli (69,184,185). Ribosomal protein L3 binds to 
the 23-S rRNA at a large asymmetrical internal loop as well (186). 

Hairpin structures are commonly found to bind proteins specifically 
(187-194). Hairpins with loop sequences CAGUGN bind to the iron-respon- 
sive element (IRE)-binding protein (195). As proposed in other protein- 
RNA interactions (196-198), free cysteines in the IRE-binding protein are 
thought to form transient covalent bonds to the RNA hairpin by a nu- 
cleophilic attack by the sulfhydryl group on a uracil in the RNA. Iron regu- 
lates this system by altering the equilibrium between reduced and oxidized 
sulihydryl groups. This in turn alters the amount of hairpin bound by protein 
and alters the translation of the iron receptor mRNA (199). 

The most-characterized example of a hairpin protein binding site is the 
R17 coat protein binding site (182). Binding requires a hairpin, whose loop 
sequence must be ANYA, plus a purine bulge three nucleotides away on the 
5' side of the loop. It is not clear what role the purine bulge plays in protein 
binding, since adding substituents such as methyl groups to an adenosine 
bulge reduces binding IOW-fold, whereas changing the bulge from ade- 
nosine to guanosine leaves binding essentially unchanged. These data are 
insufficient to determine whether the protein forms specific contacts with 
the purine bulge, or whether intercalation of the purine alters the structure 
of the RNA. This study shows the limitation of mutagenesis experiments in 
which specific nucleotides are changed and the effect on protein binding is 
measured. Without doing structural studies of the RNA molecules, it is not 
clear whether the different binding ailhities that result from substituting 
specific nucleotides are due to disruption of protein contacts to that nu- 
cleotide, or whether the overall structure of the RNA has changed. 

C. Protein Recognition of Three-dimensional Structure 

The first high-resolution crystal structure of a protein-RNA complex to 
be solved was that of E. co2i tRNAG'" and its synthetase (178). Sequence- 
specific contacts occur at the anticodon loop and at the end of the acceptor 
stem of the tRNA in addition to contacts along one side of the tRNA. Three 
bases in the anticodon loop, which form specific contacts with the protein, 
are unstacked compared to the tRNAPhe structure. The first base-pair in the 
acceptor stem is unpaired, and the protein contacts the acceptor stem in the 
minor groove, forming hydrogen bonds with exocyclic amino protons of two 
guanines. Overall, the crystal1 structure shows that the synthetase recog- 
nizes the tRNA shape, but distinguishes it from other tRNAs by forming two 
types of sequence-specific contacts: binding to anticodon loop nucleotides 
and binding to guanines in the minor groove of the acceptor stem. 

Three-dimensional structure is not always recognized by tRNA syn- 
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thetases, since a hairpin containing the major recognition feature of tRNAAla 
is efficiently aminoacylated by E. coli tRNAAIa synthetase (200). The major 
recognition feature is a single G-U mismatch in the acceptor stem (201). 
Replacing the G*U mismatch by G*A, C-A, or U*U mismatches (Fig. 5) 
results in only small losses in aminoacylation activity, although replacing the 
mismatch by a Watson-Crick pair completely abolishes activity. The fact that 
other mismatches are almost as efficient as G*U suggests that the protein 
recognizes a change in the sugar-phosphate backbone caused by the mis- 
match rather than specific groups on the G-U pair. Many of the tRNA 
synthetases probably recognize three-dimensional structure, since the nu- 
cleotides required for binding are often scattered throughout the tRNA 
(202-204). 

Although the structure of only one protein-RNA complex has been de- 
termined, several features of protein binding sites in RNA molecules have 
been characterized. The most frequently found protein binding sites in RNA 
are specific nucleotides within loop regions. Hairpin loops are the best- 
characterized protein binding sites, but bulge loops and internal loops have 
been implicated in protein binding as well. Proteins recognize primary se- 
quence [poly(A) binding protein] (205), secondary structure (hairpin, bulge, 
and internal loops), and three-dimensional shape (tRNA synthetase binding). 
The specific interactions between proteins and RNA include transient 
covalent sulihydryl-uracil interactions, positively charged amino acids bind- 
ing to negatively charged phosphates, hydrogen-bond formation with the 
exocyclic amino group of guanine in the minor groove, and specific hydrogen 
bonds and stacking interactions with bases in loop regions. 

The RNA structures that proteins recognize are better characterized than 
the protein structural elements that bind to RNA. An 80-amino-acid consen- 
sus RNA binding domain, which contains a sequence of eight highly con- 
served amino acids (205), has been identified in several RNA binding pro- 
teins, including human U1A protein as well as the poly(A) binding protein 
(206-208). The structure of a peptide portion of the gag polyprotein which 
binds HIV viral RNA has been determined by NMR (209) and is similar to 
the structure of a zinc finger protein that binds to DNA (210). 

VIII. RNA-RNA Interactions 

Intermolecular RNA interactions occur in a wide range of biological pro- 
cesses, including a “spliceosome” assembly (211, 212), RNA “editing” (213), 
and protein synthesis (214-216). Intermolecular contacts include base-pair- 
ing and backbone interactions. Backbone interactions occur between regions 
of RNA already base-paired. Although these interactions are not well-charac- 
terized, they probably involve the backbone of one helical region interacting 
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with the groove of another helical region. These interactions include base- 
sugar, base-phosphate, sugar-sugar, and sugar-phosphate hydrogen bonds. 

The stabilities of complexes formed between tRNA anticodon loops and 
short oligonucleotides (21 7) or between complementary anticodon loops 
(218) are much greater than the stabilities of short duplexes. The enthalpy 
changes during formation of anticodon loop complexes are similar to that of 
duplex formation, but the entropy of formation is significantly more favor- 
able for the anticodons than for the duplexes (217). The favorable entropy 
change for the codon-anticodon interaction is probably due to the stacked 
conformation of the nucleotides within the anticodon loop. Often, the nu- 
cleotides in small hairpin loops are not stacked in A-form geometry, presum- 
ably making base-paired complexes with these loops much less stable than 
complexes with anticodon loops. 

The importance of backbone interactions in the formation of RNA-RNA 
complexes is demonstrated by the Tetrahymena intron. As previously dis- 
cussed, the intron is capable of binding an RNA duplex through backbone 
interactions (116). A separate study showed the importance of the 2' hy- 
droxyl when the intron binds a single-stranded oligonucleotide (219). A sin- 
gle-stranded RNA oligonucleotide base-pairs to the intron, forming a com- 
plex lo4 times (6 kal/mol) more stable than would be expected for RNA 
duplex formation; however, the stability of a complex between the intron and 
a DNA oligonucleotide is only as stable as the formation of short RNA-DNA 
duplexes. This suggests that either the 2' hydroxyl groups of the oligonucleo- 
tide form specific interactions with the intron or that the intron forms in- 
teractions with the sugar or phosphate groups along the backbone of an 
A-form duplex. 

The complex formed between M 1  RNA, the catalytic component of 
RNase P, and its tRNA substrate is probably stabilized by the formation of 
backbone interactions. This suggestion is supported by a chemical crosslink 
that forms in the M 1  RNA-tRNA complex between base-paired regions of 
the M 1  RNA and the precursor tRNA (159). As previously noted (159), there 
is striking sequence and secondary structure homology between the region 
of the M 1  RNA that crosslinks to the tRNA and the region of the 234 rRNA 
which was found to bind tRNA by chemical footprinting (83). Complexes 
stabilized by backbone interactions may be a general feature of catalytic 
RNA-substrate complexes since these interactions are weak and allow dis- 
sociation of the enzyme-substrate complex after the reaction. 

IX. RNA-DNA Interactions 

Hybrid duplexes form between RNA and DNA during transcription and 
reverse transcription. The stability of these hybrids is believed to play a role 
in transcription termination (220). The combination of a stable hairpin forma- 
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tion in the nascent RNA followed by a repeating dA sequence in the DNA 
leads to termination. The explanation for this is that the stable hairpin causes 
the polymerase to pause and disrupts part of the hybrid duplex (221). The 
polymerase complex is held together by the remaining hybrid duplex. Since 
rU*dA hybrid duplexes are much less stable than other hybrids (222, 223), 
the polymerase falls off and transcription terminates. 

The discovery that a ribonucleoprotein complex adds DNA sequences to 
chromosomal ends (224) presents the possibility that an RNA molecule can 
function as a reverse transcriptase. Tetrahymena telomerase2 adds the DNA 
sequence TTGGGG to the 5’ end of chromosomes; it contains a protein 
component and a 159-nucleotide RNA component, including the sequence 
CAACCCCAA complementary to the synthesized DNA (225). The role of 
the CAACCCAAA sequence as a template for DNA synthesis was proven by 
the discovery that mutating this sequence changes the DNA sequence at the 
ends of chromosomes in uiuo (226). Whether the RNA alone can act as a 
reverse transcriptase or whether it only serves as a template for DNA syn- 
thesis by the protein component of telomerase has not been established. 
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