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The early plasma concentration of 51Cr-EDTA in patients with
cirrhosis and ascites: a comparison of three models
Surajith N. Wanasundaraa, Michal J. Wesolowskia, Richard C. Puetterc,
Maria T. Burnistond, Elias Xirouchakise, Ioannis G. Giamalise,
Paul S. Babyna and Carl A. Wesolowskia,b

Objectives The aim of the study was to determine which of
three two-parameter fitting functions (exponential, linear-
log, and negative-power function of time) most accurately
models early chromium-51-EDTA (51Cr-EDTA) plasma
concentration data prior to 120min in patients with cirrhosis
and ascites and understand how these fitting functions
affect the calculation of the area under the plasma
concentration curve (AUC).

Methods A bolus, antecubital intravenous injection of
2.6 MBq of 51Cr-EDTA was given to 13 patients with
cirrhosis and ascites. Up to 16 blood samples were drawn at
time points ranging from 5 to 1440min following injection.
The concentration data prior to 120min were used as
reference data. Early time concentration values, estimated
by fitting exponential, linear-log, and negative-power
functions of time to the time samples at 120, 180, and
240min, were then compared with reference data. The AUC
was calculated for each patient using the exponential,
Bröchner-Mortensen-corrected exponential, and linear-log
functions, and these values were compared.

Results The withheld, observed plasma concentrations
were (a) most accurately estimated by linear-log functions
(Wilcoxon P= 0.4548), (b) significantly underestimated by
exponential functions (Wilcoxon P= 0.0002), and (c)
significantly overestimated by negative-power functions
(Wilcoxon P= 0.0034). The relative errors when ranked from
best to worst were those for the linear-log (12.0%, 9.0%),
exponential (22.9%, 14.2%), and negative-power (31.9%,
48.4%) functions of time, respectively (median, interquartile
range). For each patient, the values for AUC calculated by
the exponential function differed significantly

(range= 3.4–15.3%, median= 8.3%) from those calculated
by the corrected Bröchner-Mortensen exponential, as to a
lesser extent did those values calculated using linear-log
functions (range= 0.4–8.0%, median= 3.0%).

Conclusion In patients with cirrhosis, linear-log functions
were significantly more accurate than exponential or power
functions in estimating early time plasma concentrations
(< 120min). However, the improved linear-log early time
plasma concentration model does not provide as much
correction to the total AUC as does the corrected Bröchner-
Mortensen exponential method. This is likely because of the
large contribution of late time data to the AUC, and future
work is suggested to explore the late time fit problem. Nucl
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Introduction
Glomerular filtration rate (GFR) is generally accepted as

the best overall measure of kidney function. Accurate

measurement of GFR is important for diagnosing chronic

kidney disease, for monitoring renal transplants, and for

selecting appropriate drug dosages to minimize nephro-

toxicity [1]. GFR is determined from the plasma clearance

(CL) of a GFR marker. A common GFR marker, chro-

mium-51-ethylenediaminetetraacetic acid (51Cr-EDTA)

[2–5], was used in this study. GFR is most often calcu-

lated as the bolus-injected marker dose divided by the

total area under the curve of plasma concentration (AUC)

from the time of injection to infinite time. However, to

find the total AUC, concentration data before the time of

the first sample and after the last sample time are extra-

polated using mathematical functions [6].

In clinical practice, the extrapolated values are often

computed using a monoexponential model of the plasma

concentration versus time curve. This permits the use of

only two to four plasma samples to calculate the AUC,

where for full characterization of the plasma concentra-

tion curve more samples are needed; for instance, the

British Nuclear Medicine Society guidelines recommend
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10 samples for that purpose [5]. For monoexponential

fitting, the samples are typically collected at 120–240

or 120–300 min following injection of the radio-

pharmaceutical GFR marker [2,7]. Although this method

has the benefit of being very simple to implement, it has

been shown to underestimate early concentration data [8]

and overestimate the CL [9,10]. Moreover, in 41 patients

without fluid disturbances using 169Yb-DTPA with eight

time samples over 4 h, it was noted that monoexponential

and biexponential function fits failed goodness-of-fit

testing, especially for early sample times [11]. In

patients with ascites or severe renal insufficiency, the

overestimation of CL is magnified, suggesting that the

monoexponential model is of limited clinical utility in

these patients [12,13]. To correct the monoexponential

function estimates of CL, it is common to apply empirical

correction factors. A variety of correction factors [9,10]

have been developed and applied to CL data with

varying degrees of success [7]. In addition, these correc-

tion factors do not account for the different CL values

that are obtained when different initial and final sample

times are used with this model [13,14]. Ideally, it would

be desirable to use a method that does not require these

types of corrections [8].

To test whether there may be a simpler functional

explanation for early time data, we examined the back-

extrapolation accuracy of three basic, two-parameter fit-

ting functions, and explored the implications for the early

time kinetics of mixing. The traditionally used expo-

nential function was compared with two alternative

functions that have been used in pharmacokinetic mod-

eling: (a) the linear-log function, in which concentration

is a linear function of the logarithm of time [15,16], and

(b) the negative-power function model, in which con-

centration changes as a negative-power function of time

[17,18]. Then to more directly explore the clinical utility

of these models, we compared the AUC calculated using

the exponential model, the Bröchner-Mortensen-cor-

rected exponential model, and the linear-log model.

Methods
Patient population

The patient data have been well characterized [8,19] and

were part of a research project that compared methods of

assessing renal function in patients with cirrhosis, which

was approved by the Royal Free Hospital Research

Ethics Committee. Thirteen patients, all with cirrhosis

and under assessment for liver transplantation, were

given an antecubital intravenous bolus injection of

2.6MBq of 51Cr-EDTA. Subsequent to the injection,

6–16 blood samples were drawn, with the earliest sample

obtained at 5 min (n= 12) or 30 min (n= 1), and the latest

at 720 min (n= 1) or 1440 min (n= 12). These data

included one to nine samples drawn before 120 min.

Plasma samples were separated from the blood cells by

centrifugation and then counted for radioactivity.

Plasma concentration fit functions

The exponential, linear-log, and negative-power func-

tions of time were used to estimate the plasma con-

centration data generated before 120 min. Each function

is defined as follows.

The exponential model

The exponential function is C(t)= ce−λt, where C(t) is drug
concentration at time t in min and C(t)= ce and λ are its

two parameters, c having units of concentration and λ being
in min−1.

The linear-log model

The linear function of the logarithm of time (linear-log) is

given as C(t)= a− b ln(t), where a and b are the two

parameters of the model. For t> ea/b, C(t)= 0 in order to

avoid negative concentrations. The physical units of

C(t)= a− b ln(t) are taken from the equivalent relation-

ship C tð Þ ¼ –b lnðt=tÞ, where t and τ are in min and b has
units of concentration, by noting that a≡ b ln(τ).

The negative-power model

The negative-power function is C(t)=Kt− β, where K and

β are the two parameters of the power function. The units

of C(t)=Kt− β are properly dimensioned in the equivalent

relationship C tð Þ ¼ kðt=tÞ�b
, where K≡ κτ β, such that κ

has units of concentration and t and τ are in min.

Fit function performance testing

For each of the 13 patients in this series, the following

procedure was used. The observed plasma concentra-

tions acquired prior to 120 min were withheld as refer-

ence data. Each function was then fit to the remaining

three time samples drawn at 120, 180, and 240min

(n= 12) or 120, 360, and 480 min (n= 1, patient 7) using

weighted least squares fitting with a direct C(t)2 weight-
ing factor that was found to have biases toward earlier

time sample concentrations. Although the time samples

for patient 7 differ from those of the other patients in this

data set, this should not have an effect on our statistical

analysis as all of the tests are nonparametric and therefore

not sensitive to outliers. These fitted functions were used

to compute estimates of plasma concentrations at the

withheld sample times. The resulting estimated con-

centrations were compared with the corresponding

observed but withheld plasma concentrations. Because

the error of estimation was proportional to the withheld,

observed concentrations, the relative root mean square

error (rRMSE) between the computed and observed

plasma concentration data was determined for each

patient and used to compare the performance of the three

fit functions. The first available plasma samples in this

study were always the most concentrated and were used

for the comparison as they gave the greatest contribution

to AUC within the sample time interval. The differences

of the estimated plasma concentrations minus the earliest
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withheld concentrations (mostly at 5 min), that is, the

overestimates (+ ) and the underestimates (− ), were

calculated. Wilcoxon signed-rank sum testing was

applied to this difference to calculate the probability of

its median value being zero (to the 0.05 level).

Comparing AUC obtained by exponential, corrected

exponential, and linear-log models

The AUC for each patient was calculated for the expo-

nential and linear-log models as the sum of two incom-

plete areas delimited by the 240min sample time data

point, that is, AUC(0–240) and AUC(240–∞). As outlined

in the previous subsections, exponential and linear-log

functions were used to estimate early data by fitting the

three plasma concentration samples drawn at 120, 180,

and 240min. The AUC(0–240) was then calculated for

each model by integrating each fit function from time 0 to

240min. To estimate later time concentrations, the same

process was used for both exponential and linear-log

models. As is common in clinical practice, a single expo-

nential was fit to the three plasma concentration samples

drawn at 120, 180, and 240min and then extrapolated

forward from 240min to infinite time [5]. Weighted least

squares regression, using a 1/C(t)2 weighting factor, was

used for the fitting in order to bias toward late time con-

centration data [20]. Thus fit, the exponential curve was

then integrated to give AUC(240–∞). For each model,

AUC(0–240) and AUC(240–∞) were then added together

to give total AUCexp for the exponential model and total

AUClinear-log for the linear-log model.

In addition, as it is well known that the exponential

model underestimates AUC, the AUCexp values were

also corrected using the Bröchner-Mortensen method

[10], which was performed according to the guidelines of

the British Nuclear Medicine Society [5]. Corrected areas

(AUCexp− cor) were obtained from the reciprocal of CLcor

after inverting the normalization of body surface area. For

the exponential, corrected exponential, and linear-log

methods, the AUC values were then compared using

Passing–Bablok regressions.

Results
Figure 1 illustrates the fitting procedure for patient 3 and is

indicative of the majority of the results (n= 9 of 13) for

which the linear-log function provided the most accurate

model of early concentration data, whereas the exponential

and negative-power functions significantly underestimated

and overestimated the withheld, observed concentrations,

respectively. A representation of special case results from

the remaining four patients is shown in Fig. 2, in which the

shape of the early time concentration is different from that

of the majority of cases. Figure 2a represents results from

one of three patients (patient 8) for whom all three of the

fitting functions underestimated their early plasma con-

centrations. In those three cases (patients 1, 2, and 8),

the negative-power function most accurately modeled the

corresponding early plasma concentrations. Shown in

Fig. 2b is the single case (patient 10) for which the expo-

nential function, while still underestimating the withheld

concentrations, formed the most accurate model and for

which both the linear-log and the negative-power functions

overestimated the withheld, observed concentrations.

The rRMSE data between the withheld, observed con-

centrations and the estimated concentrations for each

patient and each fitting function are presented in Table 1.

The linear-log functions had rRMSE values that ranged

from 4.3 to 26.5%, with a median of 12.0% and an inter-

quartile range (IQR) of 9.0%. The rRMSE for the expo-

nential function ranged from 8.6 to 40.5% in all patients with

a median value of 22.9% and an IQR of 14.2%, whereas

the negative-power functions had rRMSE values ranging

from 6.1 to 121.5%, with a median of 31.9% and an IQR

of 48.4%.

The results of the Wilcoxon signed-rank sum tests are

presented in Table 2. The linear-log functions were

found to most accurately model the withheld observed

concentrations showing the most balanced sign scores

(+ 7, − 6) and whose estimated concentrations did not

differ significantly from the withheld, observed con-

centrations (Wilcoxon P= 0.4548). The exponential fit-

ting functions were found to consistently underestimate

(+ 0, –13) and significantly differed from the withheld,

observed concentrations (Wilcoxon P= 0.0002). The

estimated concentrations computed using the negative-

power functions overestimated the withheld observed

Fig. 1

0.10

0.08

Patient 3

Withheld data

0.06

0.04

C
on

ce
nt

ra
tio

n 
(u

ni
t d

os
e/

l)

0.02

0.00
0 50 100 150

Fitted data

200
Time (min)

250

Negative-power function Linear-log function
Exponential function Concentration data

Results for patient 3 are used to show the pattern of back-extrapolation
from 120, 180, and 240min representative of the majority, that is, nine
of 13 total study patients. This pattern consists of the most accurate
estimation from the linear-log function (solid blue), underestimation from
the exponential function (dashed red), and overestimation from the
negative-power function (dotted green).
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concentrations in most cases (+ 10, –3) and significantly

differed from the withheld observed concentrations

(Wilcoxon P= 0.0034).

Figure 3 shows Passing–Bablok regression fitting that

compares the AUC determined using linear-log, expo-

nential, and Bröchner-Mortensen-corrected exponential

methods. The Passing–Bablok regression line of AUCexp

and AUCexp− cor, shown in Fig. 3a, has a slope that sta-

tistically differs from 1 [95% confidence interval (CI) of

slope is 0.980 to 0.995] and an intercept that statistically

differs from zero (95% CI of intercept is − 1.298 to

− 0.923). For this patient series, the values for AUCexp

were 3.4–15.3% (median= 8.3%, Wilcoxon P= 0.0002,

significant median difference), lower than the

AUCexp− cor. The slope of the Passing–Bablok regression

line shown in Fig. 3b, which compares AUClinear-log and

AUCexp− cor, was statistically indistinguishable from 1

(95% CI of slope is 0.977 to 1.0001), whereas the intercept

was statistically different from zero (95% CI of intercept is

− 0.633 to − 0.169). The values of AUClinear-log differed

from those of AUCexp− cor to a lesser extent than those of

AUCexp, with a range of 0.4–8.0%; however, this difference

was statistically significant (median= 3.0%, Wilcoxon

P= 0.0002, significant median difference).

Discussion
Comparison of the three fitting functions

When used to estimate earlier concentrations, the most

accurate estimation of concentrations was achieved with

linear-log functions with an insignificant difference (to

the P= 0.4548 level) between the withheld, observed

concentrations and the estimated concentrations.

Moreover, the median differences had the smallest errors

among the tested functions. That is, the linear-log

function outperformed both the exponential and

negative-power function of time models in estimating

early concentration data (< 120min). The linear-log

model corresponded to a slow-mixing model in which

the initial volume of distribution is vanishingly small and,

as it has been shown to differ insignificantly from the

observed data, serves as a good candidate to explain the

kinetic behavior of early plasma concentration in patients

with cirrhosis and ascites.

The exponential functions, back-extrapolated from

120min, were found to significantly underestimate the

withheld, observed concentrations for each patient (13 of

13 total) with a large overall difference. This is the most

likely explanation for the well-documented need for

decreasing the CL values resulting from exponential

function fitting of time samples acquired after 120min

[9,10]. As the exponential model of early plasma con-

centration was significantly rejected for our data

(P= 0.0002), it is unlikely that the instant mixing in a large

initial volume of marker distribution implied by that model

is the proper kinetic interpretation of early concentration.

Conversely, concentration values estimated from negative-

power functions were found to overestimate the withheld,

observed concentrations in 10 of 13 patients. The esti-

mated values were found to differ significantly from the

Fig. 2
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(a) Patient 8 and (b) patient 10 as representations of the special cases,
which occurred in four of 13 total study patients. (a) From best to worst
performance: the negative-power function (dotted green), the linear-log
function (solid blue), and the monoexponential function (dashed red). (b)
From best to worst performance: the monoexponential function, the
linear-log function, and the negative-power function.

Table 1 Relative root mean square error of estimating observed
concentration time samples from each back-extrapolation of three
fitting functions

Patient
number

Linear-log
function (%)

Exponential function
(%)

Negative-power
function (%)

1 16.1 29.3 6.1
2 19.3 28.9 16.2
3 4.3 22.2 65.8
4 7.7 26.1 46.8
5 16.9 36.2 31.9
6 6.7 21.6 121.5
7 12.0 36.6 15.8
8 26.5 40.5 12.6
9 10.1 17.1 98.5
10 13.7 8.6 30.8
11 6.2 22.9 13.3
12 8.5 17.5 62.1
13 12.9 17.0 49.1
Median 12.0 22.9 31.9
IQRa 9.0 14.2 48.4

aIQR is interquartile range.
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withheld, observed concentrations (P= 0.0034), with a

large median error between the observed and estimated

time samples. Interestingly, in three cases (patients 1, 2,

and 8) the negative-power function performed better

compared with both the exponential and linear-log func-

tion in estimating early time concentration data.

For the majority of 51Cr-EDTA patients studied here,

linear-log functions fit to 120min and later time samples

were the most accurate functions for back-extrapolation

estimation of observed plasma concentration. However,

in four of 13 cases the best back-extrapolated function

was not a linear-log as shown in Fig. 2. These patients

had either high fluid volume (patient 8), low clearance

(patients 2 and 10), or both (patient 1), conditions that are

known to increase the difficulty of determining GFR

accurately [8,13,19]. It seems likely that the reason for

the occasional casewise variability between the estimated

and observed plasma concentrations for different func-

tions is the fact that any single, two-parameter model is

too simple to estimate the shape of all abnormal plasma

concentrations curves.

Clinical implications and limitations

Most clinical studies use a single, two-parameter exponential

function to determine CL and do not obtain early plasma

concentration data (<120min) [5,7]. Our results show that

exponential functions significantly underestimated the

observed early time concentration data. Underestimation of

concentration implies an underestimation of AUC and

overestimation of CL [11]. To compensate for this over-

estimation of CL, it is common clinical practice to apply

post-test empirical correction factors, such as the Bröchner-

Mortensen algorithm, that artificially increase AUC and

decrease CL values [5,9,10,19].

In the current patient data set, the AUClinear-log was found

to be significantly greater than the AUCexp, wherein both

models used exponential extrapolation for times greater

than 240min. However, when the AUClinear-log was

compared directly with the AUCexp− cor it was seen that

the linear-log model results in AUC values that are sig-

nificantly lower than those of the corrected exponential

model, suggesting that the linear log model does not

correct AUC as much as the Bröchner-Mortensen algo-

rithm. Despite the much-improved performance of the

linear log model compared with the exponential model for

estimating early concentrations, the median increase in

AUC was relatively small. In contrast, underestimation of

late time withheld concentrations has been seen even

for biexponential fits to GFR marker time samples [11].

In this context, it is not surprising that the Brochner-

Mortensen median correction of 8.3% of the single

Table 2 Overestimates and underestimates of observed concentrations from back-extrapolation of three fitting functions, with significance

Sign scorea Wilcoxon signed-rank sum

Function of time Overestimates (+ ) Underestimates (− ) P-valueb Significance of Δc

Linear-log 7 6 0.4548 NS
Exponential 0 13 0.0002 S
Negative-power 10 3 0.0034 S

aThe sign score is the number of back-extrapolations that overestimated (+) and underestimated (–) the measured earlier concentrations.
bWilcoxon probabilities (P) are for a median difference (Δ) of zero from test functions evaluated at the earliest available sample times, minus the observed concentration at
those sample times.
cΔ= difference; NS, not significant Δ (P>0.05); S, significant Δ (P<0.05).
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exponential term model of concentration is of sig-

nificantly greater magnitude (Wilcoxon, P= 0.0002) than

the linear-logarithm correction of early concentration

alone. In previous works using this same patient data set,

it has been shown that extrapolation of plasma con-

centrations to time points greater than 240min using

monoexponential functions underestimates late time

(>240min) plasma concentration data [8,19]. For these

same patients with a high incidence of ascites, the

Bröchner-Mortensen correction was also shown to not

increase the AUC enough to account for the effects of

these fluid disturbances [19]. Consequently, the use of

the more accurate and precise linear-log model for early

time concentration data alone does not solve the late time

fit problem, the investigation of which is beyond the

scope of the current work.

Conclusion
We have shown that two-parameter, linear-logarithm

functions performed significantly better than both

exponential and negative-power functions in estimat-

ing early concentration plasma data prior to 120 min

following a bolus, antecubital intravenous injection of
51Cr-EDTA. Back-extrapolation with exponential func-

tions, a method typically used in clinical settings when

calculating CL, consistently underestimated the

observed plasma concentration data. The AUC calculated

using the exponential model was also lower than the

AUC calculated using the linear-log model; however, the

AUC calculated with the Bröchner-Mortensen-corrected

exponential model was larger than those calculated with

both the exponential and linear-log models. This is likely

due to the large contribution of the late time concentra-

tion data to the total AUC. As the linear-log model most

accurately characterized the early time (< 240 min)

plasma concentration curve, we suggest further model

testing to explore accurate late time (>240 min) plasma

concentration.
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