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Monte Carlo methods use random sampling to
estimate numerical quantities which are hard to
compute deterministically. One important example
is the use in statistical physics of rapidly mixing
Markov chains to approximately compute partition
functions. In this work, we describe a quantum
algorithm which can accelerate Monte Carlo methods
in a very general setting. The algorithm estimates the
expected output value of an arbitrary randomized
or quantum subroutine with bounded variance,
achieving a near-quadratic speedup over the best
possible classical algorithm. Combining the algorithm
with the use of quantum walks gives a quantum
speedup of the fastest known classical algorithms with
rigorous performance bounds for computing partition
functions, which use multiple-stage Markov chain
Monte Carlo techniques. The quantum algorithm can
also be used to estimate the total variation distance
between probability distributions efficiently.

1. Introduction

Monte Carlo methods are now ubiquitous throughout
science, in fields as diverse as statistical physics [1],
microelectronics [2] and mathematical finance [3].
These methods use randomness to estimate numerical
properties of systems which are too large or complicated
to analyse deterministically. In general, the basic
core of Monte Carlo methods involves estimating the
expected output value u of a randomized algorithm A.
The natural algorithm for doing so is to produce
k samples, each corresponding to the output of an
independent execution of A, and then to output the
average ji of the samples as an approximation of pu.
Assuming that the variance of the random variable
corresponding to the output of A is at most o2, the
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probability that the value output by this estimator is far from the truth can be bounded using
Chebyshev’s inequality:
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It is therefore sufficient to take k = O(c2/€?) to estimate 1 up to additive error € with, say, 99%
success probability. This simple result is a key component in many more complex randomized
approximation schemes (e.g. [1,4]).

Although this algorithm is fairly efficient, its quadratic dependence on o /¢ seems far from
ideal: for example, if o =1, to estimate p up to four decimal places, we would need to run A over
100 million times. Unfortunately, it can be shown that, without any further information about A4,
the sample complexity of this algorithm is asymptotically optimal [5] with respect to its scaling
with o and ¢, although it can be improved by a constant factor [6].

We show here that, using a quantum computer, the number of uses of A required to
approximate . can be reduced almost quadratically beyond the above classical bound. Assuming
that the variance of the output of the algorithm A is at most o2, we present a quantum algorithm
which estimates 1 up to additive error €, with 99% success probability, using .A only O(c/€)
times.! Tt follows from known lower bounds on the quantum complexity of approximating the
mean [7] that the runtime of this algorithm is optimal, up to polylogarithmic factors. This result
holds for an arbitrary algorithm A used as a black box, given only an upper bound on the variance.

An important aspect of this construction is that the underlying subroutine A need not be
a classical randomized procedure, but can itself be a quantum algorithm. This enables any
quantum speedup obtained by A to be used within the overall framework of the algorithm.
A particular case in which this is useful is quantum speedup of Markov chain Monte Carlo
methods [8]. Classically, such methods use a rapidly mixing Markov chain to approximately
sample from a probability distribution corresponding to the stationary distribution of the chain.
Quantum walks are the quantum analogue of random walks (e.g. [9] for a review). In some cases,
quantum walks can reduce the mixing time quadratically (e.g. [10,11]), although it is not known
whether this can be achieved in general [12-14]. We demonstrate that this known quadratic
reduction can be combined with our algorithm to speed up the fastest known general-purpose
classical algorithm with rigorous performance bounds [4] for approximately computing partition
functions up to small relative error, a fundamental problem in statistical physics [1]. As another
example of how our algorithm can be applied, we substantially improve the runtime of a quantum
algorithm for estimating the total variation distance between two probability distributions [15].

(@) Prior work

The topic of quantum estimation of mean output values of algorithms with bounded
variance connects to several previously explored directions. First, it generalizes the problem
of approximating the mean, with respect to the uniform distribution, of an arbitrary bounded
function. This has been addressed by a number of authors. The first asymptotically optimal
quantum algorithm for this problem, which uses O(1/¢) queries to achieve additive error €, seems
to have been given by Heinrich [16]; an elegant alternative optimal algorithm was later presented
by Brassard et al. [17]. Using similar techniques to Brassard et al., Wocjan et al. [18] described an
efficient algorithm for estimating the expected value of an arbitrary bounded observable. It is not
difficult to combine these ideas to approximate the mean of arbitrary bounded functions with
respect to non-uniform distributions (see §2).

One of the main technical ingredients in this paper is based on an algorithm of Heinrich for
approximating the mean, with respect to the uniform distribution, of functions with bounded
L? norm [16]. Here, we describe a generalization of this result to non-uniform distributions,
using similar techniques. This is roughly analogous to the way that amplitude amplification [19]
generalizes Grover’s quantum search algorithm [20].

IThe O notation hides polylogarithmic factors.
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The related problem of quantum estimation of expectation values of observables, an important
task in the simulation of quantum systems, has been studied by Knill et al. [21]. These authors give
an algorithm for estimating tr(Ap) for observables A such that one can efficiently implement the
operator e 14t The algorithm is efficient (i.e. achieves runtimes close to O(1/€)) when the tails
of the distribution tr(Ap) decay quickly. However, in the case where one only knows an upper
bound on the variance of this distribution, the algorithm does not achieve a better runtime than
classical sampling.

Quantum algorithms have been used previously to approximate classical partition functions
and solve related problems. In particular, a number of authors (see [22] and references therein)
have considered the complexity of computing Ising and Potts model partition functions. These
works in some cases achieve exponential quantum speedups over the best-known classical
algorithms. Unfortunately, they in general either produce an approximation accurate up to a
specified additive error bound, or only work for specific classes of partition function problems
with restrictions on interaction strengths and topologies, or both. Here, we aim to approximate
partition functions up to small relative error in a rather general setting.

Using related techniques to the present work, Somma et al. [23] used quantum walks to
accelerate classical simulated annealing processes, and quantum estimation of partition functions
up to small relative error was addressed by Wocjan et al. [18]. Their algorithm, which is based on
the use of quantum walks and amplitude estimation, achieves a quadratic speedup over classical
algorithms with respect to both mixing time and accuracy. However, it cannot be directly applied
to accelerate the most efficient classical algorithms for approximating partition function problems,
which use so-called Chebyshev cooling schedules (discussed in §3). This is essentially because
these algorithms are based around estimating the mean of random variables given only a bound
on the variance. This was highlighted as an open problem in [18], which we resolve here.

Several recent works have developed quantum algorithms for the quantum generalization
of sampling from a Gibbs distribution: producing a Gibbs state p e ™#H for some quantum
Hamiltonian H [24-27]. Given such a state, one can measure a suitable observable to compute
some quantity of interest about H. Supplied with an upper bound on the variance of such an
observable, the procedure detailed here can be used (as for any other quantum algorithm) to
reduce the number of repetitions required to estimate the observable to a desired accuracy.

(b) Techniques

We now give an informal description of our algorithms, which are summarized in table 1 (for
technical details and proofs, see §2). For any randomized or quantum algorithm A, we write v(A)
for the random variable corresponding to the value computed by A, with the expected value of
v(.A) denoted E[v(A)]. For concreteness, we think of A as a quantum algorithm which operates on
n qubits, each initially in the state |0), and whose quantum part finishes with a measurement of k
of the qubits in the computational basis. Given that the measurement returns outcome x € {0, 1}k,
the final output is then ¢(x), for some fixed function ¢ : {0, 1} - R. If A is a classical randomized
algorithm, or a quantum circuit using (for example) mixed states and intermediate measurements,
a corresponding unitary quantum circuit of this form can be produced using standard reversible-
computation techniques [28]. As is common in works based on quantum amplitude amplification
and estimation [19], we also assume that we have the ability to execute the algorithm A1, which
is the inverse of the unitary part of A. If we do have a description of A as a quantum circuit, this
can be achieved simply by running the circuit backwards, replacing each gate with its inverse.
We first deal with the special case where the output of A is bounded between 0 and 1.
Here, a quantum algorithm for approximating u := E[v(.A)] quadratically faster than is possible
classically can be found by combining ideas from previously known algorithms [16-18]. We
append an additional qubit and define a unitary operator W on k + 1 qubits which performs the
map |x)|0) — |x) (\/ 1 —¢(x)]0) + m |1)). If the final measurement of the algorithm A is replaced
with performing W, then measuring the added qubit, the probability that we receive the answer
1is precisely p. Using quantum amplitude estimation [19], the probability that this measurement
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Table 1. Summary of the main quantum algorithms presented in this paper for estimating the mean output value 1 of an
algorithm A. (Algorithm 2, omitted, is a subroutine used in algorithm 3.)

algorithm precondition approximation of 1 uses of A and .4~
1 v(A) €10,1] additive error € 0(1/€)
s Var(v(A))< e s 0(5 /6) ...................
s var(v(A))/( E[ v( A)]) . 58 ........................ P O(B/e) ......................

returns 1 can be estimated to higher accuracy than is possible classically. Using t iterations of
amplitude estimation, we can output an estimate i such that | — u| = O(/i/t +1/ #2) with high
probability [19]. In particular, O(1/¢) iterations of amplitude estimation are sufficient to produce
an estimate [ such that |t — u| < e with, say, 99% probability.

The next step is to use the above algorithm as a subroutine in a more general procedure that can
deal with algorithms A whose output is non-negative, has bounded ¢, norm, but is not necessarily
bounded between 0 and 1. That is, algorithms for which we can control the expression [[v(A)]|2 :=
VE[v(A)2]. The procedure for this case generalizes and is based on the same ideas as a previously
known result for the uniform distribution [16].

The idea is to split the output of A up into disjoint intervals depending on size. Write A 4
for the ‘truncated” algorithm which outputs v(A) if p <v(A) < g, and otherwise outputs 0. We
estimate u by applying the above algorithm to estimate E[v(Ay ;)] for a sequence of O(log1/e¢)
intervals which are exponentially increasing in size, and summing the results. As the intervals
[p,q) get larger, the accuracy with which we approximate E[v(Ay ;)] decreases, and values v(A)
larger than about 1/€¢ are ignored completely. However, the overall upper bound on |[v(A)|2
allows us to infer that these larger values do not affect the overall expectation u much; indeed, if
w depended significantly on large values in the output, the ¢, norm of v(.A) would be high.

The final result is that for [[v(A)|l2 = O(1), given appropriate parameter choices, the estimate [t
satisfies |ji — u| = O(¢€) with high probability, and the algorithm uses .A O(1/€) times in total. This
scaling is a near-quadratic improvement over the best possible classical algorithm.

We next consider the more general case of algorithms .4 which have bounded variance,
but whose output need not be non-negative, nor bounded in ¢, norm. To apply the previous
algorithm, we would like to transform the output of A to make its £, norm low. If v(4) has mean
w and variance upper-bounded by 02, a suitable way to achieve this is to subtract x from the
output of A, then divide by o. The new algorithm’s output would have ¢, norm upper-bounded
by 1, and estimating its expected value up to additive error € /o would give us an estimate of u
up to €. Unfortunately, we of course do not know p initially, so cannot immediately implement
this idea. To approximately implement it, we first run .4 once and use the output 711 as a proxy
for . Because Var(v(A)) < o?, 1 is quite likely to be within distance O(c') of w. Therefore, the
algorithm B produced from A by subtracting mm and dividing by o is quite likely to have ¢, norm
upper-bounded by a constant. We can thus efficiently estimate the positive and negative parts of
E[v(B)] separately, then combine and rescale them. The overall algorithm achieves accuracy € in
time O(o/¢). For a more precise statement, see theorem 2.5.

A similar idea can be used to approximate the expected output value of algorithms for which
we have a bound on the relative variance, namely that Var(v(A)) = O(x?). In this setting, it turns
out that O(1/¢) uses of A suffice to produce an estimate ji accurate up to relative error ¢, i.e. for
which |t — | < ep. This is again a near-quadratic improvement over the best possible classical
algorithm. See theorem 2.6 for the details.

(c) Approximating partition functions

In this section, we discuss (with details in §3) how these algorithms can be applied to the problem
of approximating partition functions. Consider a (classical) physical system which has state
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space £2, together with a Hamiltonian H: 2 — R specifying the energy of each configuration?
x € §2. Here, we will assume that H takes integer values in the set {0, ..., n}. A central problem is
to compute the partition function

Z(p)= ) e

xef2

for some inverse temperature g defined by g =1/(kgT), where T is the temperature and kg is
Boltzmann’s constant. As well as naturally encapsulating various models in statistical physics,
such as the Ising and Potts models, this framework also encompasses well-studied problems in
computer science, such as counting the number of valid k-colourings of a graph. In particular,
Z(o00) counts the number of configurations x such that H(x) = 0. It is often hard to compute Z(8)
for large B but easy to approximate Z(8) ~ |£2| for  ~ 0. In many cases, such as the Ising model, it
is known that computing Z(co) exactly falls into the #P-complete complexity class [29], and hence
is unlikely to admit an efficient quantum or classical algorithm.

Here, our goal will be to approximate Z(8) up to relative error €, for some small €. That is,
to output Z such that |Z — Z(B)| < € Z(8), with high probability. For simplicity, we will focus on
B = oo in the following discussion, but it is easy to see how to generalize to arbitrary .

Let 0=pg <1 <--- < B¢ =00 be a sequence of inverse temperatures. A standard classical
approach to design algorithms for approximating partition functions [4,18,30-32] is based around
expressing Z(p¢) as the telescoping product

Z(B) Z(B2)  Z(Be)

Z(Bo) Z(Br)  Z(Be-1)

If we can compute Z(fp) = [£2] and can also approximate each of the ratios «; :=Z(B;11)/Z(B;)
accurately, taking the product will give a good approximation to Z(8¢). Let 7; denote the Gibbs
(or Boltzmann) probability distribution corresponding to inverse temperature g;, where

Z(Be) = Z(Po)

1
(%) = —— e AHE),

Z(Bi)
To approximate «;, we define the random variable

Yi(x) = e~ (Bii—B)H(X)

Then one can readily compute that E,[Y;] = «;, so sampling from each distribution m; allows us
to estimate the quantities «;. It will be possible to estimate «; up to small relative error efficiently
if the ratio E[Yl.z] JE[Y;]? is low. This motivates the concept of a Chebyshev cooling schedule [4]:
a sequence of inverse temperatures g; such that IE[YZ.Z] /E[Y;]*>=0(1) for all i. It is known that,
for any partition function problem as defined above such that |2| = A, there exists a Chebyshev
cooling schedule with ¢ = é(, /log A) [4].

It is sufficient to approximate E[Y;] up to relative error O(¢/¢) for each i to get an overall
approximation accurate up to relative error €. To achieve this, the quantum algorithm presented
here needs to use at most O(¢/¢) samples from Y;. Given a Chebyshev cooling schedule
with ¢ =0(y/logA), the algorithm thus uses O((logA)/e) samples in total, a near-quadratic
improvement in terms of € over the complexity of the fastest known classical algorithm [4].

In general, we cannot exactly sample from the distributions ;. Classically, one way of
approximately sampling from these distributions is to use a Markov chain which mixes rapidly
and has stationary distribution ;. For a reversible, ergodic Markov chain, the time required to
produce such a sample is controlled by the relaxation time v :=1/(1 — |A1|) of the chain, where 14
is the second largest eigenvalue in absolute value [8]. In particular, sampling from a distribution
close to m; in total variation distance requires £2(r) steps of the chain.

It has been known for some time that quantum walks can sometimes mix quadratically
faster [10]. One case where efficient mixing can be obtained is for sequences of Markov
chains whose stationary distributions 7 are close [11]. Further, for this special case, one can
approximately produce coherent ‘quantum sample’ states |7) = 3", o /7 (¥)|x) efficiently. Here,

2We use x to label configurations rather than the more standard o to avoid confusion with the variance.
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we can show (§3) that the Chebyshev cooling schedule condition implies that each distribution
in the sequence m1,...,m;_1 is close enough to its predecessor that we can use techniques
of Wocjan & Abeyesinghe [11] to approximately produce any state |r;) using O(¢4/7) quantum
walk steps each. Using similar ideas, we can approximately reflect about |x;) using only O(,/7)
quantum walk steps.

Approximating E[Y;] up to relative error O(¢/¢) using our algorithm requires one quantum
sample approximating |7;), and O(¢/€) approximate reflections about |r;). Therefore, the total
number of quantum walk steps required for each i is O(L/T/e). Summing over i, we get a
quantum algorithm for approximating an arbitrary partition function up to relative error e
using O((log A),/7/€) quantum walk steps. The fastest known classical algorithm [4] exhibits
quadratically worse dependence on both r and €.

In the above discussion, we have neglected the complexity of computing the Chebyshev
cooling schedule itself. An efficient classical algorithm for this task is known [4], which runs
in time O((log A)7). Adding the complexity of this part, we finish with an overall complexity of
O((logA)ﬁ(ﬁ + 1/€)). We leave the interesting question open of whether there exists a more
efficient quantum algorithm for finding a Chebyshev cooling schedule.

(d) Applications

We now sketch several representative settings (for details, see §3) in which our algorithm for
approximating partition functions gives a quantum speedup.

— The ferromagnetic Ising model above the critical temperature. This well-studied statistical
physics model is defined in terms of a graph G=(V,E) by the Hamiltonian H(z)=
- Z(u,u)eE Zyzy, where |V|=n and z € {+1}". The Markov chain known as the Glauber
dynamics is known to mix rapidly above a certain critical temperature and to have
as its stationary distribution the Gibbs distribution. For example, for any graph with
maximum degree O(1), the mixing time of the Glauber dynamics for sufficiently low
inverse temperature g is O(nlogn) [33]. In this case, as A =2", the quantum algorithm
approximates Z(B) to within relative error € in O3/ /e + n?) steps. The corresponding
classical algorithm [4] uses On?/€?) steps.

— Counting colourings. Here, we are given a graph G with n vertices and maximum degree d.
We seek to approximately count the number of valid k-colourings of G, where a colouring
of the vertices is valid if all pairs of neighbouring vertices are assigned different colours.
In the case where k > 2d, the use of a rapidly mixing Markov chain gives a quantum
algorithm approximating the number of colourings of G up to relative error € in time
On®? /e +n?), as compared with the classical On?/€?) [4].

— Counting matchings. A matching in a graph G is a subset M of the edges of G such that
no pair of edges in M shares a vertex. In statistical physics, matchings are studied under
the name of monomer—dimer coverings [34]. Our algorithm can approximately count the
number of matchings on a graph with 7 vertices and m edges in O(n3/?m'/2 /e + n’m)
steps, as compared with the classical On%m/e?) [4].

Finally, as another example of how our algorithm can be applied, we improve the accuracy
of an existing quantum algorithm for estimating the total variation distance between probability
distributions. In this setting, we are given the ability to sample from probability distributions p
and g on 1 elements, and would like to estimate the distance between them up to additive error €.
A quantum algorithm of Bravyi, Harrow and Hassidim solves this problem using O(J/1/€®)
samples [15], while no classical algorithm can achieve sublinear dependence on 7 [35].

Quantum mean estimation can significantly improve the dependence of this quantum
algorithm on e. The total variation distance between p and g can be described as the expected
value of the random variable R(x)=(|p(x) — q(x)|)/(p(x) + q(x)), where x is drawn from the
distribution ¥ = (p 4 g)/2 [15]. For each x, R(x) can be computed up to accuracy € using O(J/1J€)
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iterations of amplitude estimation. Wrapping this within O(1/¢) iterations of the mean-estimation
algorithm, we obtain an overall algorithm running in time O(y/n/ €3/2). See §4 for details.

2. Algorithms

We now give technical details, parameter values and proofs for the various algorithms described
informally in §1. Recall that, for any randomized or quantum algorithm A, we let v(A) be the
random variable corresponding to the value computed by .A. We assume that A takes no input
directly, but may have access to input (e.g. via queries to some black box or ‘oracle’) during its
execution. We further assume throughout that A is a quantum algorithm of the following form:
apply some unitary operator to the initial state [0"); measure k <n qubits of the resulting state
in the computational basis, obtaining outcome x € {0, 1}¥; output ¢(x) for some easily computable
function ¢ : {0, 1}* - R. We finally assume that we have access to the inverse of the unitary part
of the algorithm, which we write as AL

The following simple and well-known result, sometimes known as the powering lemma, will
be useful to us in various contexts:

Lemma 2.1 (Powering lemma [36]). Let A be a (classical or quantum) algorithm which aims to
estimate some quantity p, and whose output [u satisfies | — [i| < € except with probability y, for some
fixed y < % Then, for any 8 > 0, it suffices to repeat A O(log1/8) times and take the median to obtain an
estimate which is accurate to within € with probability at least 1 — 8.

We will also need the following fundamental result from [19]:

Theorem 2.2 (Amplitude estimation [19]). There is a quantum algorithm called amplitude
estimation which takes as input one copy of a quantum state |y), a unitary transformation U=
21 ) (| — I, a unitary transformation V =1 — 2P for some projector P, and an integer t. The algorithm
outputs a, an estimate of a = (|P|y), such that

Jal—a) =2

a—al <2m+———+4 —-
| = t 2

with probability at least 8 /72, using U and V t times each.

The success probability of 8/7% can be improved to 1 — & for any § > 0 using the powering
lemma at the cost of an O(log 1/8) multiplicative factor.

(a) Estimating the mean with bounded output values

We first consider the problem of estimating E[v(A)] in the special case where v(A) is bounded
between 0 and 1. The algorithm for this case (described as algorithm 1) is effectively a combination
of elegant ideas of Brassard et al. [17] and Wocjan et al. [18]. The former described an algorithm
for efficiently approximating the mean of an arbitrary function with respect to the uniform
distribution; the latter described an algorithm for approximating the expected value of a
particular observable, with respect to an arbitrary quantum state. The first quantum algorithm
achieving optimal scaling for approximating the mean of a bounded function under the uniform
distribution was due to Heinrich [16].

Theorem 2.3. Let |y) be defined as in algorithm 1 and set U =2|y)(y| — L. Algorithm 1 uses
O(log 1/8) copies of the state A|0"), uses U O(tlog 1/8) times and outputs an estimate fi such that

~ E[v(A 1

7~ Bl )] = C ([t(” + ﬂ) ,

with probability at least 1 — 8, where C is a universal constant. In particular, for any fixed § > 0 and any
€ such that 0 < e <1, to produce an estimate ji such that with probability at least 1 — 8, |z — E[v(A)]| <
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Input: an algorithm A such that 0 < v(A) <1, integer ¢, real § > 0.

Assume that A is a quantum algorithm which makes no measurements until the end of the
algorithm; operates on initial input state |0"); and its final measurement is a measurement of
the last k < n of these qubits in the computational basis.

(i) Let W be the unitary operator on k 4 1 qubits defined by

W1x)10) = 1) (v'1 = ¢(x)[0) + Vp(x)I1)),

where each computational basis state x € {0,1}% is associated with a real number
¢(x) € [0,1] such that ¢(x) is the value output by A when measurement outcome x
is received.

(ii) Repeat the following step O(log 1/6§) times and output the median of the results:

(a) Apply t iterations of amplitude estimation, setting |) = (I @ W)(A ® Do,
P=I®[1)(1].

Algorithm 1. Approximating the mean output value of algorithms bounded between 0 and 1 (cf. [16-18]).

eE[v(A)] it suffices to take t = O(1/(e/E[v(A)])). To achieve |t — E[v(A)]| < € with probability at least
1 — 6, it suffices to take t = O(1/¢).

Proof. The complexity claim follows immediately from theorem 2.2. Also observe that W can
be implemented efficiently, as it is a controlled rotation of one qubit dependent on the value
of ¢(x) [18]. It remains to show the accuracy claim. The final state of 4, just before its last
measurement, can be written as

W) =Al0") =) axl¥a)lx)

for some normalized states |y/y). If we then attach an ancilla qubit and apply W, we obtain
¥) =@ WA DI0")0) =) x|y} )1 = $(x)[0) + Vb (x)I1)).
X

We have
(WIPlY) =) laxPp(x) = E[v(A)],

X
where P =1® |1)(1]. Therefore, when we apply amplitude estimation, by theorem 2.2, we obtain
an estimate /i of u = E[v(A)] such that
_ Vud—p)  7?
I — |l =27 — + 7
with probability at least 8/72. The powering lemma (lemma 2.1) implies that the median of
O(log 1/6) repetitions will lie within this accuracy bound with probability at least 1 — §. |

Observe that U =2|y)(y| — I can be implemented with one use each of A and Al and V=
I — 2P is easy to implement.

It seems likely that the median-finding algorithm of Nayak & Wu [7] could also be generalized
in a similar way, to efficiently compute the median of the output values of any quantum
algorithm. As we will not need this result here, we do not pursue this further.

(b) Estimating the mean with bounded £, norm

We now use algorithm 1 to give an efficient quantum algorithm for approximating the mean
output value of a quantum algorithm whose output has bounded ¢, norm. In what follows, for

L0S0SLOZ “LLb ¥ 205y 20ig BioBuiysqndiraposieforredsy



Input: an algorithm A such that v(A) > 0, and an accuracy € < 1/2.

(i) Set k= [log2 1 /€—|, to= ’7%-‘, where D is a universal constant to be chosen

later.
(ii) Use Algorithm 1 with t =ty, § =1/10 to estimate E[v(Ap,1)]. Let the estimate be /1.
(iii) For¢=1,...,k:

(a) Use Algorithm 1 with t=tg, § =1/(10k) to estimate E[U(Azlqu)/zél. Let the
estimate be [i¢.

(iv) Output fi = ip + lezl 28 fip.

Algorithm 2. Approximating the mean of positive functions with bounded £, norm.

any algorithm A, let A_y, Ay y, A>y, be the algorithms defined by executing A to produce a value
v(A) and:

— Ay If v(A) < x, output v(A), otherwise output 0;
— Ay If x <v(A) <y, output v(A), otherwise output 0;
— Asy: If y < v(A), output v(A), otherwise output 0.

In addition, for any algorithm A and any function f : R — R, let f(A) be the algorithm produced by
evaluating v(.A) and computing f(v(A)). Note that algorithm 1 can easily be modified to compute
E[f(v(A))] rather than E[v(.A)], for any function f : R — [0, 1], by modifying the operation W.

Our algorithm (algorithm 2) and correctness proof are a generalization of a result of
Heinrich [16] for computing the mean with respect to the uniform distribution of functions with
bounded L2 norm, and are based on the same ideas. Write [|v(A)|l2 := vE[v(A)2].

Lemma 2.4. Let |y)=A|0"), U=2|y)(y| — 1. Algorithm 2 uses O(log(1/€)loglog(1/€)) copies
of 1), uses U O((1/¢€) log3/2(1/e)loglog(1/e)) times and estimates E[v(A)] up to additive error
e(lv(A)ll2 + 1)? with probability at least £

Proof. We first show the resource bounds. Algorithm 1 is run ©(logl/e) times, each
time with parameter § = £2(1/(log1/¢)). By theorem 2.3, each use of algorithm 1 consumes
O(loglog1/¢) copies of |y/) and uses U O((1/¢€),/log(1/€)loglog(1/¢)) times. The total number
of copies of |y¥) used is O(log(l/€)loglog(l/€)), and the total number of uses of U is
O((1/¢€)10g>?*(1/€)loglog(1/e)).

All of the uses of algorithm 1 succeed, except with probability at most % in total. To estimate
the total error in the case where they all succeed, we write

: Agi
L) = Elu Ao + 3028 [ 22 Blua)
=1

and use the triangle inequality term by term to obtain

v(Ape or)

k
| — E[(D]l < |0 — Elv(Ao ]l + ) 2° S

=1

i~ ]|+ Eeaa

Let p(x) denote the probability that A outputs x. We have
1 lo(A) I3
E[v(Asp)]= ) po)x < o D opx = Tz
X

x>2k
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By theorem 2.3,

lito — E[v(Ag )]l < C (W + :2)
0

and similarly

- U(.A (— :)
‘M 7E[722;1,2f ]

c E[U(.Az[—l,zl )] 1
<Cl——7—+3|-
= to20/2 t%
So the total error is at most

k E[v(Age-1 50)] 2
C(\/EIU(A0,1)1+%+;ZZ(\/ 212 1))+uv<A)n2

to tg2¢/2 * % 2k

We apply Cauchy-Schwarz to the first part of each term in the sum

=1

k k 1/2
> 282 [E[u(Ay150] < Vi (Z 2%[1)(,42“,2@)]) <V2k|lv(A)l2,
=1

where the second inequality follows from

1 A -1t 2
Elv(Ay-1p)]= Y pl)x< 1 > pwd= ”U(Zzei_f)”Z

20-T<x<2¢ 20-T<x<2¢

Inserting this bound and using E[v(Ag1)] <1, we obtain

to t2

k+1 2
i — E[v(A)]| < C (1 R YA | 2 ) - ”U(“t)lb
to 5 2

Inserting the definitions of tp and k, we get an overall error bound

I —E[v(A)]l

C € €2 172 4e
= D ( /log, 1/¢ + Dlog,1/e + ﬁeIIU(A)Ilz <1 + log, 1/6) + Dlog,1/e
+ellu(A)l3

C € 4e
<5 (4 5+ 2e00l + 5 ) + el

_e (% (1 + % + 2||v(A)||2) + ||v(A)||%)

using 0 <€ < % in the second inequality. For a sufficiently large constant D, this is upper-bounded
by e(v(A)l2 + 1)? as claimed. n

Observe that, if E[v(A4)2]=0O(1), to achieve additive error ¢ the number of uses of A that
we need is O((1/¢) 10g3/2(1/e)10g10g(1/6)). By the powering lemma, we can repeat algorithm 2
O(log 1/6) times and take the median to improve the probability of success to 1 — § for any § > 0.

(c) Estimating the mean with bounded variance

We are now ready to formally state our algorithm for estimating the mean output value of an
arbitrary algorithm with bounded variance, as algorithm 3. For clarity, some of the steps are
reordered as compared with the informal description in §1. Recall that, in the classical setting,
if we wish to estimate E[v(.A)] up to additive error € for an arbitrary algorithm A such that
Var(v(A)) := E[(v(A) — E[v(A)])?] < 02, we need to use A 2(c2/€2) times [5].
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Input: an algorithm A such that Var(v(A)) < o2 for some known o, and an accuracy € such
that € < 4o.

(i) Set A'=A/o.

(ii) Run A’ once and let 17 be the output.

(iii) Let B be the algorithm produced by executing A’ and subtracting 1.

(iv) Apply Algorithm 2 to algorithms —B_o/4 and Bsp/4 with accuracy €/(320)
and failure probability 1/9, to produce estimates a~, @ of E[v(—B~¢)/4] and
E[v(Bs0)/4], respectively.

(v) Set p=m —4a~ + 4+,

(vi) Output o fi.

Algorithm 3. Approximating the mean with bounded variance.

Theorem 2.5. Let |y) = .A|0"), U =2|y)(y| — I. Algorithm 3 uses O(log(o/€)loglog(a/€)) copies
of |yr), uses U O((o /€) 10g3/2(a/e) loglog(o/€)) times and estimates E[v(A)] up to additive error € with
success probability at least %

Proof. First, observe that m is quite close to u':=E[v(A’)] with quite high probability. As
Var(v(A")) = Var(v(A)) /o2 <1, by Chebyshev’s inequality, we have Pr[|v(A") — u'| >3] < %. We
therefore assume that |11 — /| < 3. In this case, we have

lv(B)ll2 = E[v(B)* 12 = E[((v(A) — 1) + (1" — i))*]"/2
<E[((A) — /Y 1? + E[(1 — m)*]V? <4,

where the first inequality is the triangle inequality. Thus [v(B)/4l2 <1, which implies that
lv(=B<0)/4ll2 < 1and [[v(Bx0)/4l2 < 1.

The next step is to use algorithm 2 to estimate E[v(—B<¢)/4] and E[v(Bx0)/4] with accuracy
€/(320) and failure probability %. By lemma 2.4, if the algorithm succeeds in both cases, the
estimates are accurate up to €/(8c). We therefore obtain an approximation of each of E[v(—B-o)]
and E[v(Bx¢)] up to additive error €/(20). As we have

E[v(A)] = o E[v(A)] = o (i — E[v(~B<o)] + E[v(B=0)])

by linearity of expectation, using a union bound we have that o i approximates E[v(A)] up to
additive error € with probability at least % |

(d) Estimating the mean with bounded relative error

It is often useful to obtain an estimate of the mean output value of an algorithm which is accurate
up to small relative error, rather than the absolute error achieved by algorithm 3. Assume that
we have the bound on the relative variance that Var(v(A))/(E[v(A)])?> < B, where we normally
think of B as small, e.g. B=0O(1). Classically, it follows from Chebyshev’s inequality that the
simple classical algorithm described in the Introduction approximates E[v(.A)] up to additive error
eE[v(A)] with O(B/€?) uses of A. In the quantum setting, we can improve the dependence on ¢
near-quadratically; we describe this as algorithm 4 below.

Theorem 2.6. Let ) =A|0"), U=2|y) (| — I Algorithm 4 uses O(B + log(1/€)loglog(1/¢))
copies of |¥), uses U O((B/e)log3/2(B/e)loglog(B/e)) times and outputs an estimate [i such that
Pr[|i — E[v(A)]| = €E[v(A)]] < §.

Proof. The complexity bounds follow from lemma 2.4; we now analyse the claim about accuracy.
m is a random variable whose expectation is E[v(.A)] and whose variance is Var(v(.A))/[32B].
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Input: An algorithm A such that v(A) > 0 and Var(v(A))/ (E[v(A)])? < B for some B >1, and
an accuracy € < 27B/4.

(i) Run A k = [32B] times, receiving output values vy, . .., v, and set m = % Zi-;l v;.
(ii) Apply algorithm 2 to A/7i with accuracy 2¢/(3(2v/B 4 1)?) and failure probability
1/8. Let i be the output of the algorithm, multiplied by 7.
(iii) Output fi.

Algorithm 4. Approximating the mean with bounded relative error.

By Chebyshev’s inequality, we have

Pr [|ﬁ1 — E[m]| > |E[rh]|] - 4Var(m)  4Var(v(A)) - 1

2 = E[m]2  [32B1E[v(A)]2 ~ 8
We can thus assume that E[v(A)]/2 < < 3E[v(A)]/2. In this case, when we apply algorithm 2
to A/, we receive an estimate of E[v(.A)]/m which is accurate up to additive error

2¢([[v(A)ll2 /7 + 1) _ €Blu(AIQIv(A)ll2/E[v(A)] + 1) _ €Elu(A)]
3VB+12 T (2B + 1)2 -

except with probability £, where we use [[v(A)ll2/E[v(A)] < v/B. Multiplying by 7 and taking a
union bound, we get an estimate of E[v(.A)] which is accurate up to € except with probability at
most %. |

Once again, using the powering lemma, we can repeat algorithms 3 and 4 O(log 1/5) times and
take the median to improve their probabilities of success to 1 — § for any 8 > 0. Algorithm 4 can be
extended to work for subroutines A which output both positive and negative values in a similar
way to algorithm 3, by modifying step (ii) of the algorithm to estimate and recombine the positive
and negative parts of the output of A/|im|. We omit the details as this variant is not required for
the applications below.

To see that algorithms 3 and 4 are close to optimal, we can appeal to a result of Nayak & Wu [7].
Let A be an algorithm which picks an integer x between 1 and N uniformly at random, for some
large N, and outputs f(x) for some functionf: {1,...,N} — {0, 1}. Then E[v(A)] = [{x: f(x) = 1}|/N.
It was shown by Nayak & Wu [7] that any quantum algorithm which computes this quantity for
an arbitrary function f up to (absolute or relative) error ¢ must make at most §2(1/¢) queries to f
in the case that |{x: f(x) = 1}| = N/2. As the output of A for any such function has variance %, this
implies that algorithms 2 and 4 are optimal in the black-box setting in terms of their scaling with ¢,
up to polylogarithmic factors. By rescaling, we get a similar near-optimality claim for algorithm 3
in terms of its scaling with o.

3. Partition function problems

In this section, we formally state and prove our results about partition function problems. We first
recall the definitions from §1. A partition function Z is defined by Z(8) =" . e PH® where
B is an inverse temperature and H is a Hamiltonian function taking integer values in the set
{0,...,n}. Let 0= g < 1 < --- < B¢ = 00 be a sequence of inverse temperatures and assume that
we can easily compute Z(8p) = |§2|. We want to approximate Z(co) by approximating the ratios
a; = Z(Biy+1)/Z(B;) and using the telescoping product

Z(p1) Z(B2)  Z(Be)
Z(Bo) Z(B1)  Z(Be-1)’

Finally, a sequence of Gibbs distributions 7; is defined by 7;(x) = (1/Z(8;)) e AiH(),

Z(Be) = Z(po)
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(@) Chebyshev cooling schedules

We start by motivating, and formally defining, the concept of a Chebyshev cooling schedule [4].
To approximate «;, we define the random variable Y;(x) = e~ #+1=A)HX Then

1
Z(Bi)

E[Y,]:=E[Y]= Z e BiH() o= (Bis1—p)H()

xef2

1« 4 Z(pin)
praH) _ 2WPiv1) _ -
Z(p:) xezge z(g)

The following result was shown by Dyer & Frieze [31] (see [4] for the statement here).

Theorem 3.1. Let Yy, ..., Y1 be independent random variables such that I[*][Y%]/IE[Y,-]2 <B for all
i, and write Y = E[Yo]E[Y1] - - - E[Y,_1]. Let &; be the average of 16B¢ /€2 independent samples from Y,
and set Y = aod1 -~ Ge—1. Then Pr[(1 — )Y <Y < (1 + €)Y] = 3.

Thus, a classical algorithm can approximate Z(co) up to relative error e using O(B¢?/€?)
samples in total, assuming that Z(0) can be computed without using any samples and that we
have E[Y?]/E[Y;]? < B. To characterize the latter constraint, observe that we have

1

7 3 e W 2= pIHG) 1 3 a2 Z2Pin1 — Pi)
i

E[Y;]= ,
= 2B = Z(Bi)

SO
E[Y]] _ Z2@2Bit1 — B)Z(B)
(E[Y;])? Z(Bi+1)?

This motivates the following definition:

Definition 3.2 (Chebyshev cooling schedules [4]). Let Z be a partition function. Let o, ..., B¢
be a sequence of inverse temperatures such that 0 = g < 1 < - - - < B¢ = 0o. The sequence is called
a B-Chebyshev cooling schedule for Z if

Z2Bis1 — B)Z(Bi) _ B
Z(Bis1)? N

for all 7, for some fixed B.

Assume that we have a sequence of estimates &; such that, for all 7, |&; — «;| < (¢/2¢)e; With
probability at least 1 —1/(4¢). We output as a final estimate 7 =Z7(0)aodq - - - &p_1. By a union
bound, all of the estimates &; are accurate to within (e/2¢)w;, except with probability at most %.
Assuming that all the estimates are indeed accurate, we have

1—%5(1—;—6)Zsz£®)§<1+2€7)Z5e€/251+e

for e < 1. Thus, |Z — Z(00)| < €Z(00) with probability at least %.
Using these ideas, we can formalize the discussion in §1.

Theorem 3.3. Let Z be a partition function with |§2| = A. Assume that we are given a B-Chebyshev
cooling schedule 0= By < By <--- < Bg =00 for Z. Further assume that we have the ability to exactly
sample from the distributions m;, i=1,...,¢ — 1. Then there is a quantum algorithm which outputs an
estimate Z such that Pr[(1 — €)Z(c0) < Z < (1 + €)Z(c0)] > % using

Belogt . 5, (Bt B¢ - [ Be?
O —=2"10g”?( = |loglog(— ) ) =0 —
< € 8 € 0898 € €

samples in total.
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Proof. For each i=1,...,£ —1, we use algorithm 4 to estimate E[Y;] up to additive error
(e/(20))E[Y;] with failure probability 1/(4¢). As the p; form a B-Chebyshev cooling schedule,
IE[Yl.Z]/I[*I[Yi]2 < B, so Var(Y;)/E[Y,]*> <B. By theorem 2.6, each use of algorithm 4 requires

Bty (B B
O<E log <6>10glog(6)log£>

samples from m; to achieve the desired accuracy and failure probability. The total number of
samples is thus O((B¢? log€/e) logS/Z(BZ/e) loglog(Bt/€)) as claimed. |

(b) Approximate sampling

It is unfortunately not always possible to exactly sample from the distributions ;. However, one
classical way of approximately sampling from each of these distributions is to use a (reversible,
ergodic) Markov chain which has unique stationary distribution 7;. Assume the Markov
chain has relaxation time v, where v:=1/(1 — [A1]), and X is the second largest eigenvalue
in absolute value. Then one can sample from a distribution 7; such that ||7; — 7;|| <€ using
O(t log(1/(emmin i) steps of the chain, where my, ; = miny |7;(x)| [8]. We would like to replace
the classical Markov chain with a quantum walk, to obtain a faster mixing time. A construction
due to Szegedy [37] defines a quantum walk corresponding to any ergodic Markov chain, such
that the dependence on 7 in the mixing time can be improved to O(y/7) [12]. Unfortunately, it is
not known whether in general the dependence on 7y, ; can be kept logarithmic [12,14]. Indeed,
proving such a result is likely to be hard, as it would imply a polynomial-time quantum algorithm
for graph isomorphism [13].

Nevertheless, it was shown by Wocjan & Abeyesinghe [11] (improving previous work on using
quantum walks for classical annealing [23]) that one can achieve relatively efficient quantum
sampling if one has access to a sequence of slowly varying Markov chains.

Theorem 3.4 (Wocjan & Abeyesinghe [11]). Let My, ..., M, be classical reversible Markov chains
with stationary distributions my, ..., 7w, such that each chain has relaxation time at most t. Assume
that |(7T1'|71i+1>|2 >p for some p>0 and all i€{0,...,r — 1}, and that we can prepare the state |mg).
Then, for any € >0, there is a quantum algorithm which produces a quantum state |7,) such that
7Tr) — 7Y |0%) || <€, for some integer a. The algorithm uses O(rﬁlogz(r/e)(l/p) log(1/p)) steps in total
of the quantum walk operators W; corresponding to the chains M;.

In addition, one can approximately reflect about the states |r;) more efficiently still, with a
runtime that does not depend on r. This will be helpful because algorithm 4 uses significantly
more reflections than it does copies of the starting state.

Theorem 3.5 (Wocjan & Abeyesinghe [11], see [18] for version here). Let My, ..., M, be classical
reversible Markov chains with stationary distributions ny, . . ., 7, such that each chain has relaxation time
at most t. For each i, there is an approximate reflection operator R; such that Ri|¢)|0l’) = QY )y —
I)|¢>)|Ob) + &), where |¢) is arbitrary, b= O((log t)(log1/¢)), and |&) is a vector with |||§)|| <e. The
algorithm uses O(y/T log(1/€)) steps of the quantum walk operator W; corresponding to the chain M;.

In our setting, we can easily create the quantum state |rp), which is the uniform superposition
over all configurations x. We now show that the overlaps |(;|7;;1) |2 are large for all i. We go via
the x? divergence

2 2
SO

xef2 xe

As noted in [4], one can calculate that

Z(B)Z(2Biv1 — Bi)

20, ) —
X (ﬂlJrl/ﬂl)— Z(ﬂi-i,—l)z

—1. (3.1)
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Therefore, if the B; values form a Chebyshev cooling schedule, x%(wiy1, ;) < B — 1foralli. For any
distributions v, 7, we also have

1 1

Vi, m)+1 N V2 ren vO)(E)/7(x) ~ XEZQ v )V

by applying Jensen’s inequality to the function x > 1/4/x. So, for all i, |(r;|m;s1) |2 > 1/B. Note that
in [4], it was necessary to introduce the concept of a reversible Chebyshev cooling schedule to
facilitate “‘warm starts” of the Markov chains used in the algorithm. That work uses the fact that
one can efficiently sample from 7,1, given access to samples from r;, if x2 (i, mwip1) = O(1); this is
the reverse of the condition (3.1). Here, we do not need to reverse the schedule as the precondition
[(mi|mit1) 12>0() required for theorem 3.4 is already symmetric.

We are now ready to formally state our result about approximating partition functions. We
assume that e is relatively small to simplify the bounds; this is not an essential restriction.

Theorem 3.6. Let Z be a partition function. Assume we have a B-Chebyshev cooling schedule fy =0 <
B1<P2<---<Pp=o00 for B=O(l). Assume that for every inverse temperature p; we have a reversible
ergodic Markov chain M; with stationary distribution m; and relaxation time upper-bounded by ©. Further
assume that we can sample directly from M. Then, for any § > 0 and € = O(1/,/1og €), there is a quantum
algorithm which uses

(58 o) ()

steps of the quantum walks corresponding to the M; chains and outputs Z such that Pr[(1 — €)Z(c0) <
Z<(1+e)Z(0)]>1-25.

Proof. For each i, we use algorithm 4 to approximate «; up to relative error €/(2¢), with failure
probability y, for some small constant y. This would require R reflections about the state |7g,), for
some R such that R =0O((¢/¢) 10g3/2(€/e) loglog(¢/€)), and O(log(¢/€)loglog(¢/€)) copies of |mg,).

Instead of performing exact reflections and using exact copies of the states |7;), we use
approximate reflections and approximate copies of |7;). By theorem 3.5, O(/7 log(1/¢,)) walk
operations are sufficient to reflect about |7;) up to an additive error term of order .
By theorem 3.4, as we have a Chebyshev cooling schedule, a quantum state |7;) such that
7)) — |7;)|0%)|| <e€s can be produced using O(¢y/T logz(ﬁ /€s)) steps of the quantum walks
corresponding to the Markov chains My, ..., M;.

We choose €, =y /R, €s = y. Then the final state of algorithm 4 using approximate reflections
and starting with the states |rr,) rather than |r;) can differ from the final state of an exact algorithm
by at most Re; 4 € =2y in £, norm. This implies that the total variation distance between the
output probability distributions of the exact and inexact algorithms is at most 2y, and hence
by a union bound that the approximation is accurate up to relative error €/(2¢) except with
probability 3y . For each i, we then take the median of O(log(¢/5)) estimates to achieve an estimate
which is accurate up to relative error € /(2¢) except with probability at most §/¢. By a union bound,
all the estimates are accurate up to relative error €/(2¢) except with probability at most 8, so their
product is accurate to relative error € except with probability at most 5.

The total number of steps needed to produce all the copies of the states |77;) required is thus

O(ﬁ-zﬁ(logzé log< >loglog< >~log(§))

and the total number of steps needed to perform the reflections is O(¢ - /T(logR) - R - log(¢/$)).
Adding the two, substituting the value of R, and using ¢ = O(1/,/log £), we get an overall bound of

(el ()

as claimed. ™
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We remark that, in the above complexities, we have chosen to take the number of quantum
walk steps used as our measure of complexity. This is to enable a straightforward comparison
with the classical literature, which typically uses a random walk step as its elementary operation
for the purposes of measuring complexity [4]. To implement each quantum walk step efficiently
and accurately, two possible approaches are to use efficient state preparation [38] or recently
developed approaches to efficient simulation of sparse Hamiltonians [39].

(c) Computing a Chebyshev cooling schedule

We still need to show that, given a particular partition function, we can actually find a Chebyshev
cooling schedule. For this, we simply use a known classical result:

Theorem 3.7 (Stefankovi¢ et al. [4]). Let Z be a partition function. Assume that for every inverse
temperature p we have a Markov chain Mg with stationary distribution g and relaxation time upper-
bounded by t. Further assume that we can sample directly from My. Then, for any § >0 and any
B=0(1), we can produce a B-Chebyshev cooling schedule of length £ = O(\/@(log n)(loglog A))
with probability at least 1 — 8, using at most Q = O((log A)((log n) + log log A)> log(1/8)) steps of the
Markov chains.

We remark that a subsequent algorithm [40] improves the polylogarithmic terms and the
hidden constant factors in the complexity. However, this algorithm assumes that we can efficiently
generate independent samples from distributions approximating g for arbitrary f. The most
efficient general algorithm known [4] for approximately sampling from arbitrary distributions 74
uses ‘warm starts” and hence does not produce independent samples.

Combining all the ingredients, we have the following result.

Corollary 3.8. Let Z be a partition function and let € >0 be a desired precision such that
€ =0(1/\/loglog A). Assume that for every inverse temperature B, we have a Markov chain Mg with
stationary distribution wg and relaxation time upper-bounded by t. Further assume that we can sample
directly from My. Then, for any § > 0, there is a quantum algorithm which uses

2
o ((aogA)(log n)(log IOgA)2ﬁ> log®? ((lofm) log ((10§A>) loglog <<logA>>

€ €

1 ~ 1
5 —_ =
+ (log A)((logn) +loglog A)’t log (8 ))) (0] <(logA)ﬁ (e n ﬁ))
steps of the Mg chains and their corresponding quantum walk operations, and outputs Z such that
Pr[(1 — €)Z(c0) < Z < (14 €)Z(c0)] = 1 — 6.

The best comparable classical result known is O((log A)7/€2) [4]. We therefore see that we have
achieved a near-quadratic reduction in the complexity with respect to both r and ¢, assuming that
€ <1/4/7. Otherwise, we still achieve a near-quadratic reduction with respect to €.

(d) Some partition function problems

In this section, we describe some representative applications of our results to problems in
statistical physics and computer science.

(i) The ferromagnetic Ising model

This well-studied statistical physics model is defined in terms of a graph G=(V,E) by
the Hamiltonian H(z) = — Z(M)e £ Zuzv, Where |V|=n and z e {£1}". A standard method to
approximate the partition function of the Ising model uses the Glauber dynamics. This is a simple
Markov chain with state space {£1}", each of whose transitions involves only updating individual
sites, and whose stationary distribution is the Gibbs distribution ng(z) = (1/Z(8)) e~ PH@_ This
Markov chain, which has been intensively studied for decades, is known to mix rapidly in certain
regimes [41]. Here, we mention just one representative recent result.
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Theorem 3.9 (Mossel & Sly [33]). For any integer d > 2, and inverse temperature p > 0 such that
(d—1)tanh B <1, the mixing time of the Glauber dynamics on any graph of maximum degree d is
O(nlogn).

(More precise results than theorem 3.9 are known for certain specific graphs such as
lattices [42].) As we have A =2", in the regime where (d — 1) tanh 8 <1, the quantum algorithm
approximates Z(f) to within € relative error in 0?2 /e + n?) steps. The fastest known classical
algorithm with rigorously proved performance bounds [4] uses time O(17% /¢2). We remark that an
alternative approach of Jerrum & Sinclair [29], which is based on analysing a different Markov
chain, gives a polynomial-time classical algorithm which works for any temperature, but is
substantially slower.

(ii) Counting colourings

Here, we are given as input a graph G with n vertices and maximum degree d. We seek to
approximately count the number of valid k-colourings of G, where a colouring of the vertices
is valid if all pairs of neighbouring vertices are assigned different colours, and k= O(1). In
physics, this problem corresponds to the partition function of the Potts model evaluated at zero
temperature. It is known that the Glauber dynamics for the Potts model mixes rapidly in some
cases [43]. One particularly clean result of this form is work of Jerrum [44] showing that this
Markov chain mixes in time O(nlogn) if k > 2d. As here A =k", we obtain a quantum algorithm
approximating the number of colourings of G up to relative error € in O(1%/2 /¢ + n?) steps, as
compared with the classical O(n?/€?) [4].

(iii) Counting matchings

A matching in a graph G is a subset M of the edges of G such that no pair of edges in M shares
a vertex. In statistical physics, matchings are often known as monomer-dimer coverings [34].
To count the number of matchings, we consider the partition function Z(8) = jcq e Ml
where M is the set of matchings of G. We have Z(0) = | M|, while Z(c0) =1, as in this case the
sum is zero everywhere except the empty matching (09 =1). Therefore, in this case, we seek to
approximate Z(0) using a telescoping product which starts with Z(oco). In terms of the cooling
schedule 0=y < B1 < --- < B¢y = 00, we have

Z(Be-1) Z(Be—2)  Z(Bo)

Z(Be) Z(Pe-1)  Z(B1)
As we have reversed our usage of the cooling schedule, rather than looking for it to be a B-
Chebyshev cooling schedule, we instead seek the bound Z(28; — Bi+1)Z(Bi+1) /Z(B:)? < B to hold
for all i=0,...,¢ — 1. That is, the roles of g; and B;;1 have been reversed as compared with
definition 3.2. However, the classical algorithm for printing a cooling schedule can be modified
to output a ‘reversible’ schedule where this constraint is satisfied too, with only a logarithmic
increase in complexity [4]. In addition, it was shown by Jerrum & Sinclair [45,46] that, for any 8,
there is a simple Markov chain which has stationary distribution 7z, where

__ 1 —pIM|
M= g 2 <

and which has relaxation time v =O(nm) on a graph with n vertices and m edges. Finally,
in the setting of matchings, A=0O(n!2"). Putting these parameters together, we obtain a
quantum complexity O(1n%/?m'/? /e + n’>m), as compared with the lowest known classical bound
Om?m/e?) [4].

Z(Bo) = Z(Be)

4. Estimating the total variation distance

Here, we give the technical details of our improvement of the accuracy of a quantum algorithm
of Bravyi et al. [15] for estimating the total variation distance between probability distributions.
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Let p and q be probability distributions on 7 elements and let r = (p + g)/2.

(i) Draw a sample x € [1n] according to r.

(ii) Use amplitude estimation with ¢ queries, for some t to be determined, to obtain
estimates p(x), §(x) of the probability of obtaining outcome x under distributions
pand g.

(ili) Output [p(x) - 7)1/ () + G(x).

Algorithm 5. Subroutine for estimating the total variation distance.

In this setting, we are given the ability to sample from probability distributions p and g on n
elements, and would like to estimate |p — gl := %Hp —qlh = % er[n] Ip(x) — q(x)| up to additive
error €. Classically, estimating ||p — gll up to error, say, 0.01 cannot be achieved using O(n®)
samples for any « <1 [35], but in the quantum setting the dependence on 1 can be improved
quadratically:

Theorem 4.1 (Bravyi et al. [15]). Given the ability to sample from p and q, there is a quantum
algorithm which estimates ||p — q|| up to additive error e, with probability of success 1 — 8, using

O(/1/(€88%)) samples.

Here, we will use theorem 2.3 to improve the dependence on € and § of this algorithm. We will
approximate the mean output value of a subroutine previously used in [15] (algorithm 5).

If the estimates p(x), §(x) in this subroutine were precisely accurate, the expected output of the
subroutine would be

E=Y (P(x) + q(x)> Ip(x) —gqx)| 1

=5 2 Ip) —a@)=llp —ql.
xe[n] 2 p(x) + q(x) 2 xeln]

We now bound how far the expected output E of the algorithm is from this exact value. By
linearity of expectation,

IE—El=|)_ r(E[d(x) — d(x)]

xeln]

< Y r@E[d() — dw)l],

xe[n]

where d(x) = [p(x) — 4(0)1/(p(x) + ) and d() = [H() — G()I/(F(x) + (). Note that d(x) is a
random variable. Split [1] into ‘small” and ‘large” parts according to whether r(x) < e/n. Then

E—El< ) r@Eldx)—d@ll+ Y r®Edx) —dEl]

x,r(x)<e/n x,r(x)>€/n
<e+ Y r@E[dR) —dx)]
x,r(x)=e/n

using that 0 <d(x), d(x) < 1. From theorem 2.2, for any 8 > 0, we have [p(x) — p(x)| <27 (, /p(x)/ t) +
72/12 except with probability at most 8, using O(flog 1/8) samples from p. If t > 47 /(n/p(x) + q(x))
for some 0 < <1, this implies that

271ypO)VP() +4() 7202 (p(x) + q(x))
4

1672

[p(x) — p(x)] < <n(p(x) + q(x))

except with probability at most §. A similar claim also holds for |§(x) — g(x)|. We now use the
following technical result from [15]:

Proposition 4.2. Consider a real-valued function f(p,q) = (p — q)/(p + q), where 0 <p,q <1. Assume
that |p — pl, 1q — 41 < n(p + q) for some n < 5. Then |f(p, 4) — f(p, )] <5n.
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By proposition 4.2, for all x such that t>47/(n,/p(x) + q(x)), we have |d(x) —d(x)| <5n,
except with probability at most 25. We now fix t=[207/n/€|. Then, for all x such that
p(x) +q(x) > 2¢/n, ld(x) — d(x)| <e except with probability at most 28. Thus, for all x such that
r(x)>¢€/n, IE[lZi(x) d(x)|] <28 + (1 — 28)e <28 + €. Taking § =€, we have |E — E| < 4e for any e,
using O(y/n]elog(1/€)) samples. It therefore suffices to use O(v/n/€ log(1/€)) samples to achieve
|E — E| < €/2. As the output of this subroutine is bounded between 0 and 1, to approximate E up
to additive error /2 with failure probability §, it suffices to use the subroutine O((1/€)log(1/5))
times by theorem 2.3. So the overall complexity is O((y/n/€%?) log(1/€)log(1/6)). For small € and
8, this is a substantial improvement on the O(ﬁ / (6865)) complexity stated in [15].
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