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A B S T R A C T   

The Covid-19 European outbreak in February 2020 has challenged the world’s health systems, eliciting an urgent 
need for effective and highly reliable diagnostic instruments to help medical personnel. Deep learning (DL) has 
been demonstrated to be useful for diagnosis using both computed tomography (CT) scans and chest X-rays 
(CXR), whereby the former typically yields more accurate results. However, the pivoting function of a CT scan 
during the pandemic presents several drawbacks, including high cost and cross-contamination problems. 
Radiation-free lung ultrasound (LUS) imaging, which requires high expertise and is thus being underutilised, has 
demonstrated a strong correlation with CT scan results and a high reliability in pneumonia detection even in the 
early stages. In this study, we developed a system based on modern DL methodologies in close collaboration with 
Fondazione IRCCS Policlinico San Matteo’s Emergency Department (ED) of Pavia. Using a reliable dataset 
comprising ultrasound clips originating from linear and convex probes in 2908 frames from 450 hospitalised 
patients, we conducted an investigation into detecting Covid-19 patterns and ranking them considering two 
severity scales. This study differs from other research projects by its novel approach involving four and seven 
classes. Patients admitted to the ED underwent 12 LUS examinations in different chest parts, each evaluated 
according to standardised severity scales. We adopted residual convolutional neural networks (CNNs), transfer 
learning, and data augmentation techniques. Hence, employing methodological hyperparameter tuning, we 
produced state-of-the-art results meeting F1 score levels, averaged over the number of classes considered, 
exceeding 98%, and thereby manifesting stable measurements over precision and recall.   

1. Introduction 

SARS-CoV-2, which is the causative agent of the current Covid-19 
pandemic, originated in China and abruptly began being transmitted 
within Europe in February 2020. It rapidly spread throughout the world 
and is still challenging the world’s health systems. It manifests after a 
long incubation period along with a high contagion rate[1], thus 
necessitating the development of fast and cheap diagnostic tools to 
detect infected subjects. 

Moreover, Covid-19 can cause bilateral multifocal interstitial pneu-
monia, which can rapidly evolve into acute respiratory distress syn-
drome (ARDS), an ominous complication that is responsible for causing 
hundreds of thousands of deaths worldwide. Subjects infected by SARS- 
CoV-2 may present an evolving clinical picture ranging from focal to 
multifocal interstitial pulmonary involvement that may be visualised by 

LUS in the so-called white lung pattern, as well as by bilateral 
submantellar-subpleural consolidations[2,3]. The high contagion rate 
adds a further level of complexity because patient care, according to the 
highest healthcare standards, must be combined with strict pandemic 
protocols that need to be followed for the safety of healthcare pro-
fessionals[4]. 

Currently, the main diagnostic tools for detecting and isolating 
infected people include reverse transcription-polymerase chain re-
actions (RT-PCR) in nasopharyngeal swabs (NPS) and IgM-IgG com-
bined antibody tests[5]. However, both these tools have limitations: the 
former does not reach a 100% sensitivity, introducing the possibility of 
false-negative results, one of the causes for the incorrect separation of 
patient flows in hospitals. Moreover, it is time-consuming and when the 
number of infected subjects increases, inevitable shortages in reagents 
and other specific laboratory supplies occur, thereby preventing the 
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completion of tests. IgM-IgG tests not only exhibit the same poor 
sensitivity as that of the former, with a slight increase only after a certain 
duration following symptom manifestation, but also may result in 
false-negative results in the early phases of the infection. Covid-19 be-
gins with mild or no symptoms, and yet can rapidly transform, sub-
jecting patients to extremely critical conditions with possible fatal 
consequences resulting from multi-organ failure. Therefore, it is critical 
to promptly and reliably detect infected subjects to apply the appro-
priate treatments and prevent the virus from spreading. Moreover, no 
tests can describe the presence or severity of lung engagement. Hence, 
the need for devices that accommodate increases in resources is an un-
deniable necessity[6–10]. 

First-line diagnosis of pneumonia may exploit chest X-rays (CXR) for 
first-aid treatment of patients exhibiting symptoms of pneumonia[11]. 
Potential alternatives to CXR include computed tomography (CT) scans 
and lung ultrasound (LUS)[12–14]. The main conclusions from studies 
concerning these methodologies state that: first, both LUS and CT scans 
are significantly better first-line diagnostic tools than CXR, whose main 
drawback is poor sensitivity; second, although ultrasonography is a 
cost-effective, radiation-free, and promising tool, it must be performed 
by a highly skilled radiographer to achieve accurate results. Further-
more, LUS effectively performed at a bedside in approximately 13 min 
yielded a higher sensitivity than that of CXR. This makes it comparable 
to other CT imaging tools with its cost being significantly lower than 
those of the other two solutions. Moreover, LUS is radiation-free, easier 
to disinfect, and can be repeated even with small time intervals between 
two observations, while the same is not true for the other methodologies 
[7,15]. However, it has certain drawbacks, such as operator dependency 
and high expertise requirements, resulting in underutilisation, and it 
may not be useful for Covid-19 asymptomatic patients. 

The Covid-19 pandemic has resulted in renewed attention on these 
studies and led to medical professionals considering possible solutions 
for the above-mentioned problems and the procurement of fast, cheap, 
and efficient diagnostic tools. Covid-19 necessitates certain imperative 
and strict constraints to avoid cross-contamination, such as through 
infected staff and infected medical devices, and provide patients with 
the highest standard of healthcare, such as moving patients around the 
hospital for treatments, and making diagnostic tools easily available to 
everyone. These crucial necessities made it impossible to use a stetho-
scope during hospital operations in infectious disease departments 
owing to the use of personal protective equipment. Therefore, re-
searchers concluded that both CT scans and LUS are promising diag-
nostic instruments that are capable of early SARS-CoV-2 pneumonia 
detection and present highly correlated patterns for different disease 
stages[3,7,16–19]. Although the former initially served a pivotal func-
tion during the pandemic, it exhibits some weaknesses in terms of the 
previously stated constraints, while the latter does not. Hence, it is 
beneficial to rely upon an international standardisation of LUS exploi-
tation[3,20], providing not only a medical procedure to be applied by 
sonographers but also a scoring scale ranging from 0, indicating a 
healthy patient, to 3, which represents a critical clinical situation (e.g. a 
patient with a damaged lung, who is almost incapable of breathing 
without medical treatment). 

In this context, researchers have extensively reviewed deep learning 
(DL)-based biomedical imaging[21,22], highlighting the challenges of 
using labelled datasets in medical contexts. This technique has been 
investigated as a promising solution for overcoming the previously 
stated problems and introduces advantages, including diagnostic speed, 
reliability, and provision of support to physicians who are managing the 
emergency. Recent systematic surveys on DL applications for the novel 
coronavirus revealed that studies mainly focused on CT scans and X-rays 
[23–27]. Less than half of the investigations employed transfer learning, 
while none of them evaluated the severity of lung engagement[6,28]. 
Physicians extensively used LUS to estimate consequences in patients 
admitted to the emergency department (ED) and to detect Covid-19 
pneumonia in subjects who presented a negative swab[7,29,30]. 

Nevertheless, only a few studies have investigated the application of DL 
algorithms to LUS data. These studies focused on either detecting 
B-lines, namely artefacts appearing when patients suffer from pneu-
monia, or binary classifications of LUS frames into Covid-19 and non--
Covid-19[15,31]. Moreover, only a few researchers have exploited data 
from reliable hospital sources[32–34], indicating the lack of a reliable 
dataset; several authors have described the inconsistent quality of their 
data and the need to rely on non-validated sources as limitations of their 
studies[35]. In addition, some researchers have worked with LUS from 
only one particular type of probe, thus lacking heterogeneous data to 
train the neural networks, posing another limitation on the soundness of 
their conclusions and DL algorithm usage[33]. Only two studies have 
focused on DL systems for the purpose of detecting Covid-19 pneumonia 
and assessing the severity of lung engagement[32,34]. The former 
exploited a spatial transform network[36] developed in 2015, while the 
latter proposed an original neural network; however, both exhibited 
poor performance at frame-level scoring for assessing the severity of 
lung engagement, and neither of them made use of pre-trained or 
state-of-the-art architectures. Furthermore, the authors of the former 
study proposed a novel scoring methodology[3] for already validated 
and researched scales evaluating lung health status[20], which the latter 
adopted as well. To the best of our knowledge, there has been no 
investigation on assessing and ranking the lung pleural line health 
conditions through the application of artificially intelligent systems to 
LUS data obtained from Covid-19 subjects. Moreover, all investigations 
regard frame classification, without addressing the entire LUS clip, as 
the research we propose in this manuscript. 

In this study, we propose an innovative artificial intelligence (AI) 
system based on pre-trained and state-of-the-art residual convolutional 
neural networks (ResNets, CNNs -[37,38]), to detect SARS-CoV-2 
pneumonia patterns in LUS frames and classify the severity of lung 
engagement. By extensively tuning the architecture’s hyperparameters, 
we improved on previously presented results[32,34]. The quality of the 
work was also assured through close collaboration with Pavia’s San 
Matteo Hospital ED, whose Ethics Committee granted us access to LUS 
data from different probes, obtained by several different hospital phy-
sicians during the pandemic and evaluated according to two different 
scales. We extended one of the employed scoring systems, already 
proven in the literature[20], by adding information regarding the lung’s 
pleural line health condition, which helps in differentiating cardiogenic 
from non-cardiogenic causes of B-lines[33]. The developed AI-enabled 
assistant can function both in emergency contexts and in home moni-
toring of patients. Additionally, it can help detect patients with clear 
Covid-19 symptoms whose RT-PCR or IgM-IgG blood tests were nega-
tive. These AI methods can overcome the limitations, such as inadequate 
number of available RT-PCR tests, their high costs, and waiting time for 
test outcomes[25]. 

We structured the rest of the article as follows: Materials and 
Methods presents a detailed description of the methodologies, tech-
niques, and data used to conduct the experiments. Results and Discus-
sion present the principal and most representative results essential for 
comparing our study with state-of-the-art works published by our col-
leagues, thus highlighting the significance of the results. Finally, the last 
section presents the main conclusions, and implications that advance the 
field based on current knowledge and our achievements. 

2. Materials and Methods 

This section provides an in-depth description of the data, exploratory 
analysis, collection, and annotation processes, together with the selec-
tion, design, and training of the CNN architectures, which we selected 
for our diagnostic purposes. In particular, we focused on data augmen-
tation, transfer learning, and training options, as well as the hyper-
parameters used to train and fine-tune deep networks. 
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2.1. Lung ultrasound score 

To better highlight the reliability of the results and the ability of the 
deep architecture to detect Covid-19 pneumonia patterns, we first 
describe the employed ranking scales and compare them with the one 
used by other authors[3,32,34], revealing their differences. Doing so 
explains the implications of the deep residual networks, and also em-
phasises that exploiting and extending a different scoring measurement 
system[20], which has already been presented and validated in the 
literature, contributes to outperforming the state-of-the-art results 
attained by our colleagues. The differences between the LUS score used 
to rank our data in this study and that used by our colleagues[3,32,34] 
are examined in Table 1. 

We began evaluating ultrasound data with Score 0, in which the 
pleural line was continuous and regular, and A-lines were present as 
horizontal artefacts owing to the high reflectance of the aerated lung 
surface. Hence, multiple reflections appeared between the probe and 
lung surface. We evaluated this level of data in a similar manner to that 
in Reference 3. 

Next, we defined Score 0* as any image evaluated as Score 0 but with 
an irregular or slightly damaged pleural line. 

Furthermore, we increased the level of severity when either vertical 
areas of white or consolidations were visible (Score 1). These white 
regions were due to local alterations in the acoustic properties of the 
lung when the previously aerated lung volume transformed into tissue or 
water-like aggregates. This process clearly explains the appearance of 
vertical artefacts. While Reference 3 assigned an ultrasound recording 
with Score 1 when the pleural line was flawed with any visible vertical 
area of white, we ranked a recording with this level of severity when 
artefacts were present and occupied less than 50% of the pleura. The two 
constraints imposed allowed for a more structural hierarchy in our 
classification spectrum, thus improving our classification performance. 

In addition to the introduction of Score 0*, herein, we further 
introduced another classification, defining Score 1* as a recording that 
would have typically been assigned Score 1 but had an irregular or 
damaged pleural line. Clearly, the higher the score, the greater the 
damage detected upon examination of the pleura. 

In general, specialists evaluate a patient’s lung as Score 2 if larger 
consolidated regions (dark areas) appear along associated areas of white 
below solidifications. This pattern typically leads to what is commonly 
referred to as the white lung. Dark and dense sections in the lung suggest 
a transition in the lung tissue and its acoustic properties toward a 

condition observed when examining soft tissue. However, the appear-
ance of white and large areas implies that the lung is not fully ventilated; 
air inclusions are still present but embedded in tissue-like compounds. 
These high scattering conditions can explain this specific pattern. 
Therefore, Reference 3 assigned the level of severity 2 when a pleural 
line was broken, along with either small or large dense fields with broad 
and white vertical artefacts below. In contrast, we marked a recording 
with this severity level when the vertical artefacts occupied more than 
50% of the pleura and both small and bounded consolidations indicating 
a more critical stage of illness were visible[20]. 

Similarly, we assigned Score 2* when the pleura was either irregular 
or damaged in a lung that would have typically received Score 2. 

Finally, a lung characterised by dense and broadly extended white 
lung areas with abundant consolidations was usually assigned Score 3. 
Although this description fits well with the scoring methodology pre-
sented in Reference 3, we assigned this severity level when the lung 
presented tissue-like patterns, i.e. widely dense and dark consolidations. 

In conclusion, we further refined the classification task, extending an 
already validated standardised LUS score from Reference 20 consisting 
of four classes, to a novel and more complex version with seven classes. 
We added three more classes to indicate whether the lung’s pleural line 
was affected by pneumonia. We inserted these classes between the 
already existing classes. While the original pneumonia severity classi-
fication scale comprised scores ranging from 0 to 3, we improved it by 
inserting the scores 0*, 1*, and 2*, respectively, between scores 0–1, 
1–2, and 2–3. As the severity level Score 3 describes a lung almost 
incapable of breathing, there is no need to define Score 3*. A lung rated 
as Score 3 indicates that the pleural line is affected by the illness. The 
pleural line is defined as the interface between the fluid-rich soft tissues 
of the wall and the gas-rich lung tissue[39]. Therefore, by adding three 
classes to indicate its condition, we can provide useful information 
regarding the severity of the disease, thereby assisting in discriminating 
cardiogenic from non-cardiogenic causes of B-lines[33]. Therefore, a 
patient who would typically have received a score of 0, indicating a 
healthy lung, could be assigned a score of 0*, informing the specialist 
that the patient may have a lung injury. Understanding that a subject 
might be suffering from Covid-19 before the lung approaches a more 
severe condition not only results in providing immediate and appro-
priate treatments but also improves survival rates in critical situations 
and the possibility of quick healing. 

We adopted the two aforementioned scales to understand whether 
DL architectures would benefit from a hierarchical labelling extension in 
classifying input data or cause a clustering performance degradation; 
hospital physicians could regularly monitor the pleura without any 
particular additional effort while still retrieving valuable information 
regarding the patient’s health condition. This necessitates the replica-
tion of the same procedure using a computer-aided system. 

2.2. Data collection and annotation 

Since March 2020, the San Matteo Hospital’s ED has been collecting 
LUS data to assess the health conditions of patients who contracted 
Covid-19. The medical personnel used the ultrasound machine Aloka 
Arietta V70 (Hitachi Medical Systems), equipped with both convex and 
linear probes, at 5 MHz and 12 MHz, respectively. They standardised the 
acquisition procedure through abdominal settings, focusing on the 
pleural line, reaching a depth of 10 cm with the convex probe. Moreover, 
they adjusted the gain so as to attain the best possible imaging of the 
pleura, vertical artefacts, and peripheral consolidations with or without 
air bronchograms. Physicians conducted both longitudinal and trans-
versal scans to explore the broader pleural length, disabling all har-
monics and artefact-erasing software. 

Physicians performed LUS on people with a clear clinical picture[7], 
owing to the RT-PCR test introducing many false negatives. Namely, 
artefacts reported in the earlier section were formed by either pulmo-
nary oedema or non-cardiac causes of interstitial syndromes[33]. 

Table 1 
Scoring comparison Soldati et al. (2020) and S. Mongodi et al. Modified Score.  

Severity 
Score 

Soldati et al. Modified Score 

Score 0 A-lines A-lines with at most two B-lines 
Score 0* Not defined A-lines, and at most two B-lines, 

with a slightly irregular pleural 
line 

Score 1 An irregular or damaged pleural 
line along with visible vertical 
artefacts 

Artefacts occupy at most 50% of 
the pleura 

Score 1* Not defined Artefacts occupy at most 50% of 
the pleura and present a damaged 
pleural line 

Score 2 Broken pleural line with either 
small or broad consolidated areas 
with wide vertical artefacts 
below (white lung) 

Artefacts occupy more than 50% 
of the pleura, while consolidated 
areas may be visible 

Score 2* Not defined Artefacts occupy more than 50% 
of the pleura, while consolidated 
areas may be visible. The pleura 
is either damaged or irregular 

Score 3 Dense and broadly visible white 
lung with or without larger 
consolidations 

Tissue-like pattern  
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Despite presenting a negative RT-PCR test, subjects manifesting lung 
involvement have a high probability of being Covid-19 positive. Physi-
cians are accustomed to differentiating suspicious subjects from healthy 
subjects following a triaging procedure involving LUS investigation. 

Hereafter, we define a clip as the result of an LUS examination. It 
consists of a set of frames, namely, the images used in our study. The 
proposed definition is intended to produce continuity regarding obser-
vations in other similar works[33]. 

The hospital’s medical personnel collected 12 clips for each patient, 
all assigned with a standardised LUS score[20,40]. The ED collected data 
from 450 patients whose clinical information is presented in Table 2, 
treated in Pavia, consequently gathering a total of 5400 clips. Table 2 
lists the subjects, who were classified as Covid-19 positive and negative, 
and the clinical data through median and 25th–75th percentile values. 
The LUS Score entry indicates the sum of the values collected for each 
patient who received 12 examinations, as reported in Section 2.1. 

However, not all clips received an LUS score from the same medical 
practitioner. Therefore, we further reviewed the collection to validate 
the classifications and avoid incorrect severity-scoring problems. This 
process was mandatory to ensure that each clip had a standardised LUS 
score and there were no discrepancies in the scores assigned to different 
clips, which are problems stressed in other studies[32]. 

Fondazione IRCCS Policlinico San Matteo Emergency Room’s phy-
sicians observed the methodological procedure and ensured that the 
labelling was correct. During the first part of the collection and anno-
tation process, they manually selected all clips from each patient, 
assessed the quality of each clip, and either proceeded to evaluate it 
according to the two scoring methodologies or discarded it. They 
reviewed each clip to assign a score and verify that SARS-CoV-2 pneu-
monia patterns, described in Section 2.1, were present. The scoring was 
based on the first ranking scale[20] with four classes or its extended 
version with seven classes. Second, from among the many frames 
belonging to a clip, they selected the ones containing such patterns 
manually, as other frames might be related either to a healthy lung’s 
portion or noisy and blurred due to incorrect probe movements or 
respiration-induced dynamic motions, thereby altering the imaging 
quality across the clip[34]. In a blinded and random process, to avoid 
biasing the final results of our experiments, physicians examined an 
extracted clip and selected frames in which lung patterns were visible. 
The higher the score assigned, the fewer the time instants required for 
classifying a clip. For instance, a patient assigned a score of 1 might have 
only a few frames containing B-lines. Because DL architectures must be 
trained to detect and classify pneumonia patterns, we need to identify 
and extract such patterns. The number of frames selected is not equal for 
each clip. The blind selection process avoids retrieving all clips from a 
patient with the same pattern in most lung portions, while discarding 

clips exhibiting other manifestations. Therefore, both the number of 
patients from whom we clipped the frames and the number of images 
used for each subject are unknown. Although the acquisition process had 
been standardised[40], it was conducted during contingency periods; 
thus, not all patients underwent 12 examinations. Some subjects might 
have received fewer examinations than others because of the detection 
of severe lung engagement in the early stages of the procedure. 

The entire annotation and collection procedure lasted for longer than 
one month, resulting in a set of 676 gathered clips based on 5400 
starting clips. As physicians performed LUS investigations employing 
different probes with slightly different settings, clips were of different 
sizes in terms of pixels. Therefore, we resized all the clips such that each 
frame had dimensions of 224 × 224, which is compliant with the input 
size for a DL architecture. 

As the medical personnel had to continuously meet the demanding 
and urgent pandemic requirements, and the aforementioned process is 
demanding and time-consuming, we considered the collection and 
labelling process to be completed when the DL architectures began 
yielding promising results for the validation and test sets, as described 
below, and the dataset was said to be well-balanced. Hence, we started 
with a smaller set of collected frames and, finally, 2908 frames were 
carefully selected to train the CNNs from among more than 60000 
frames. Fig. 1 shows the percentage of images assigned to each score for 
both diagnostic tasks; pleural line involvement is highly likely and more 
severe when a frame is assigned a high score. For instance, this explains 
why most frames that belonged to group with Score 2 were assigned to 
the group with Score 2*, while the same is not true for lower score 
values. 

Fig. 2 depicts examples of the selected and discarded frames. The first 
two images represent a score of 3 and 2, respectively, while we rejected 
the third image as being too noisy due to probe movements during the 
bedside ultrasound exam. This process is mandatory and time- 
consuming, as the first and third images may appear to be signifi-
cantly similar to an untrained physician’s eye. Nonetheless, the same 
consideration does not hold for a neural network trying to classify the 
third and noisy frame; because we did not assign any label to the dis-
carded frames, it would try to classify it as belonging to one of the 
considered classes. However, this would result in an almost random 
scoring, and is beyond the scope of the manuscript’s goal of recognising 
and classifying Covid-19 patterns in LUS frames. 

Finally, we randomly split the data into training (75%), validation 
(15%), and test (10%) sets, adopting these percentages in accordance 
with common DL methodologies[28] and maintaining the training set 
size as low as possible to avoid overfitting problems. Furthermore, we 
employed data augmentation techniques, as explained in Section 2.3. 
Finally, we collected 17448, 436, and 291 frames for the training, 

Table 2 
Fondazione IRCCS San Matteo Hospital patients’ clinical information.   

Negative (172 patients) Positive (278 patients) Total (450 patients)  

Median 25 - 75 P Median 25 - 75 P Median 25 - 75 P 
Age (years) 54 37.0–67.5 63 51.0–75.0 60 47.0–73.0 
Systolic blood pressure (mmHg) 135 125.0–150.0 130 115.5–144.0 130 120.0–145.0 
Diastolic blood pressure (mmHg) 80 70.0–90.0 80 70.0–85.8 80 70.0–90.0 
Respiratory rate 20 16.0–22.0 20 16.0–26.0 20 16.0–24.0 
Oxygen saturation (%) 97 94.0–98.0 94 90.0–97.0 95 91.0–98.0 
Body temperature (◦C) 36.7 36.2–37.6 37.1 36.5–38.0 37 36.3–37.9 
Hemoglobin (g/dL) 13.5 12.2–14.9 13.9 12.8–14.9 13.7 12.6–14.9 
White blood cell (10∧9/L) 8.2 6.3–11.5 6.3 4.8–8.1 6.92 5.1–9.2 
Lymphocytes (10∧9/L) 1.555 0.9–2.2 0.8 0.6–1.1 1 0.7–1.6 
Platelets (10∧9/L) 224.5 179.5–272.5 184 146.0–239.0 204 157.0–256.7 
C-reactive protein (mg/dL) 1.325 0.1–10.5 7.97 2.6–15.2 5.29 0.9–14.4 
Lactate dehydrogenase (U/L) 222 182.0–290.0 326 243.5–428.0 286 211.2–399.7 
Creatine phosphokinase (U/L) 86 51.0–143.0 113 68.0–293.5 99 62.0–217.7 
PH 7.4 7.4–7.4 7.4 7.4–7.4 7.44 7.4–7.4 
PaO2/FiO2 392.1 317.5–462.9 299.5 226.4–352.7 323.8 256.0–405.8 
Alveolar-arterial gradient of O2 (mmHg) 22.4 9.5–42.5 47.3 33.6–93.1 40.4 20.8–60.8 
LUS Score 2 0.0–7.5 11 6.0–16.0 7 2.0–13.0  
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validation, and test sets, respectively. 

2.3. Deep learning architectures 

In this study, we adopted deep residual networks to achieve the best 
and reliable classification performance, avoiding vanishing gradient 
problems and allowing for deeper architectures than the commonly used 
ones, which do not exploit residual connections. Researchers have 
described the process of using already proven models as a more rational 
approach for initiating DL model development from scratch[25]. In 
particular, we selected two residual networks with 18 and 50 layers each 
and structured them as reported in the original paper[38]. In addition, 
we extensively exploited a commonly known methodology, transfer 
learning[37], to significantly improve the classification results by 
exploiting features belonging to pre-trained networks. This methodol-
ogy has been confirmed to improve Covid-19 detection[35]. The best 
common practice is to use DL architectures that have been pre-trained 
on similar domains to overcome small-sized dataset problems and 
poor classification performances. Therefore, we selected ResNet18 and 
ResNet50 architectures, which had already undergone optimisation 
based on the ImageNet dataset[41]. However, we made a few modifi-
cations to these networks before using them; we changed the last fully 
connected layers because they had as many neurons as the number of 
classes to be detected. The classification problem to be solved involves 
the detection of the lung patterns described in Section 2.1. Conse-
quently, we designed four different architectures, which are the two 
ResNets for solving the two clustering queries; the first comprises four 
categories[20], whereas the second is represented by the seven classes 
obtained by broadening the first scale, providing information regarding 

the pleural line integrity. 
The two architectures employed in this study are depicted in Fig. 4. 

ResNet18 and ResNet50 take input images with dimensions of 224 × 3. 
All of them undergo a first step consisting of a 7 × 7 convolution with a 
feature size of 64 and a stride of 2, followed by a 3 × 3 max-pooling step 
with the same stride. Next, each of the following layers performs either 
3 × 3 or 1 × 1 convolutions with a fixed feature map dimension for the 
first residual network, namely FResNet18 = [64,128,256,512], and with 
an increasingly repeated pattern for the second residual network, that is, 
FResNet50 = [F, F, 4F]withFfollowing the fixed feature map order 
mentioned above. The input is bypassed every two convolutions for 
ResNet18 and every three convolutions for the other residual architec-
ture. Both width and height remain constant throughout the section 
because the padding and stride are set to 1 during the operations, 
thereby allowing the connection to be skipped. The residual models 
exploit batch normalisation to improve regularisation together with the 
pooling layers. ReLu is selected as the activation function. Finally, the 
18-layer residual network has 11.174 M parameters, while the 50-layer 
network consists of 23.521 M parameters. 

Table 3 presents the training options and hyperparameters for each 
network, to address the two different detection problems solved in our 
study. The training process relies on the pseudo-random selection of 
both the mini-batches and the initial weights of the models. Hence, we 
set the random seed to 19 for all experiments. This setting makes the 
experiments reproducible and provide a clear view of the improvements 
derived from tuning the training options and hyperparameters. 

Before describing the hyperparameter tuning procedure, it is worth 
explaining some of the rows listed in Table 3 whose names may be 
misleading considering the commonly encountered nomenclature in 

Fig. 1. Percentage distribution of frames for each classification task. Left: four class scenario; right: seven class scenario. The percentage of images assigned to each 
score for both diagnostic tasks is depicted; pleural line involvement is highly likely and more severe when a frame is assigned a high score. 

Fig. 2. Examples of selected and rejected frames.  
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articles focusing on DL, such as L2-regularisation, number of epochs, and 
mini-batch size. The learning rate drop factor implies that we steadily 
decreased each predetermined number of epochs, in a piecewise 
manner, at the same pace at which we were updating the network 
weights. We reduced the learning step by multiplying it by the dropping 
factor. Second, we selected Adam Gradient Descent[42] as the optimi-
sation algorithm for the two residual architecture weights. During 
training, we adopted a validation set for tuning the hyperparameters and 
predicting the behaviour of the models with a new test set, revealing the 
robustness of our results. 

First, we heuristically determined the initial learning rate, which 
allows for a desirable classification performance level, evaluated over 
both the training and validation sets. Then, we selected the learning 
rate’s drop factor in a similar manner, enabling the optimal achievement 
of the cost function’s minimum with elapsing epochs from the start of 
training. Additionally, we selected the number of epochs after which the 
learning rate was expected to decrease. Reducing it too early may lead to 
almost no update to the networks’ weights after a few iterations; how-
ever, waiting too long may cause the weights to continuously leap near 
the cost function’s minimum while never reaching it. On completion of 
these steps, we focused on L2-regularisation, batch size, and the number 
of training epochs. L2-regularisation reduces overfitting and the archi-
tectures’ batch normalisation and pooling layers. It acts by adding a cost 
function term equal to the sum of all network weights squared and 
multiplied by the L2 constant. The larger the constant, the smaller the 
weights, thereby reducing overfitting while introducing the risk of 
underfitting. Therefore, we determined the best L2-regularisation con-
stant by observing the network behaviour for the validation and test 
sets. We employed this latter procedure in selecting the mini-batch size 
and number of epochs. Finally, we set the squared gradient decay factor 
and gradient decay factor to 0.999 and 0.98, respectively. Researchers 
commonly adopt this default decision for Adam optimisation. 

Once the tuning process ended, satisfying the classification perfor-
mances for the test and validation sets, we turned the random seed off 
and repeated all experiments seven times to display all performance 
metrics as a mean and standard deviation, and to reject the possibility of 
the results being biased. 

We increased the statistical assortment in the training set by adopt-
ing data augmentation techniques, which helped the networks focus on 
meaningful information. We applied geometric, filtering, random centre 
cropping, and colour transformations to the training frames. This 
method, proven to work when applied to Covid-19[43], produces 
effective results in DL classification tasks, significantly reducing over-
fitting[44]. Furthermore, we added salt-and-pepper white noise to 
enlarge the training set. Pre-trained architectures accept images of the 
size 224 × 3. Therefore, we treated the grey-scale ultrasound frames as 
RGB images, both to avoid modifying the input layers and to allow for 
colour augmentation. Data augmentation numerically modifies the 
training images, introducing statistically diverse samples, and allowing 

the architectures to robustly classify new frames: moving the point of 
interest in the frame and slightly modifying its shape or colour together 
with noise, which prepares the models not to expect relevant features in 
the same spot. Moreover, the models learn to reject disturbances such as 
probe sensor measurement errors. Therefore, we applied all augmenta-
tions to all training images, independent of the probe employed for the 
LUS investigation. 

First, we applied one of the augmentations listed in Table 4 to the 
training set. Hence, we created a new set by unifying the original images 
and the transformed images. Second, we applied a second trans-
formation to the new set. Finally, we recursively applied this procedure 
to broaden the training set exponentially. 

Fig. 3 depicts a set of 12 augmented examples: introducing such 
small alterations into the training set allowed the CNN architectures to 
develop invariance to translations, viewpoints, sizes, illumination, and 
noise, resulting in a more regularised training process[44]. The valida-
tion and test sets did not receive such augmentation processes to prevent 
the final results from being biased. 

To further assess the classification reliability, we used both class 
activation mapping (CAM) and Grad-CAM techniques[45,46]. These 
processes allow for the interpretation of the decision-making task model. 
When applied to image classification problems, they highlight the parts 
that are decisive for the assignment of a rank by the network through a 
heat map. DL models can focus on points that the human eye may not 
see. Therefore, emphasising what networks recognise may assist physi-
cians’ perceptions. In particular, we assessed whether the networks 
correctly highlighted either B-lines or pleural line discontinuities, when 
present, and all other patterns described in Section 2.1. This pioneering 
idea allows for a comparison of different prototypes to determine the 
best one. Moreover, it is a cost-effective way to avoid increasing dataset 
preparation times by manually creating segmentation maps for detect-
ing Covid-19 pneumonia boundaries. Although we intend to highlight 
the presence of patterns, we do not focus on exposing their exact pro-
files. Some researchers have attempted and validated this method by 
applying it to Covid-19, achieving excellent results[25,46]. 

The test system used to conduct our experiments was equipped with 
an Intel-i9-9900X CPU, working at 3.5 GHz, 128 GB of RAM, and two 
2944-cores NVIDIA RTX 2080. We wrote all code and designed the 
networks using MathWorks MATLAB 2020a Release together with its 
Deep Learning Toolbox. 

2.4. Performance evaluation 

When handling medical data, it is vital to reduce the number of false 
negatives to the maximum extent possible, particularly when treating an 
infectious disease such as Covid-19. The consequences of incorrectly 
diagnosing a patient as Covid-19 negative, which introduces a false 
negative, include not only inappropriate care and lack of necessary 
treatment (reflected in cross-contamination among subjects who may 

Table 3 
Training Options and Hyperparameters.  

Options and Hyper- 
parameters 

Four Classes Seven Classes 

ResNet18 ResNet50 ResNet18 ResNet50 

Initial Learning Rate 0.0005 0.0001 0.0001 0.0001 
Learning Rate’s Drop 

Factor 
0.05 0.05 0.05 0.05 

Learning Rate’s Drop 
Period (Epochs) 

2 3 3 3 

Batch Size 128 64 128 64 
L2 – Regularisation 0.4 0.75 0.3 0.3 
Epochs 15 12 15 12 
Environment Multi-GPU Multi-GPU Multi-GPU Multi-GPU 
Optimiser Adam Adam Adam Adam 
Loss Function Cross- 

Entropy 
Cross- 
Entropy 

Cross- 
Entropy 

Cross- 
Entropy  

Table 4 
Data augmentation operations used during the investigations. We list both the 
augmentations names and descriptions.  

Augmentation 
Name 

Augmentation Description 

Image noise Adds salt-and-pepper noise to image. Namely, random pixels 
get randomly coloured towards white. Spreading power of 
modified pixels can be set by a parameter; hence, different 
augmentations can be considered as being more or less noisy. 

Colour jittering Adjusts the colour of RGB image I with a randomly selected 
value of hue, saturation, brightness, and contrast from the HSV 
colour space. Specify the range of each type of adjustment 
using name-value pair arguments. Four augmentations can be 
retrieved. 

Flip Images are flipped either from left to right or upside down. 
Centre cropping Images are centre cropped using a 150 × 150 window to ensure 

that Covid-19 patterns are selected during operation.  
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have additional pathologies), but also incorrect medications that may 
harm an infected person. We measured the network classification per-
formances using the validation and test sets. We not only investigated 
the accuracy but also the precision, recall, and F1-score (Equations (1)– 
(4)) and ROC-AUC ([47]). The equations listed below define these 
metrics, which were computed for each category for both classification 
scenarios, namely, four and seven classes. TP refers to True Positive 
classifications, FN denotes False Negative classifications, TN denotes 
True Negative classification, and FP refers to False Positive 
classifications. 

Accuracy=
TP + TN

TP + FP + FN + TN
Equation 1  

Precision=
TP

TP + FP
Equation 2  

Recall=
TP

TP + FN
Equation 3  

F1 − Score = 2∗
Precision ∗ Recall
Precision + Recall

Equation 4 

Considering the importance of reducing the false-negative results, in 
medical contexts, researchers particularly consider recall, also known as 
sensitivity. This parameter indicates the performance of evaluating a 
frame as not containing Covid-19 pneumonia patterns and belonging to 
either of the classes considered or not being representative of a healthy 
lung. Nonetheless, precision notifies the reader of the classification 
performance in terms of detecting, instead of the considered patterns. 
Consequently, we consider the F1-score as a function of the two former 
metrics. This parameter yields a better measurement in terms of 

accuracy considering the trade-off between precision and recall in an 
unbalanced class distribution. 

In conclusion, both recall and F1-score must be considered to mini-
mise the false negatives while maintaining high precision. 

3. Results and Discussion 

Both the selected architectures steadily approached convergence 
based on the hyperparameters and training options listed in Table 3. 
Considering the evaluation metrics discussed in Section 2.4, we present 
them in terms of the average over the number of groups considered for 
each classification scenario in Table 5. The training process involved 
stochastically splitting the data into training, validation, and test sets; 
using the training set to optimise the network weights; and at the end of 
each epoch, exploiting the validation set to assess the models’ accuracies 
and losses. On completion of the training process, we evaluated the 
aforementioned metrics for the training, test, and validation sets. We 
considered the network weights at the end of each training process, 
regardless of the number of epochs selected for optimisation, as listed in 
Table 3. We did not doublecheck a particular epoch exhibiting prom-
ising performances with the validation set during optimisation because 
all series of training approaches converged steadily when the number of 
epochs (listed in Table 3) for each network elapsed. This methodology 
was repeated seven times for each classification scenario to avoid bias in 
the final results. Hence, we describe these metrics using their mean 
values and standard deviations in Table 5. Furthermore, each hyper-
parameter was extensively tuned to obtain recall and F1-score levels 
exceeding 90%, indicating a high and reliable balance over both the 
precision and recall metrics, which is essential when handling unbal-
anced datasets, such as ours. As presented in Table 5, this resulted in 

Fig. 3. Augmented training set images: augmentations described in this section have been applied to the training images and are shown in this figure.  
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both networks behaving remarkably well in each scenario and with 
excellent results achieved by ResNet50. In addition, in each experiment, 
we could obtain recall levels of over 97% on average, thereby verifying 
the soundness of the classification performances in predicting whether a 
frame without Covid-19 pneumonia patterns belongs to either of the 
classes considered, or is not representative of a healthy lung. 

Therefore, we must highlight the reliability and validity of our re-
sults listed in Table 5 in terms of the collected measurements, averaged 
over the number of classes for all experiments and repeated seven times 
each. 

Network scalability was evaluated during inference. Experiments 
were performed with batch sizes ranging from 1 to 256 (i.e., each 
network classified between 1 and 256 images for the inference process). 
As expected, for both networks, the inference times increased with the 
batch size (see Fig. 5). The only exception was the inference of a single 
image. In this case, the inference time of a batch containing a single 
image was greater than that of others up to a batch size of 64. This is 
because it is possible to group multiple images into a single tensor and 
adopt efficient computational routines to perform the inference. Finally, 
the inference times of ResNet50 were greater than those of ResNet18, 
which could be attributed to their network structures. As explained 
previously, ResNet50 has a deeper and more complex structure than that 
of ResNet18. 

Furthermore, to validate the network results, we used both CAM and 
Grad-CAM methodologies for each experiment. The physicians evalu-
ated whether the ResNets correctly highlighted B-lines, pleural line ir-
regularities, or other patterns examined in the LUS score subsection 
when ranking a frame, which is the procedure adopted by physicians to 
assess patients’ health conditions. Fig. 6 depicts the behaviour of 

Fig. 4. – Residual Network Structure Diagrams: plot of each ResNet employed together with their structure and exploited layers.  

Table 5 
- Classification Performance results for test and validation sets: Accuracy, pre-
cision, recall, F1-Score and ROC-AUC.  

Metric μ± 2σ %  Four Classes Seven Classes 

ResNet18 ResNet50 ResNet18 ResNet50 

Training 
Accuracy 

96.70 ± 0.01  98.32 ± 0.02  96.76 ± 0.01  98.72 ± 0.01  

Training 
Precision 

96.27 ± 0.08  96.65 ± 0.20  96.82 ± 0.07  97.57 ± 0.12  

Training Recall 96.09 ± 0.07  97.23 ± 0.15  96.17 ± 0.08  98.62 ± 0.05  
Training F1- 

Score 
96.19 ± 0.07  98.27 ± 0.04  95.43 ± 0.06  99.22 ± 0.02  

Training ROC- 
AUC 

99.70 ± 0.01  99.95 ± 0.01  99.76 ± 0.01  99.97 ± 0.01  

Test Accuracy 97.64 ± 1.79  98.43 ± 1.38  99.33 ± 0.59  99.72 ± 0.26  
Test Precision 97.47 ± 1.99  98.59 ± 1.36  99.50 ± 0.43  99.41 ± 0.53  
Test Recall 97.36 ± 1.81  98.23 ± 1.44  98.51 ± 1.29  98.93 ± 0.98  
Test F1-Score 97.37 ± 1.92  98.45 ± 1.51  98.45 ± 1.49  98.94 ± 0.81  
Test ROC-AUC 97.72 ± 0.63  99.91 ± 0.07  99.94 ± 0.02  99.93 ± 0.03  
Test Accuracy 97.64 ± 1.79  98.43 ± 1.38  99.33 ± 0.59  99.72 ± 0.26  
Validation 

Accuracy 
97.18 ± 1.40  97.93 ± 1.20  99.37 ± 0.60  97.73 ± 1.46  

Validation 
Precision 

96.70 ± 1.80  97.82 ± 1.60  98.52 ± 1.40  94.71 ± 3.20  

Validation Recal 96.95 ± 1.61  97.52 ± 1.21  98.44 ± 1.41  94.16 ± 0.74  
Validation F1- 

Score 
96.76 ± 1.82  97.66 ± 1.41  98.13 ± 1.80  93.73 ± 4.41  

Validation ROC- 
AUC 

99.78 ± 0.20  99.81 ± 0.18  99.95 ± 0.03  99.78 ± 0.20   
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ResNet50 in a scenario for which we also evaluated the pleural line. For 
simplicity and integrity, we present only the CAM results and not the 
Grad-CAM results, starting from the lowest score, indicating that the 
considered subject is healthy, and approaching the highest score, indi-
cating that the patient should be urgently treated. The residual archi-
tecture correctly and precisely highlights all patterns, namely A- and B- 
lines, small or broad consolidations, and damage to the pleural line. 
When considering the scenario containing fewer classes, the pleural line 
is not taken into account by the statistical models, which, at most, uses it 
to assess a subjects’ healthiness, specifically when analysing Score 
0 frames and the reverb contained in its A-lines. 

We have described all the existing state-of-the-art studies in the 
Introduction section, highlighting both their strengths and weaknesses. 
However, we compared our study mainly to three recent studies on the 
application of DL methodologies to LUS data to diagnose Covid-19 
pneumonia and evaluate the severity of lung engagement[32,34,35]. 
The authors of the first study [32] exploited LUS data assigned with a 
severity score for frame-level classification meeting F1-score levels 
ranging from 65.1% to 71.4% when considering either the test set results 
or the average value over three different settings: test set, test set with 
transition frames dropped, and inter-doctor adjustments. Exploiting a 
spatial transform network[36] developed in 2015, they proposed a 
novel scoring methodology[3], concerning already validated and 
researched scales for evaluating lung health conditions[20], which au-
thors from the third study adopted as well. In all cases, we obtained a 
performance improvement of 27.15% in terms of the best average per-
formance in comparison with our worst-case outline. 

In contrast, the authors of the second study [34] proposed a shallow 
architecture developed from scratch to address both binary Covid-19 
detection and severity classification. They exploited the same ranking 
scale adopted by the authors in the first study. However, we not only 
exceeded their results concerning the first clustering problem they 
proposed but also attained a performance improvement of more than 
40% in the assessment of lung engagement. Finally, the authors from the 
last study [35] compared a wide variety of already established deep 
architectures to prove the accuracy of the transfer learning applied to 
Covid-19 heterogeneous data, specifically considering CT scans, ultra-
sound, and CXR. However, they focused on the classification task of 
determining whether a lung is healthy or has been diagnosed with either 

pneumonia or Covid-19. Despite the promising results presented, the 
authors suggested that their images were of inconsistent quality. They 
based their study on non-validated data from public online repositories; 
therefore, they did not assess the reliability of the gathered medical 
examinations. They achieved excellent classification performances, 
which we have been able to meet, resulting in a more complex problem 
based on reliable data given by Fondazione IRCCS Policlinico San 
Matteo. Moreover, they obtained F1-score results ranging from 66% to 
99% for the different architectures considered, which is analogous to 
what we researched, as listed in Table 5. Nonetheless, our metrics are 
above 97% in all cases. 

Regarding the aforementioned works, we optimised the networks for 
several epochs, specifically between 12 and 15, depending on the spe-
cific experiment. Having fine-tuned pre-trained networks with CUDA in 
a multi-GPU environment, owing to the CNN libraries developed at 
NVIDIA, the process resulted in training times ranging between 17 and 
89 min. Therefore, the number of epochs and the overall training time 
are considerably lower than those reported by other authors[6,28,32, 
34]. The computations were spread across two NVIDIA RTX 2080, with 
2994-cores each, and we could process a mini-batch, or more, of images 
every second. 

In conclusion, previous studies on the application of DL in Covid-19 
detection have presented some drawbacks. Less than half of the studies 
have not exploited transfer learning; moreover, although authors prefer 
already proven architectures, they have relied upon unreliable data 
sources of poor quality, without assessment by a qualified physician. In 
addition, only a few studies have exploited LUS for diagnosing patients 
with Covid-19, from among which only the three studies that we 
compared our results to have assessed illness severity or exploited 
transfer learning. The first two studies focused on the exploitation of a 
novel scoring methodology without employing transfer learning; they 
assessed the lung health conditions and attempted to apply image 
classification networks with small tweaks to address the classification of 
small clip portions. Moreover, the authors from the second work did not 
exploit recently collected LUS data from subjects who contracted Covid- 
19 but instead collected clips performed at the Yale-New Haven Hospital 
since 2012. 

Therefore, we propose a simple yet effective methodology to address 
the application of DL to LUS data and Covid-19 detection. We employed 
already proven and pre-trained residual networks in two configurations. 
Moreover, we adopted an existing and validated ranking scale, which we 
extended to hierarchically structure the labels that need to be detected. 
This helps differentiate the cardiogenic from non-cardiogenic causes of 
B-lines[33], and the early detection of ARDS pneumonia symptoms 
enables the timely treatment of patients. To the best of our knowledge, 
no extended scoring methodology has been proposed to date for 
assessing the pleural line together with existing patterns. In addition, we 
acknowledged the challenges faced by our colleagues[32] regarding 
having several physicians perform the LUS examinations. Hence, we 
further validated our collection of clips, focusing on data augmentation 
and hyperparameter tuning to exploit the advantages of transfer 
learning and obtain the results presented in this paper. 

4. Conclusions 

We designed and engineered a highly reliable diagnostic instrument 
to meet the significantly increasing demand for affordable and efficient 
Covid-19 detection systems by exhausted medical personnel. With close 
collaboration with Fondazione IRCCS Policlinico San Matteo’s ED, we 
could base our studies on highly reliable and validated LUS data. 

We employed modern DL methodologies, including deep residual 
networks, data augmentation processes, and transfer learning, to rank 
subjects’ lungs using[20] scoring methodologies, which we extended by 
adding information regarding pleural line conditions. We not only 
alleviated the severe drawbacks arising from data heterogeneity (modest 
sensitivity leading to lack of treatment for infected patients, and 

Fig. 5. - Inference scalability: processing times [s] according to batch size.  
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cross-contamination problems), but also improved currently accessible 
state-of-the-art performances[32,34,35] in Covid-19 detection employ-
ing LUS data. 

This study provides an approach for overcoming the dataset prob-
lems discussed by other authors [32] concerning the scoring in-
consistencies between ultrasounds due to different physicians scoring 

different lungs of the same stage. In addition, the Fondazione IRCCS 
Policlinico San Matteo ED reviewed every exam to homogeneously 
assign lungs of the same disease stage with the same score. 

Because ultrasound imaging technologies require strong expertise to 
achieve diagnostic reliability – high sensitivity and overall accuracy – in 
this study, we developed a DL-based system to automatically detect 

Fig. 6. ResNet50 Class Activation Mapping, seven class scenario: both severity scoring, B-lines and pleural line consolidations and irregularities are correctly 
highlighted along with tissue-like patterns for Score 3. 
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Covid-19 pneumonitis marks in LUS images and rate their severity based 
on two standardised scoring methods with innovative, reliable, and 
revolutionary results. 
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