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ABSTRACT: Machine learning (ML), when used synergistically with atomistic 30
simulations, has recently emerged as a powerful tool for accelerated catalyst discovery. ’ S o q,:dcu
However, the application of these techniques has been limited by the lack of o5l 3 | { Snapshols d%
interpretable and transferable ML models. In this work, we propose a curriculum-based Pl & | fiken from MO} |- -
training (CBT) philosophy to systematically develop reactive machine learning . ‘,"1;;,\
potentials (rMLPs) for high-throughput screening of zeolite catalysts. Our CBT 2.0 § 20 ); NSy
approach combines several different types of calculations to gradually teach the ML ‘ I ,,zi/"’ Random |

. . . . . S i
model about the relevant regions of the reactive potential energy surface. The resulting 15 Bl —S2mp-rd

. ® Atomic coordinate

rMLPs are accurate, transferable, and interpretable. We further demonstrate the :
effectiveness of this approach by exhaustively screening thousands of [CuOCu]*" sites 10

across hundreds of Cu-zeolites for the industrially relevant methane activation reaction.
Specifically, this large-scale analysis of the entire International Zeolite Association (IZA)
database identifies a set of previously unexplored zeolites (i.e, MEI, ATN, EWO, and

1.0 1.5 2.0 2.5 3.0
d(O-H)

CAS) that show the highest ensemble-averaged rates for [CuOCu]**-catalyzed methane activation. We believe that this CBT
philosophy can be generally applied to other zeolite-catalyzed reactions and, subsequently, to other types of heterogeneous catalysts.
Thus, this represents an important step toward overcoming the long-standing barriers within the computational heterogeneous

catalysis community.

KEYWORDS: curriculum-based training (CBT), Cu-exchanged zeolites, methane activation, reactive machine learning potential (MLP),
heterogeneous catalysis, high throughput screening, density functional theory (DFT)

D eveloping catalysts for the selective and efficient
conversion of methane to methanol continues to be a
grand challenge for the heterogeneous catalysis community."”
Among the several types of catalysts that have been explored,
industrially relevant materials such as Cu- and Fe-exchanged
zeolites have received significant attention.” > These studies
have been motivated by the hope of finding an elusive active
site motif stabilized within a “Goldilocks” zeolite topology that
shows high methanol selectivity at reasonable methane
conversions.”” "> Recent studies have shown consistent
improvements in the reported methanol yields as high as
200 umol/g for MAZ.®> Despite these advances, however, only
a small fraction of the possible zeolite material space remains
experimentally explored. As the synthesis and testing of
hundreds of zeolite topologies and their possible variations
(e.g., Si/Al ratio, Al distributions, etc.) is cumbersome and
prohibitively expensive, computational screening can serve as
an efficient tool to accelerate this search.'*™'

Indeed, descriptor-based analyses using density functional
theory (DFT) have become an integral part of the
heterogeneous catalysis research community.'’~** These
approaches, often accelerated by machine learning (ML)
models, have been successfully used to screen large catalyst
libraries for several industrially relevant reactions.”'~** Within
the context of zeolite-catalyzed methane activation, DFT has
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also provided valuable mechanistic insights.”*™'*>* But these
studies are typically limited to comparing a few zeolites or a
handful of active site motifs. Thus, to the best of our
knowledge, the large-scale screening of zeolite-based catalysts
has not been reported for any reaction.

The key bottleneck is that the current state-of-the-art
computational approaches, which rely on DFT-based barrier
calculations or approximate descriptor-based analyses, are not
well suited for the large-scale screening of zeolites. For
example, identifying the “best” [CuOCu]** motif—a known
active site for methane activation—requires detailed analysis of
15,255 unique [CuOCul** sites across 231 fully connected
IZA topologies (obtained through the MAZE package,”
details in SI Section 1 and Figure S3). These sites span a
range of Cu—Cu distances, Cu—O—Cu angles, Al-Al distances
and vary in their local confining environment (Figures S3, SS,
S6, Table S1). This suggests that descriptor-based approaches
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Figure 1. (a). Overview of the four-stage multistage active learning algorithm. Flowchart for training Stage A: Descriptor-based initial site sampling
(30 sites from 27 topologies) and DFT/NEB calculations. Detailed structure generation and sampling criteria can be found in the SI, Sections 1
and 2. Flowchart for training Stage B: Initial rMLP model training using DFT/NEB and DFT/cMD sampled configurations. Color scheme: Cu

(brown), O (red), H (white), C (gray).

are likely to be less reliable and transferable (vide infra), and
detailed DFT-based nudged elastic band calculations (denoted
as DFT/NEB) will be necessary. Thus, large scale screening of
zeolite-based catalysts for any reaction remains inaccessible to
the heterogeneous catalysis community. We note that the
potential limitations of descriptor-based strategies have been
discussed previously.””*’

The central challenge is related to the computational cost of
using DFT to identify transition states and calculate the
reaction barriers in zeolites. For example, while force field-
based methods have been widely used to screen large libraries
of metal—organic frameworks and zeolites for adsorption or
diffusion-based separations,">'”*”* such interatomic poten-
tials are generally unsuitable for describing reactive phenom-
ena. On the other hand, using DFT to develop reactive
potentials is also challenging. Although considerable strides
have been made in using machine learning based potentials
(MLPs) to calculate adsorption energies or to accelerate
molecular dynamics simulations,” > an analogous approach
for describing reactions requires an eflicient algorithm for
sampling of the “reactive” region of the potential energy
surface (PES).33”34 But as reactions are rare event phenomena,
the relevant portion of PES is not known a priori. Although this
information can be obtained using a DFT/NEB calculation,
this approach defeats the purpose of developing a surrogate
ML model. Thus, in our opinion, overcoming the above
“chicken-or-egg” issue remains the central bottleneck in
developing cheap and accurate ML-based alternatives to
traditional DFT-based barrier calculations.

As a step toward addressing this broad challenge, we now
report a novel curriculum-based training (CBT) strategy for
developing reactive machine learning-based potentials

(rMLPs) capable of describing reactions in zeolites. Specifi-
cally, we present a multistage active learning algorithm that
combines several different types of calculations to gradually but
efficiently “teach” the ML model about the relevant regions of
the PES across different zeolite topologies. Importantly, we
show that such a progressive training approach has significant
implications for quantifying the interpretability, confidence,
and transferability of nominally “black box” ML models. We
demonstrate the latter aspect by applying our model to the
entire IZA database® and a few hypothetical zeolite top-
ologies®® not included in the initial training process. We
emphasize that active learning is now widely used within the
molecular modeling community to accelerate the development
of highly accurate machine learning potentials, providing
opportunities for future chemical reaction kinetics studies.*' ~**

Second, from a practical catalyst screening perspective, our
rMLP replaces expensive DFT/NEBs without any appreciable
loss in accuracy. We illustrate this by using the previously
reported [CuOCu]“ motif as a prototypical active site for
methane activation.”'” Specifically, we calculated the transition
state geometries and the C—H bond activation energies for
thousands of distinct [CuOCu]?* active sites across 52 zeolite
topologies at DFT accuracy. Our predictions are within 0.07
eV of the DFT computed energy barriers and are completed
within minutes.

Finally, the ability to explicitly calculate the reaction barriers
for zeolite catalyzed reactions has important implications for
the larger nanoporous materials community. Whereas current
theoretical studies rely on comparing one or a few active sites
or topologies, this approach allows us to compare the
performance of ensembles of all possible active sites across 192
different zeolites. By rescaling our computationally predicted
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Figure 2. Flowchart for training Stage C: rMLP model training for the 30 initial sites using configurations sampled from DP only (DP/MD and
DP/NEB). Flowchart for training Stage D: Extend the rMLP model training to all possible [CuOCu]?** sites using DP/NEB. (a). The entire
workflow balances the computational cost of the calculations (initially expensive, few structures) with the configurational diversity (cheap
calculations but many more structures) to efficiently sample the potential energy surface (PES). (b). Overall computational cost at each training

stage.

rates with known experimental measurements, we have
identified a set of previously unexplored zeolite structures
(ie, MEIL, ATN, EWO, and CAS) that show the highest
ensemble-averaged performance for methane activation.
Although this work has focused on the methane activation
reaction, we anticipate that similar strategies can applied to
other zeolite-catalyzed reactions and, subsequently, to other
types of heterogeneous catalysts.

B CURRICULUM-BASED TRAINING

The overall goal of this work is to accelerate the discovery of
promising Cu-exchanged zeolites for methane activation by
explicitly calculating the C—H activation barriers for all
possible [CuOCu]** active sites that can be formed within
each topology (Figures S1—S3, S8). We chose to explore 52
zeolite topologies obtained from the IZA database (detailed in
Table S1). Our training data set includes several well-studied
materials (e.g, CHA, MOR, MF], etc,; Figure S4) as well as
other topologies that offer a high density and diversity of
possible [CuOCu]*" sites within the smallest simulation
volumes (Figure SS5). Taken together, the resulting
CuZEOQ23 database consists of 3,912 1Al sites (i.e, Cu,
[CuOH]*) and 5,575 2Al sites (ie., [CuOCu]*, [CuOH-
Cu]*") across 52 topologies. Further details are presented in
the SI, Figures S7—S10.

1234

We used an active learning approach to efliciently identify
the best [CuOCu]?* motif for C—H bond activation within the
52 topologies considered here. As shown in Figure la, our
workflow is divided into four distinct stages, which aims to
maximize the configurational diversity of our data set while
reducing the computational cost at each stage. For example, in
Stage A, we combine geometry-based screening, DFT-
calculated quantities, known descriptors for C—H bond
activation energy (e.g., hydrogen binding energy), and detailed
DFT/NEB calculations (i.e, S per iteration) to recursively
update the scaling relations (Figure 1). After 6 iterations, Stage
A provides a set of 30 promising [CuOCu]** sites across 27
topologies. These DFT-based transition state (TS) geometries
and reaction coordinates serve as the initial seeds for
developing an rMLP that can be generalized to any zeolite.
The first step of the training curriculum is discussed next.

In Stage B, the above 30 [CuOCu]** sites are used to
generate the necessary DFT data for training the first iteration
of our rMLP (Figure 1). Specifically, we use DFT to perform
constrained MD simulations (denoted as DFT/cMD). Here,
the positions of CH, (or CH; — H) and the oxygen of the
[CuOCu]*" site are frozen. The resulting DFT/cMD
configurations are combined with a subset of unconverged
DFT/NEB snapshots (from Stage A) to train an initial rMLP.
We use a deep neural network potential as implemented in

https://doi.org/10.1021/acscatal.3c05275
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Figure 3. (a-c). Parity plots comparing ML-predicted (a) energies per atom, (b) forces per dimensions, and (c) (Es — Ejs), with DFT-calculated
values for data sets not included in the training pool. (d). ML(DPp,)-predicted minimum energy pathways (MEPs) vs DFT-calculated MEPs
(blue: HEU, green: MOR, orange: RUT) using 17 NEB images. (e). Parity plot comparing the performance of universal scaling with the DP
models in predicting reaction barriers for six randomly selected validation sites from CHA, HEU, JSW, MFI, MOR, and RUT, using 5 images for
DFT/NEBs and 17 images for DP/NEBs. (f-g). Transition state geometries predicted by ML(DPy,) (f) vs DFT (g), taking CHA as an example.
Coloring: Si in the background (yellow), Al (pink), Cu (brown), O (red), H (white), C (gray).

DeePMD-kit.*”*" We denote the resulting tMLP as DPy,,
where DP indicates the ML model used in this study (i.e.,
DeePMD-kit) and the subscript indicates the zeroth iteration
of the model obtained at Stage B of the overall protocol. The
rMLP training details are presented in the SI, Section 4, Figure
S11—S17, Tables S2—S4.

Following Stage B, our algorithm utilizes only DFT-based
single point energy calculations (denoted as DFT/SPE); no
further DFT/MDs or DFT/NEBs are necessary. This part of
the training curriculum exposes the rMLP to different regions
of the PES. For example, Stage C uses an iterative loop that
combines rMLP-based molecular dynamics (denoted as DP/
MD) with rMLP-based nudged elastic band calculations
(denoted as DP/NEB) to expand the training data set while
simultaneously improving the accuracy of the model (Figure
2). Here, the DP/MD simulations improve the model
performance close to the initial and final state regions of the
PES, while the DP/NEB targets the reactive region of the
process. Stage C is terminated after 4 iterations when the
resulting rtMLP (i.e., DP¢,) achieves DFT accuracy for the 30
sites identified previously. The above sampling procedure aims
to minimize the number of DFT/NEB calculations (due to
their high computational costs) necessary to train a potential.
Although we recognize that other sampling strategies or
hyperparameter optimizations can improve the efficacy of the
algorithm described above, such detailed studies are beyond
the scope of this work.

Stage D, the final active learning step shown in Figure 2, is
central to this study. While the training curriculum in Stages B
and C is limited to the initial 30 sites, we now expand the
sampled configuration space to the entire data set of 5,446

1235

[CuOCu]*" sites. Specifically, owing to the rigorous training
curriculum used above (ie., several iterations at each stage),
DP., and later models (DPp,.p,) are sufficiently reliable for
executing the entire NEB workflow, including initial and final
state optimizations (i.e,, DP/OPT), for previously unseen sites
and topologies. Thus, the intermediate configurations obtained
from DP/NEBs are “good enough” to be directly used for
DFT/SPE calculations for any [CuOCu]*" site in any zeolite.
(In contrast, using Stage B models for unseen topologies will
result in unphysical geometries.)

Note that the above workflow relies on rapidly and reliably
exploring the configuration space using cheap rMLP runs (i.e.,
DP/NEB, DP/MD, etc.) This is followed by expensive but
easily parallelable DFT/SPE calculations to “label” a smaller
subset of sampled configurations. To ensure that labeled
configurations are both physically relevant and sufficiently
dissimilar from the data already seen by the model, we use
built-in uncertainty metrics available within DeePMD-Kit.
Specifically, the configurations chosen for DFT/SPE lie within
the ¢, range of 0.05 and 0.4 eV/A. Here, ¢, measures the
uncertainty of the rMLP-predicted forces across 4 distinct DP
models trained on the same data set.

Taken together, the entire model development procedure
includes 180,700 DFT-calculated configurations obtained
using scaling relationships, SPEs, MDs, cMDs, and NEBs. At
first glance, the overall training protocol may seem overly
complicated. However, the actual implementation is relatively
straightforward, as the individual steps are automated and can
be parallelized. Specifically, Figures 2a and 2b show the
number of configurations sampled at each stage, the cost of
each calculation, and the overall computational cost of the

https://doi.org/10.1021/acscatal.3c05275
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training stages. (f). Model performance on previously unseen IZA topologies and hypothetical zeolites.

training process. We now demonstrate the performance of the
DPp, model in predicting DFT-calculated properties at a
fraction of the computational cost.

B MODEL PERFORMANCE AND THE LIMITATIONS
OF DESCRIPTOR-BASED APPROACHES FOR
ZEOLITES

Figure 3 summarizes the performance of the DPp, model for
our test data set. The parity plots in Figures 3a and 3b show
that DPp,-predicted per-atom energies and forces (x-, y-, and
z-components) are in excellent agreement with the DFT-
calculated values. We observe impressive mean absolute errors
(MAEs) of 0.87 meV/atom and 42 meV/A for energies and
forces, respectively. Here, the test set is obtained using 10% of
the overall configurations sampled from both the local minima
and the reactive regions; these configurations have not been
used during model development.

Building on our ability to reproduce DFT energies and
forces, we now show that DPp, can be used to accurately
predict C—H activation energies across thousands of
[CuOCu]** sites. Figure 3¢ compares DPp,, predicted barriers
with DFT calculated values for 3,356 sites across 52 topologies
with an overall MAE of 0.07 eV (detailed in the SI, Figures
$12—S13). Due to the high cost of performing full DFT/NEBs
for thousands of sites, the DFT barriers shown in Figure 3c are
obtained using DFT/SPE on DP-optimized initial, final, and
transition states geometries.

A more stringent test of the model is to compare the entire
reaction coordinate obtained by using independent DFT and
DPp, calculations. To ensure an unbiased comparison, we
randomly selected three [CuOCu]** sites from three different
topologies (Figures S14—S16) and use identical stopping
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criteria (SI Section 3) for both DFT/and DP/NEB. As shown
in Figure 3d for one [CuOCu]*" site in MOR, almost identical
minimum energy paths (MEPs) are obtained for DFT and
DPp,. Note that a sufficiently high density of intermediate
images (Figure 3d uses 17 images) is necessary to obtain a
good resolution for a DP/NEB calculation (Figure S17).

Encouraged by the accuracy (0.07 eV MAE, Figure 3c) and
computational efficiency (100X faster, Figure 2b, Table S2) of
the DPp,, model, we now evaluate the efficacy of the traditional
descriptor-based philosophy for zeolites. This is illustrated in
Figure 3e using six randomly chosen [CuOCu]*" sites across
six topologies that were not included in Stage A. Specifically,
using hydrogen affinity as a descriptor to predict activation
energies, we observe a significantly higher MAE (0.3 eV) for
the descriptor approach compared to that of the DPp,
predictions (0.08 eV MAE for DPp,,/NEB). Interestingly, the
intermediate DP, model, which is trained only on 30 sites
(from Stage A), shows an MAE that lies between the two
approaches (0.19 eV).

Second, unlike descriptor-based strategies that only provide
energy estimates, rMLPs also provide the entire reaction
coordinate and transition state geometries that can be used for
further analysis. For example, using CHA as an example, we
show that the transition state geometries predicted by the
DPy,, model (Figure 3f) are nearly identical to those obtained
using DFT (Figure 3g). The entire data set of DPp, calculated
transition state geometries is provided in the SIL

Before proceeding further, we note that more than 2,000
sites resulted in physically unrealistic TS geometries during
DPp,/NEBs. This is because either the confining environment
of the zeolite was too small or the [CuOCu]** motif was
inaccessible to methane for those sites. We emphasize that this
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important aspect is not captured when H binding energy is
used as a descriptor.

Thus, in addition to demonstrating the capabilities of the
DPp, model, the above analysis suggests that caution must be
used while adsorption energy-based descriptors are used to
predict reaction barriers in zeolites. We now discuss how the
model learns, how confident is it in its predictions, and how it
can be generalized to unseen configurations.

B MODEL INTERPRETABILITY, CONFIDENCE, AND
TRANSFERABILITY

The three questions posed above are all closely related to the
question of the interpretability of rMLPs. Here, we define
“model interpretability” as being able to quantitatively answer
three specific questions: (1) what has the model learned from
the training data that it has seen, (2) how reliable are its
predictions, and (3) can the model be applied to a system that
it has not seen before. As discussed in this section, the
multistage active learning protocol can be used to address all
three questions.

To answer these questions, we first examine what the model
has “learned” from the training data supplied during the
various stages in the CBT protocol. As an illustrative example,
we used a single [CuOCu]** site that was part of the initial 30
DFT/NEBs. Analogous to the idea of collective variables used
in rare event sampling methods, we use doy and dcy to
describe the reaction coordinate. Specifically, the red stars in
Figure 4a show the dyy and dgy distances (Figure 4b)
corresponding to each image of the converged DFT/NEB for
the chosen [CuOCu]*" site.

Using these configurations as a starting point, Stage B uses
DFT/cMD runs to explore the “nearby” PES. Although the
relative positions of the CH, (or CH;—HO) remain
unchanged (as the doy and dgyy are constrained), DFT/cMD
is a key step for stabilizing the model. Specifically, as shown by
the force histogram in Figure 4c, this iterative protocol samples
a wider range of forces on the oxygen of the [CuOCu]*" site
than what was available during DFT/NEB. Thus, Stage B of
the training curriculum “teaches” the model about the PES
corresponding to nonequilibrium values of doy and dcg.
Additionally, this step also samples the dynamics of the zeolite
backbone, as shown previously by Sours et al.>’

The impact of the subsequent steps is also shown in Figure
4a. Specifically, Stage C samples the initial states (IS, blue) and
final states (FS, orange) using DP/MD, as well as the reactive
region, using DP/NEB (orange). Subsequently, this approach
is extended to all possible [CuOCu]** sites within the chosen
topology (MOR) in Stage D. Here, the uncertainty-based
sampling procedure discussed above “fills-in” the remaining
sections of the reaction coordinate (green). In summary,
Figure 4a shows how the chosen curriculum progressively
exposes the model to the relevant PES for C—H activation
while avoiding unphysical configurations that are far away from
the reaction coordinate (e.g,, the top right region of Figure 4a).

We now show that each step of our training approach
samples a different but important region of the PES. The heat
map in Figure 4d shows the number of configurations
(denoted as N) sampled at each stage of the training
algorithm. The reaction coordinate (ie., the x-axis of Figure
4d) is defined as the distance (measured by dpy; and dcy) of
each configuration in Figure 4a from the corresponding values
for the transition state. Thus, from left to right, Figure 4d
shows the IS region, TS region, and FS region. Similar to the
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discussion above, Figure 4d quantitatively shows that starting
from the DFT/NEB images for a single [CuOCu]*" site within
the MOR topology, the model is “taught” to fill the gaps across
the entire reaction coordinate for all [CuOCu]*" sites across
the 52 topologies (final row of Figure 4d).

An analogous approach is used to plot the data in Figure 4e.
Here, the heat map shows the mean absolute errors (compared
with DFT) from models obtained during the different stages of
the training process. As model DPy, (row #1) was trained
using DFT/cMD of the 30 initial NEBs, large errors are
observed in the TS region (shown by purple shades). On the
other hand, as several initial DFT/NEB images (red stars in
Figure 4a) lie closer to the IS or the FS, smaller errors are
observed in the IS and FS regions.

Next, compared to the short but expensive DFT/cMD (0.1
ps) used above, Stage C uses longer DP/MD runs (50 ps) and
several DP/NEB iterations to efficiently sample the PES. This
improved training and sampling protocol, which is enabled by
a reasonably DPg, model, rapidly increases the accuracy of the
models. By the end of the training protocol, DPp, model shows
errors < 0.2 eV for all MOR configurations across the entire
reaction coordinate. Interestingly, this MAE value is higher
than the MAE of activation energies for MOR (0.05 eV). This
is because DPp,, predictions are more accurate (using DFT as
the reference) for configurations which are located closer to
the IS, FS, or TS (vide infra).

This type of progressive error analysis also provides
important insights about the subtle learning process. For
example, by comparing the bottom left and top right regions of
Figure 4e, we generally observe lower errors for IS
configurations (lighter colors, bottom left) than the FS (darker
colors, top right). Deeper analysis suggests that this
phenomenon arises due to the higher rotational degrees of
freedom of the methane molecule compared to the methyl
radical. Simply stated, the methane molecule explores the
configuration space of relevant configurations more quickly,
which results in the superior performance of the ML model in
the IS region (vide infra).

We now turn to addressing the other two questions, which
are related to the transferability and reliability of our model.
To explore these aspects, we use the DPp, model to calculate
methane activation barriers for [CuOCu]** sites using three
IZA topologies (SZR, EMT, and LTL) and three hypothetical
zeolites. As shown in Figure 4f (solid lines), we obtain
physically realistic reaction coordinates and transition state
geometries (detailed in SI, Figures $33—S38). Furthermore, to
illustrate the model confidence, we use the ensemble of
penultimate models (DPp;;, dashed lines) and compare the
discrepancy in their predictions with the final DPp, model
These ensembles show a high degree of self-consistency (<0.1
eV), especially for configurations closer to the transition state.

Thus, the above analysis emphasizes the interpretability,
confidence, and transferability of the DPp, model in
reproducing DFT-quality PES. We now revisit our original
motivation—the challenge of identifying the best Cu-zeolite for
methane activation.

Bl STABILITY AND ACTIVITY OF ENSEMBLE OF
ACTIVE SITES

Following Latimer and others,” the overall rate of methane
activation depends on the interplay between the stability
(denoted as E; eq 1) and reactivity of the active sites.
Specifically, an inverse correlation between these two

https://doi.org/10.1021/acscatal.3c05275
ACS Catal. 2024, 14, 1232-1242


https://pubs.acs.org/doi/suppl/10.1021/acscatal.3c05275/suppl_file/cs3c05275_si_001.pdf
pubs.acs.org/acscatalysis?ref=pdf
https://doi.org/10.1021/acscatal.3c05275?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as

ACS Catalysis

pubs.acs.org/acscatalysis

Research Article

-1.2

(b) o . # unique T
oFS m 1
.GOO BE fAU a2
ol .
MAZJNOR ----==me 1:|Q" | a4
RHQ, &SV LEI .5
F ExX 4CHA | 6
¢ '{J\.TA 3 o s
| 9
a 12
0P o 14
-0.6 0.0 0.6
Ef, median (€V)

AaAasarastidl

w
\

BPH USI BEA LTA AFX CHA MAZ AElI MOR MFI FER
Topologies ranked by TOFmeden

1.0
(a) ! '
A
SOF : J' - S 06
2 /Yl \1: <
B [ I} 1 «
c 11 1S3
g GOO 4E/K & 0.4
|
SFG : ! 02
: .
Lo — - p—— - :
2 -1 0 1 2 3 0.0
Er(eV)
0301 () %SoF  DOH, (g) o
oEY S 3
0.25 gMOR E o
CHA S _
= oBPH o 3
@0.20 8 GF oAZ aTA MEl CGF HEU FAU
e
S JMEI g U g B
5 MFI
W 0.15 BEA g (e),
cun | P 5 s
e % 0
0.101 @ 10MR = Sop g,
B 12-MR JFR e oo
0.50 055 060 0.65 0.70

Ea. median (€V)

FAU USI SOF CGF BEA MOR FER MFI

AEl  LTA MAZ AFX CHA

Topologies ranked by TOF®*
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unique T-sites) and (c) ML-predicted barrier (E,) distributions (color-coded by the maximum window size). Only the top 10 most studied and the
few outlier topologies are shown. The complete data set can be found in the SI, Figures S18—26, Tables S5—S6. Vertical dashed lines highlight the
median of the distributions (SFG median overlaps with LIO). (d-e) Violin plots ranking zeolite performance by (d) median TOF (TOF™*") and
(e) TOF at the 95th percentile (TOF”). As a comparison, we focus on the stepwise methane activation process involving activation at 450 °C with
1 atm O,, reaction at 80 °C, and extraction with water. Results for the higher reaction temperature at 200 °C (also seen in the literature) are
summarized in SI Figure S32. Only the top 10 most studied topologies and the top S others (highlighted in bold fonts) are shown; the complete

data set is available in Figures S29—S31.

quantities results in a volcano relationship for the turnover
frequency (eq 4). In the context of zeolite catalyzed methane
activation, the framework topology controls the properties of
the [CuOCu]*" sites that can be stabilized within the pores.

1
Ef = ECuOCu + Esilica - (EZICu + EZZCu + EEOZ)

1)

1
Ey, = Ecyoncy — Ecuocu — EEHzO + ZEOz o)
Ea,scaling = 0.7SE, + 1.09 3)

=G;/kgT
VB, e T T o
TOF = ————————¢ @'

L o @

As an illustrative example, Figure Sa shows the distributions
of formation energies of all possible [CuOCu]*" sites across
four different zeolite topologies obtained using DFT. We
observe that the SOF topology is more successful at stabilizing
[CuOCu]* sites than LIO. More generally, the formation
energies of most [CuOCu]** sites lie within —2.4 to 2.4 eV.
However, very few topologies show similar shapes for the
formation energy histograms.

These trends are further quantified by plotting the median
values of the distribution (Eﬁmedian) versus the interquartile
range (IQR, EﬂQR) in Figure Sb. Thus, even though similar
median stabilities are observed for both SFG and LIO, the
higher IQR for SFG (0.88 eV) indicates that a greater diversity
of [CuOCu]** sites can be formed compared to LIO (IQR =
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0.50 eV). We also observe a weak trend where zeolites with a
fewer unique T-sites (e.g, SOD, LTA) populate the lower left
region indicating that smaller T-site diversity results in more
stable and more uniform sites. On the other hand, a greater
diversity of unique T-sites (e.g, MFI, SFS, SFG) results in
more diverse [CuOCu]*" sites. Analogous analysis for the
hydrogen binding energy (E;, eq 2) and the scaling-predicted
C—H activation energy (E, iy €q 3) can be found in the SI,
Sections 5.1 and 5.2, respectively. Although we find that the
previously reported scaling relation between E; and E, holds
true, significant deviations are observed (Figure S28).

Next, we examine how the framework topology impacts the
distribution of activation energies for all possible [CuOCu]**
molecules that can be formed within a given zeolite. Using a
similar approach as above, Figure 5c shows a quadrant plot for
the DPp, calculated methane activation energies (E, ppp,) for
3,356 sites across 52 zeolite topologies. Although the
correlation is weaker, it is interesting that 12 MR zeolites
(e.g, MEL, FAU, MAZ, BPH, and BEA) show the lowest
median activation energies. This suggests that on average 12
MR zeolites can form more active [CuOCu]** sites than other
smaller or larger ring zeolites. As mentioned previously, ca.
2,000 [CuOCu]** sites that result in unphysical TS geometries
have been excluded.

B ENSEMBLE-AVERAGE RATES OF METHANE
ACTIVATION

We now turn to our original goal of comparing the rates of
methane activation across different zeolite frameworks. As the
ensembles of possible [CuOCu]?" sites yield a distribution of
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stabilities and activation energies, the application of eq 4 for
each site also results in a distribution of C—H activation rates
for each zeolite. Thus, we use two metrics: (1) the median
TOF (TOF™¥™") and (2) the TOF at the 95th percentile
(TOF?) for comparing the different framework. These metrics
are valuable as precise identification of the Al distributions
remains experimentally challenging.

The two TOF metrics are plotted as violin plots in Figures
5d and Se for the top 15 zeolites considered here. This
representation also captures the distribution of the TOFs for
all viable [CuOCu]** sites. Both metrics suggest that MEI is
the top performer. This analysis also highlights considerable
differences in the distributions of the TOFs across the various
topologies. More importantly, since we now have a complete
database of DFT-quality TOFs for all valid [CuOCu]?** sites
across 52 zeolites, we can extend this analysis to make
experientially relevant predictions. Specifically, as discussed in
Section 5.2 of the SI, we now scale our theory-predicted
TOF"™" for CHA using the experimentally measured rates for
Cu-Chabazite (0.0057 s™* at 80 °C)."”

The experimentally rescaled rates are summarized in Figure
6 using the above two TOF metrics Among the initial data set
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Figure 6. Scatter plot of TOF™*" and TOF*® on the top and right
two axes, evaluated across 192 different IZA topologies (52 included
in the training set in orange, 150 not included in the rMLP training in
blue). Topologies with small primitive cells of less than S0 atoms are
excluded from the analysis due to lower model accuracy. The bottom
and left axes are corresponding TOF values scaled from the
experimentally obtained rate constant. The most well-studied zeolites
and outlier topologies are highlighted (darker color) and labeled in
the figure. A constant E;of —0.7 eV is used for the TOF evaluations of
all new IZA sites.

of 52 topologies, our analysis shows that known aluminosili-
cates such as MEI and FAU zeolites are among the top 20
candidates. In contrast, smaller pore materials such as CHA
and MAZ do not form stable [CuOCu]** sites. These trends,
which assume that only the [CuOCu]** site is responsible for
the catalytic activity, are broadly consistent with previous
reports.” The underlying caveats, key assumptions, and
potential showstoppers associated with this theory guided
recommendation are discussed in SI, Section 5.3.
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Finally, we extended this approach to screen all possible
[CuOCu]** sites across 192 experimentally reported zeotype
topologies contained within the IZA database. As summarized
in Figure 6, we identify several other structures (e.g, ATN,
RWY, JST, JSR, EWO, and CAS) that appear promising, a
subset of which has been reported in their all-silica,
aluminosilicate, aluminophosphate, or germanosilicate analogs.
Thus, in addition to MEI, we suggest these materials (i.e.,
ATN, EWO, and CAS) as potential candidates for further
experimental testing. Although initially motivated by the direct
methane to methanol conversion reaction, we emphasize that
our catalytic activity results also serve as a guide to develop
nonplatinum group metal catalysts the abatement of low-level
methane emissions.”® We emphasize that this work provides a
useful tool to screen the catalytic activity of a single type of Cu
site within aluminosilicate zeolites. Current work in our team is
focused on developing related approaches that can address
other important factors, such as product selectivity and site
stability.

B CONCLUSION

To the best of our knowledge, this work represents the first
example of using machine learning-based potentials to screen a
large library of zeolite catalysts for any reaction. Specifically, we
have proposed a new philosophy called curriculum-based
training (CBT) to systematically develop reactive machine
learning potentials (rMLPs) for describing reactions. Our
multistage active learning approach combines several different
types of calculations to gradually teach the ML model about
the relevant regions of the potential energy surface. Despite the
black box nature of the underlying ML model, the CBT
philosophy is advantageous, as it can be used to quantify the
interpretability, confidence, and transferability of the rMLP.
From a practical catalyst screening perspective, the resulting
rMLP replaces expensive DFT calculations without sacrificing
accuracy. This was demonstrated by exhaustive screening of a
large library of Cu-zeolites for the industrially relevant methane
activation reaction. Importantly, our analysis identified a set of
previously unexplored zeolite structures that show the highest
ensemble-averaged rates for methane activation. Although this
study has focused on a specific system, we believe that the
CBT philosophy can be generally applied to other zeolite-
catalyzed reactions and, subsequently, to other types of
heterogeneous catalysts. Thus, this work represents an
important step toward overcoming the long-standing barriers
within the computational heterogeneous catalysis community.

B METHODS

Stage A: Descriptor-Based Initial Site Sampling and
DFT/NEB Calculations. In Stage A, we use DFT-calculated
energies of the various Cu species (obtained by brute force
DFT calculations) to identify the initial set of promising sites
for C—H activation. A ranking system that uses four metrics
(e, Ej Epy E,aiing and TOF) is used to select the top S sites
from an initial set of 5,446 configurations. Detailed
descriptions of these metrics and underlying assumptions can
be found in the SI, Section 2.4. Then we perform traditional
DFT/NEB calculations to obtain the “correct” methane
activation energy (Ea’DFT). The true DFT activation energy is
used to develop a new scaling relationship, which is then used
to re-evaluate the E, ., of all 5446 sites. The new site
rankings (since E is updated) are used to identify the next

a,scaling
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set of top S sites for DFT/NEB calculations. This process is
repeated 6 times until a set of 30 DFT-calculated reaction
coordinates, transition state geometries, and activation energies
is identified. A fraction of unconverged reaction coordinates
(~150 configurations per site), obtained during the NEB
convergence steps, is reused for the model development in
Stage B.

Stage B: Initial rMLP Model Training. At Stage B, the
set of 30 promising [CuOCu]®" sites identified at Stage A
(across 27 different topologies) is used to generate the
necessary training data for rMLP development. Specifically, a
set of 270 configurations obtained from the 30 converged NEB
calculations is used to run constrained MD simulations (0.5 fs
time step, 200 fs total simulation time steps, 298 K). Here, we
freeze the positions of CH, (or CH; — H) and the oxygen of
the [CuOCu]*" site; this ensures that the algorithm samples
configurations in the neighborhood of the NEB images. A total
of 10,800 configurations are obtained from these constrained
MD. These are combined with the 5,000 configurations from
unconverged DFT NEBs to train an initial rMLP using a deep
neural network potential as implemented in DeepMD-kit.
Details of the rMLP training are presented in the SI, Section 4.
Beyond this stage, our algorithm requires only DFT-based
single point energy calculations (denoted as DFT/SPE). No
further DFT/MDs or DFT/NEBs are used.

Stage C: rMLP Model Training on the 30 Initial Sites.
While Stage B used constrained DFT/MD and DFT/NEBs to
generate the necessary training data, Stage C uses the rMLP
developed above (i.e, DPgy) to obtain additional relevant
configurations. Specifically, to ensure that the entire “length” of
the reaction coordinate is well sampled, we use DP/MD and
DP/NEB. These two approaches sample different regions of
the PES. While DP/MD mainly samples the local minima of
the PES (e.g, IS: CH, and FS: CH;—H), the DP/NEBs
sample configurations at various stages of the C—H bond
breaking (and O—H bond formation) process.

The DP/MD is performed using LAMMPS using an
approach similar to that for DP-GEN. Briefly, an ensemble
of four models is trained. Each model has an identical
architecture but uses different random seeds to initialize the
neural net parameters. One of these four models is used to run
a S0 ps NVT-MD (0.5 fs time step), and the temperature
ramped from 298 to 500 K. This provides a diverse set of
configurations close to the initial state (IS: CH, + [CuOCu]**)
and final state (FS: CH; + [CuOHCu]*") of the system. The
DP/NEB is performed using the Atomic Simulation Environ-
ment (ASE). Several strategies are used to induce randomness
and avoid biased sampling. For example, our DP/NEB
iterations use different numbers of intermediate NEB images
(ranging from 11 to 21) and the total number of NEB
iterations. Also, the initial and final states of the 30 DFT-
derived NEB trajectories are “rattled” and then interpolated;
this approach adds diversity to the “initial guesses” (i.e., the
starting points) of the reaction coordinates for DP/NEBs.

New training configurations sampled from both DP/MD
and DP/NEB are selected by evaluating the uncertainty of the
force predictions from the ensemble of models (denoted as €,
detailed in the SI, Section 4.1, Figure S11). We performed
DFT/SPE for configurations where the €, parameter lies
between 0.05 and 0.4 eV/A; this ensures that sampled
configurations are physically relevant and also sufficiently
dissimilar from the existing data. As €, measures the
uncertainty of predictions between the four ensembles of

1240

models, this metric has been shown to be correlated to the
errors between the DFT forces and the DP prediction.

The above two approaches are used iteratively to expand the
training data set while also improving the accuracy of the
model. Across 4 iterations within Stage C, we added a total of
42,600 configurations — 36,400 near the initial and the final
states (from DP/MD) and 6,100 sampled from the DP-NEBs
(Table S2). The model refinement loop is stopped when the
model-predicted energy and forces show near-DFT accuracy
for the 30 sites identified in Stage A, with energy MSE of 2.36
% 107" eV and force MSE of 4.42 X 10~ eV/A.. The MSEs of
the sequentially obtained models, which show systematic
improvements, are presented in Table S3. Although the
training protocol may seem overly complicated, the actual
implementation is relatively straightforward (as the individual
steps are automated) and computationally efficient (as the
DFT/SPEs can be parallelized).

Stage D: Extend the rMLP Model Training to All
Possible [CuOCu]** Sites. The final active learning step,
Stage D, is central to this study. In this training block, we
expand the active site configuration space from the initial 30
promising sites to all possible 5,446 sites across 52 different
topologies. Additionally, due to the training data obtained from
DP/MD (Stage C), the model can now perform geometric
optimization of the initial and final states for the previously
unseen [CuOCu]*" sites. More importantly, the DP-optimized
initial and final state geometries are sufficiently realistic to
initiate an NEB calculation that relies entirely on the DPc,
PES. To address the increased diversity of the PES and achieve
more efficient sampling considering the scope of the active site
space (from 30 sites to 5,446), we adopt a new sampling
scheme for the DP/NEBs. We extract unconverged reaction
coordinates from different stages of the convergence (20%,
60%, and the converged coordinate). This methodology, used
for each active learning iteration in Stage D, requires one NEB
run per site instead of multiple NEB runs per site (as in Stage
C). In addition, we also include reaction coordinates at 40%
and 80% from the final convergence into the training set for
sites with more complicated PESs or where the initial guess
transition state is further from the “true” transition state
geometry as these sites tend to require more NEB steps to
converge. Similar to the strategy in Stage C, the new
configurations are evaluated with DFT/SPE and selectively
add into the training pool based on €,. The above approach is
necessary since multiple DP/NEBs and DFT/SPEs (used for
30 sites in Stage C) are not feasible for 5,446 sites. Restated
simply, while Stage C repeatedly samples the DP/NEB
converged reaction coordinate for 30 sites to improve the
model (ie, DP;, to DPg,), Stage D also includes the
configurations encountered while approaching the converged
reaction coordinate for 5,446 sites.

In addition to comparing energies and forces obtained from
the DP model to DFT, we also calculate the activation energy
barrier of each [CuOCu]** site using DFT (Figure S12). This
is calculated using DFT/SPE of the initial and the transition
states (ie, Erg — Ejg), where the geometries are obtained from
the current DP model. The E, parity plots in Figure S12 for
models DP, to DPp; (The final DPp, model is shown in the
main text, Figure 2c.) review systematic but gradually slowing
improvements in the MAE, which is an indication of no
additional gain from the training. A similar trend is also
observed in €, uncertainty, where negligible improvement was
observed from DPp, to DPp; (Figure S11) In this stage,
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106,000 new configurations are included in the training (Table
$2).
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