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ABSTRACT
Introduction Early intervention in type 2 diabetes can prevent 
exacerbation of insulin resistance. More effective interventions 
can be implemented by early and precise prediction of the 
change in glycated haemoglobin A1c (HbA1c). Artificial 
intelligence (AI), which has been introduced into various 
medical fields, may be useful in predicting changes in HbA1c. 
However, the inability to explain the predictive factors has 
been a problem in the use of deep learning, the leading AI 
technology. Therefore, we applied a highly interpretable AI 
method, random forest (RF), to large- scale health check- up 
data and examined whether there was an advantage over a 
conventional prediction model.
Research design and methods This study included a 
cumulative total of 42 908 subjects not receiving treatment 
for diabetes with an HbA1c <6.5%. The objective variable 
was the change in HbA1c in the next year. Each prediction 
model was created with 51 health- check items and part 
of their change values from the previous year. We used 
two analytical methods to compare the predictive powers: 
RF as a new model and multivariate logistic regression 
(MLR) as a conventional model. We also created models 
excluding the change values to determine whether it 
positively affected the predictions. In addition, variable 
importance was calculated in the RF analysis, and 
standard regression coefficients were calculated in the 
MLR analysis to identify the predictors.
Results The RF model showed a higher predictive power 
for the change in HbA1c than MLR in all models. The 
RF model including change values showed the highest 
predictive power. In the RF prediction model, HbA1c, 
fasting blood glucose, body weight, alkaline phosphatase 
and platelet count were factors with high predictive power.
Conclusions Correct use of the RF method may enable highly 
accurate risk prediction for the change in HbA1c and may allow 
the identification of new diabetes risk predictors.

INTRODUCTION
The number of diabetes cases worldwide 
is estimated at 463 million and is predicted 
to increase to 700 million by 2045.1 Type 2 
diabetes accounts for 90% of all diabetes 
cases, and three in four cases occur in the 
working age population.2 Blood glucose 
and glycated haemoglobin A1c (HbA1c) are 

often measured at regular medical check- ups, 
but active guidance and intervention are 
rarely performed unless the measured values 
exceed the standard values. It is suggested 
that insulin resistance increases in type 2 
diabetes 10 years before its onset, therefore, 
early intervention before onset is important.3 
For early intervention, it is necessary to 
build a model that efficiently predicts future 
increases in HbA1c.

Currently, there are an increasing number 
of research studies applying artificial intel-
ligence (AI) technologies.4 In the medical 
field, AI is used in many types of research, 
such as discovery of new disease phenotypes,5 
accurate diagnosis6 and cost- effectiveness 
prediction.7 In the future, AI is expected 
to be applicable to a wide range of medical 
research areas, from public health to molec-
ular biology.8 In the area of public health, it is 
especially important to predict diseases from 
existing medical data with high accuracy and 
to propose appropriate early interventions 
for each individual.9 An ideal preventive care 
system with individual intervention may be 
realised by using AI.

Deep learning10 is a machine learning 
method representing AI technology that has 

What this paper add

 ► The prediction model based on the Random Forest 
method was able to predict the change in HbA1c 
with higher accuracy than that obtained with the 
regression analysis.

 ► Random forests showed some clinically important 
predictors that were not shown in the approach by 
regression analysis.

 ► Our findings suggest that machine learning methods 
such as the Random Forest method may be effective 
in detecting type 2 diabetes at a very early stage by 
predicting future increases in HbA1c.
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produced good results with respect to discrimination of 
pathological images11 and fundus images.12 However, 
this technology is limited in tracing its predictions back 
to the key discriminative features (ie, the ‘Black Box 
Problem’13), and typically requires large amounts of data 
for analysis.14 On the other hand, the random forest (RF) 
method, a machine learning method included in AI tech-
nology proposed by Breiman,15 can show the importance 
of variables used in its predictions.16 Recent studies have 
shown good results in terms of predicting Alzheimer’s 
disease and identifying predictors with RF.17

Regression analysis is often used in disease risk predic-
tion studies; in particular, logistic regression analysis has 
been used in the recent study18 to generate models of 
diabetes risk in Japan. In the present study, we applied 
the RF method to medical data to investigate the advan-
tages of this method over the existing method. Specifi-
cally, we applied the RF method to data obtained from 
annual health check- ups conducted on residents in Japan. 
We compared this method with an existing method by 
creating a model to predict the increase of HbA1c, and 
we also examined variables that influenced successful 
predictions with the RF method.

MATERIALS AND METHODS
Study participants
A total of 168 206 data samples from 64 379 people who 
received annual health check- ups at Yamanashi Koseiren 

Healthcare Centre (Yamanashi, Japan) during April 1999 
to March 2009, were included in this study. This annual 
check- up was performed based on a legal requirement 
imposed by the Industrial Safety and Health Act in Japan. 
With the goal of predicting the diabetes risk in a given 
year by using the results of the previous two consecutive 
years, we extracted the data for a total of 44 307 data 
samples from 13 253 people who had received a health 
check- up for three consecutive years. (A single person 
might have received multiple series of three- consecutive- 
years health check- ups within the 10- year study period. 
In these contexts, a data sample refers to a single series of 
three consecutive years health check- up data of a single 
person; people indicate the total number of the single 
persons who may have multiple data samples (for details, 
see online supplemental eMethod S1)

To ensure sufficient data for analysis, all data samples 
obtained from the same people were used redundantly in 
the analyses. People with HbA1c ≥6.5% (48 mmol/mol) 
or those taking medicines for diabetes in either the first 
or second year were excluded from the analysis, yielding 
42 908 data samples (from 12 977 people). Among these 
data samples, 32 181 data samples (from 10 408 people, 75% 
of data samples) were used as training data to develop 
each prediction model. We used 10 727 data samples (from 
8556 people, 25% of analysis data samples) as test data to 
draw receiver operating characteristic (ROC) curves for 
each model. We randomly extracted training and test 

Table 1 Characteristics of the study participants

(Unit) All

Amount of HbA1c increase in the next year*

<0 0–0.1 0.2–0.3 0.4–0.5 0.6–0.7 0.8–0.9 1.0-

N 42 908 13 459 15 761 9945 2898 536 158 151

Ggender† % 53.10 53.51 52.20 52.64 54.07 60.63 71.52 74.83

Age – 55.05 55.00 54.78 55.33 55.58 56.32 54.79 55.53

Height Cm 161.71 161.64 161.77 161.60 161.66 162.57 163.35 164.68

Drink† % 46.00 46.92 45.66 44.64 46.52 49.72 56.41 55.78

Smoke† % 45.82 46.04 44.87 45.68 47.13 53.79 60.65 67.35

Weight kg 60.08 59.99 59.86 60.00 60.94 61.82 65.14 68.13

BMI – 22.87 22.85 22.77 22.87 23.21 23.32 24.28 24.96

Body fat % 24.19 24.19 24.10 24.22 24.58 24.30 24.53 24.92

GTP U/L 36.70 36.12 36.02 36.96 38.80 44.47 51.11 58.94

HDL- C mg/dL 57.64 58.10 57.85 57.28 56.70 55.49 52.78 49.96

LDL- C mg/dL 124.31 124.69 124.20 124.25 124.06 122.05 119.15 123.44

FBG mg/dL 98.42 98.43 97.51 98.36 100.35 104.96 113.41 120.47

HbA1c % 5.03 5.13 5.00 4.96 4.97 5.12 5.44 5.66

S- BP mm Hg 124.79 125.28 124.00 124.50 126.56 127.90 129.91 130.65

D- BP mm Hg 77.31 77.57 76.94 77.23 77.93 78.21 79.77 80.36

The definition of each variable’s abbreviation can be seen in table 2. Other characteristics can also be found in online supplemental table S2.
*The lower limit of HbA1c increase is −2.0% and the upper limit of HbA1c increase is +5.6%.
†Gender: prevalence of male, drink: prevalence of drinking more than twice a week, smoke: prevalence of current smoking habit.
BMI, body mass index; DBP, diastolic blood pressure; FBG, fasting blood glucose; GTP, glutamyl transpeptidase; HDL- C, high- density 
lipoprotein cholesterol; LDL- C, low- density lipoprotein cholesterol; SBP, systolic blood pressure.

https://dx.doi.org/10.1136/bmjnph-2020-000200
https://dx.doi.org/10.1136/bmjnph-2020-000200
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data from all data samples (42 908 data samples from 13 253 
people). Hence, there were some data samples derived from 
the same people across training and test data. Eventually, 
there were a total of 5987 people who had data samples in 
both training data and test data (see online supplemental 
figure S1).

Measurements
In creating the prediction model, the increase in HbA1c 
was designated as the objective variable, rather than the 
occurrence of diabetes (HbA1c ≥6.5%). Considering that 
our model was designed for early disease prevention, we 
should make the model that can apply to a wider range 
of people including those with lower HbA1c values. There-
fore, we set up the prediction models based on increasing 
HbA1c values; the objective variables were dichotomised, 
depending on whether HbA1c increased by ≥0%, ≥0.2%, 
≥0.4%, ≥0.6%, ≥0.8% or ≥1.0% after 1 year. These six 
prediction models were created in each analysis method. 
(Characteristics of the study participants according to the 
amount of HbA1c increase can be seen in table 1).

We included 97 items of the health check- up that were 
considered candidate explanatory variables (table 2). The 
result was expressed as a numerical or categorical value 
for 51 items and the remaining 46 items described how 

the characteristic had changed in value from the previous 
year (items for which a change would be meaningless 
were not used, such as age and height).

RF method
RF is a machine learning method proposed by Breiman15 
and is based on the ‘decision tree’ method used for non- 
parametric classification and regression. The decision 
tree is a method of classifying data by dividing it according 
to the value of a specific variable, then repeating this divi-
sion, such that the divided data group consists of objec-
tive variables of the same category.

In the RF method, a decision tree is created using 
randomly selected variables for a data set extracted by 
bootstrap sampling, and classification is performed 
based on the majority of the decisions. In addition, the 
contribution of each variable to data classification can 
be determined using the created decision trees, and the 
importance of each variable can be calculated.19 ROC 
curves of RF models can be generated by changing the 
cut- off majority ratio of the involved decision trees. All 
analyses were conducted using R, V.3.6.1 (R Foundation 
for Statistical Computing, Vienna, Austria). Before using 
the RF method, the parameters ntree, the number of deci-
sion trees to be used, and mtry, the number of variables 

Table 2 Variables used in random forest method and multiple logistic regression models

Objective variable

Model 1 (≥0%) 1 HbA1c increase of ≥0% 
from previous year†

0 HbA1c increase of not ≥0% 
from previous year‡

Model 2 (≥0.2%) 1 HbA1c increase of ≥0.2% 
from previous year†

0 HbA1c increase of not ≥0.2% 
from previous year‡

Model 3 (≥0.4%) 1 HbA1c increase of ≥0.4% 
from previous year†

0 HbA1c increase of not ≥0.4% 
from previous year‡

Model 4 (≥0.6%) 1 HbA1c increase of ≥0.6% 
from previous year†

0 HbA1c increase of not ≥0.6% 
from previous year‡

Model 5 (≥0.8%) 1 HbA1c increase of ≥0.8% 
from previous year†

0 HbA1c increase of not ≥0.8% 
from previous year‡

Model 6 (≥1.0%) 1 HbA1c increase of ≥1.0% 
from previous year†

0 HbA1c increase of not ≥1.0% 
from previous year‡

Explanatory variables (97 variables in total)

Single- year value and change from previous 
year (92 (46+46) in total)

Weight, BMI, body fat, WCC, RCC, Hb, Ht, MCV, MCH, MCHC, PLAT, TP, 
ALB, A/G, ChE, T- Bil, D- Bil, I- Bil, ALP, LAP, GTP, LDH, AST, ALT, BUN, CRE, 
UA, Na, K, Cl, Ca, CK, TG, TC, LDL- C, HDL- C, FBG, HbA1c, S- BP, D- BP, 
FVC, FEV1, P- FVC, P- FEV1, CRP, RF

Only single- year value (five in total) Gender, age, height, drink*, smoke*

*Drink: drinking more than twice a week (1) or not (0), smoke: Having current smoking habit (1) or not (0).
†the upper limit of HbA1c increase is +5.6%.
‡the lower limit of HbA1c increase is −2.0%.
A/G, albumin/globulin ratio; ALB, albumin; ALP, alkaline phosphatase; ALT, alanine aminotransferase; AST, aspartate aminotransferase; 
BMI, body mass index; BUN, blood urea nitrogen; Ca, calcium; ChE, cholinesterase; CK, creatine kinase; Cl, chloride; CRE, creatinine; CRP, 
C reactive protein; D- Bil, direct bilirubin; D- BP, diastolic blood pressure; FBG, fasting blood glucose; FEV1, forced expiratory volume in 1 
s; FVC, forced vital capacity; GTP, glutamyl transpeptidase; Hb, haemoglobin; HbA1c, glycated haemoglobin A1c; HDL- C, high- density 
lipoprotein cholesterol; Ht, haematocrit; I- Bil, Indirect bilirubin; LAP, Leucine aminopeptidase; LDH, Lactate dehydrogenase; LDL- C, low- 
density lipoprotein cholesterol; MCH, mean corpuscular haemoglobin; MCHC, mean corpuscular haemoglobin concentration; MCV, mean 
corpuscular volume; Na, sodium; P- FEV1, forced expiratory volume ％ in one 1s; P- FVC, forced vital capacity %; PLAT, platelet; RCC, red cell 
count; RF, rheumatoid factor; S- BP, systolic blood pressure; T- Bil, total bilirubin; TC, total cholesterol; TG, triglyceride; TP, total protein; UA, 
urinary acid; WCC, white cell count.

https://dx.doi.org/10.1136/bmjnph-2020-000200
https://dx.doi.org/10.1136/bmjnph-2020-000200
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used to create the decision tree, need to be defined in 
advance. Parameters in the RF models were as follows: 
ntree=1000, mtry=9 (RF model)/7 in variable- restricted RF 
(vrRF) model; all the other parameters were at default 
settings, on randomForest package V.4.6–14. The Gini 
index was used as an impurity function. For the detailed 
algorithm of the R packages used in this research, refer to 
a previous study by Biau and Scornet20

Statistical analysis
In order to compare the performance of the machine 
learning model with the performance of the existing 
model, and to determine the contribution of the longi-
tudinal data to the prediction accuracy, this study created 
four prediction models: an RF model, a multivariate 
logistic regression (MLR) model, a vrRF model and a 
variable- restricted MLR (vrMLR model. In the RF model, 
all 97 items were used for prediction as explanatory vari-
ables. In the MLR model, stepwise analysis (using both 
forward and backward search with Akaike information 
criterion) was performed on 97 items for each of the six 

types of objective variables (selected explanatory variables 
in each model are shown in online supplemental table 
S1). We restricted variables by excluding changes from 
the previous year and made predictions using 51 vari-
ables of a single year in the vrRF model. In the vrMLR 
model, predictions were restricted to only nine variables 
(not including the change value) that were used in recent 
studies of diabetes risk models in Japan.18 As the compar-
ison of the ability of each method to select appropriate 
variables were included in this study, we did not select 
variables by taking into account previous studies, expert 
opinion or correlation coefficients of each variable in any 
method, except for the vrMLR model.

We constructed ROC curves of the four models, and 
each model was compared by calculating the area under 
the curve (AUC) for each ROC curve. In addition, the 
sensitivity and specificity at the optimum point, defined as 
the point of maximum value of the difference of the true 
positive rate and the false positive rate, of each ROC curve 
were calculated and compared. The variable importance 

Figure 1 Receiver operating characteristic (ROC) curves showing the prediction performance of select models for changes 
in HbA1c. ROC curves of Random forest model (red line), multiple logistic regression model (stepwise logistic regression, blue 
line) and variable restricted multiple logistic regression model (logistic regression with nine variables, green line) are displayed 
according to the increase in HbA1c change value.

https://dx.doi.org/10.1136/bmjnph-2020-000200
https://dx.doi.org/10.1136/bmjnph-2020-000200
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(VI); defined in the prior literature,21 using the caret 
package on R, in the RF model and the standard regres-
sion coefficient (SRC) in the MLR model were also calcu-
lated. The 10 most important variables were enumerated 
in descending order of importance.

Patient and public partnership
This research was done without patient involvement. 
Patients were not invited to comment on the study design 
and were not consulted to develop patient- relevant 
outcomes or interpret the results. Patients were not 
invited to contribute to the writing or editing of this docu-
ment for readability or accuracy.

RESULTS
Table 1 shows the descriptive statistics of representative 
variables associated with HbA1c, categorised according 
to the amount of HbA1c increase in the following year. 
An increasing trend in HbA1c was observed in several 
variables including gender, smoking, weight, body 

mass index, glutamyl transpeptidase, fasting blood 
glucose (FBG), HbA1c and systolic blood pressure; a 
decreasing trend was observed in high density lipopro-
tein cholesterol.

Table 2 shows the objective variables and explanatory 
variables used in each model. For the RF method, all 97 
variables were used as explanatory variables in all models. 
For the MLR method, conversely, different variables were 
adopted as explanatory variables in each model using the 
stepwise method. (For the explanatory variables selected 
in each model, please refer to online supplemental  
table S1).

Figure 1 shows the ROC curves for the RF, MLR and 
vrMLR models and figure 2 shows the ROC curves for the 
RF and vrRF models according to the increase in HbA1c 
change value, in order to compare prediction accuracy 
among models. Notably, the RF model showed the best 
predictive power among all models. By this compar-
ison, we confirmed how changes from the previous year 
contribute to the prediction. In these ROC curves, the RF 

Figure 2 Receiver operating characteristic (ROC) curves showing the prediction performance of select models for changes 
in HbA1c. ROC curves of random forest model (using two consecutive years of values for prediction, red line) and variable 
restricted random forest model (using a single year of values for prediction, blue line) are displayed according to the increase in 
HbA1c change value.

https://dx.doi.org/10.1136/bmjnph-2020-000200
https://dx.doi.org/10.1136/bmjnph-2020-000200
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model including the change value showed better predic-
tion power than the vrRF model.

Table 3 shows the AUC for the ROC curve of each 
model, as well as the sensitivity and specificity at the 
optimum value on the ROC curve. All RF models had 
higher AUC than the other three types of models in all 
categories, and almost all had significant differences at a 
5% level with some exceptions: MLR models 2 (p=0.22) 
and 3 (p=0.31) and the vrRF model 6 (p=0.12).

Table 4 shows the influence of each variable on HbA1c 
prediction. We set the degree of most influential variable 
in each model as 100% (SRC is converted to an absolute 
value because it can take a negative value). We extracted 
and compared the top 10 variables that showed the 
greatest contribution to the prediction using VI for the 
RF method and SRC for the MLR method. We also calcu-
lated the total rank of VI and SRC above all models by 
averaging the value of VI and SRC through all models.

DISCUSSION
In this study, we used a machine learning method, RF, 
to predict diabetes risk using HbA1c change values, and 
compared this model with MLR models. The results of 
this study suggest that RF- based models may have better 
performance for predicting changes in Hb1Ac than that 
of MLR- based models (table 3 and figure 1). Further, 
the RF models based on data of two consecutive years 
of health check- up may have better performance for 
predicting changes in HbA1c than that of the model 
based on data of only 1 year (figure 2). We also revealed 
that RF models used different factors from MLR models 
to make predictions (table 4). Therefore, we highlighted 
the significance of this machine learning method in 

medical data analyses and presented diabetes predictive 
factors in a new format.

Many studies predicting disease risk have used regres-
sion analysis (ie, MLR or Cox proportional hazards 
regression). In contrast, the present study used the RF 
method, which showed better disease prediction accuracy 
than the existing model (MLR model). Therefore, the RF 
method may be more appropriate for suggesting predic-
tors of disease risk than existing models under certain 
circumstances.

In RF models, the increase in HbA1c, HbA1c level, FBG 
level, the increase in FBG, and weight were selected as 
the most important variables. HbA1c, FBG, and weight 
were included in the diabetes risk models of previous 
studies.18 22 There have also been several previous studies 
to support the relationship between other items with 
high VI in the RF models and diabetes. For example, 
alkaline phosphatase has been suggested to be involved 
in glucose metabolism with other liver enzymes,23 and 
platelet consumption have been suggested to increase in 
patients with diabetes.24 C reactive protein has also been 
suggested to be strongly associated with the development 
of diabetes through the activation of adipocytes.25

In the MLR model and in the 0%, 0.4%, 0.6% and 
0.8% elevated HbA1c categories (models 1, 3, 4, 5), 
mean corpuscular haemoglobin (MCH), mean corpus-
cular volume (MCV) and MCH concentration (MCHC) 
were selected as the most important variables. In the 
1.0% elevated HbA1c category (model 6), haematocrit, 
haemoglobin, and red cell count concentration were 
selected as the most important variables. The effect of 
these anaemia- related factors on HbA1c was supported in 
a previous study.26

Table 3 Sensitivity and specificity of best model and AUC on each ROC curve

AUC

Best model on ROC curve

AUC

Best model on ROC curve

Sensitivity Specificity Sensitivity Specificity

RF model1 0.719 0.714 0.617 MLR model1 0.699* 0.648 0.648

RF model2 0.716 0.608 0.720 MLR model2 0.711 0.648 0.668

RF model3 0.743 0.607 0.778 MLR model3 0.734 0.629 0.729

RF model4 0.864 0.804 0.823 MLR model4 0.817* 0.748 0.773

RF model5 0.940 0.870 0.898 MLR model5 0.840* 0.685 0.889

RF model6 0.967 0.929 0.877 MLR model6 0.854* 0.750 0.834

vrRF model1 0.606* 0.467 0.685 vrMLR model1 0.635* 0.610 0.605

vrRF model2 0.602* 0.516 0.632 vrMLR model2 0.622* 0.654 0.542

vrRF model3 0.638* 0.541 0.671 vrMLR model3 0.634* 0.607 0.594

vrRF model4 0.796* 0.594 0.874 vrMLR model4 0.680* 0.517 0.835

vrRF model5 0.895† 0.741 0.919 vrMLR model5 0.801* 0.630 0.950

vrRF model6 0.918 0.821 0.944 vrMLR model6 0.798* 0.643 0.959

*Significantly lower than that in the corresponding RF model: p<0.01.
†Significantly lower than that in the corresponding RF model: p<0.05.
AUC, area under the curve; MLR, Multiple Logistic Regression; RF, Random Forest; ROC, receiver operating characteristic; vrMLR, variable 
restricted multiple logistic regression (use only nine variables according to a previous study); vrRF, variable restricted random forest (only use 
single year for prediction).
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As mentioned above, both methods identified factors 
that had already been suggested to have associations with 
diabetes by previous studies. The value of VI in the RF 
model represents the ability of explanatory variables to 
clearly discriminate the group of each outcome (in this 
study, the increase level of HbA1c) by certain threshold 
level of the variables. Therefore, the VI can be used as a 
useful metric to identify the groups with exacerbations of 
type 2 diabetes in the early stages. Additionally, RF can 
adapt to the data with higher order interactions and non- 
linear effects, therefore, the VI have the ability to detect 
important variables for prediction even though there are 
non- linear relationships or strong interactions between 
the explanatory variables.27 These properties of the VI 
may be the possible reasons of different model perfor-
mance between RF and MLR models in this study.

Given the fact that each method identified different 
important factors, an approach that uses a variety of 
analytical methods should be considered when we intend 
to formulate a prediction model to identify important 
variables for prediction. For this kind of approach, the RF 
method is considered one of the appropriate analytical 
methods. Using the RF method, new disease predictors 
may be identified, such as more accurate prediction of 
various cancers, or new predictive factors of such cancers. 
Thus, the RF method can be regarded as an important 
analysis method in risk prediction research. However, it 
is necessary to confirm further applications and precise 
interpretation of this method.

A strength of this study is that it used several methods 
to predict the risk of diabetes for a large number of people 
who completed check- ups in the same facility. In addition, 
by designating the objective variable as the HbA1c change 
value, rather than the onset of diabetes, we were able to 
consider subjects whose HbA1c levels were originally low. 
Furthermore, we were able to examine which variables 
were strongly associated with diabetes prediction.

There were some limitations in this study. First, only 
those who received a medical check- up for three or 
more consecutive years were included for analysis. People 
who undergo many medical examinations may be more 
concerned about being healthy, so this predictive model 
may present a selection bias towards subjects with higher 
health consciousness. Second, because the presence or 
absence of treatment for diabetes was self- reported, those 
who falsely self- reported their health status may have been 
included as analysis subjects. These subjects are more 
likely to have elevated HbA1c because of missed medica-
tions, which may affect predictive models. However, it is 
important to identify these people because they are likely 
to experience a recurrence of diabetes. Third, we do 
not know whether the model will apply to other datasets 
because we did not confirm the external validity of the 
model created in this study. The model developed in this 
study can be applied only within the range of the training 
data and cannot predict outcomes with the values that 
fall outside the training data. Moreover, the investigation 
of important predictors revealed by the models could be 

valid only to the populations similar to that of the training 
set (Japanese living in the countryside). To confirm 
external validity, it is necessary to confirm whether similar 
results are obtained in other health check- up facilities.

Given these limitations, the RF model predicted diabetes 
risk with significantly greater accuracy than existing 
models in the present study and identified highly relevant 
predictors. It is possibly beneficial to the medical field by 
utilising the RF method used in this research study. In 
terms of disease prevention, by incorporating the longitu-
dinal data (such as continuous health check- up data) into 
this method, we can possibly predict the disease risk with 
higher accuracy than conventional risk models. In terms 
of disease treatment, we can identify which features of a 
patient are associated with serious outcomes by applying 
all data collected at admission to the RF model and 
comparing the VI on each feature.

However, we do not know whether this methodology 
will produce similar effects for outcomes other than 
HbA1c or from different types of datasets. Therefore, it 
is desirable to identify advantages of the RF method or 
other types of machine learning methods for diabetes or 
other disease prediction, through extrapolation to other 
medical data and validation of the present results.
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