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A B S T R A C T   

Background: Sepsis, a severe infectious disease, carries a high mortality rate. Early detection and 
prompt treatment are crucial for reducing mortality and improving prognosis. The aim of this 
research is to develop a clinical prediction model using machine learning algorithms, leveraging 
complete blood cell (CBC) parameters, to detect sepsis at an early stage. 
Methods: The study involved 572 patients admitted to West China Hospital of Sichuan University 
between July 2020 and September 2021. Among them, 215 were diagnosed with sepsis, while 
357 had local infections. Demographic information was collected, and 57 CBC parameters were 
analyzed to identify potential predictors using techniques such as the Least Absolute Shrinkage 
and Selection Operator (LASSO), Random Forest (RF), Support Vector Machine (SVM), and 
eXtreme Gradient Boosting (XGBoost). The prediction model was built using Logistic Regression 
and evaluated for diagnostic specificity, discrimination, and clinical applicability including 
metrics such as the area under the curve (AUC), calibration curve, clinical impact curve, and 
clinical decision curve. Additionally, the model’s diagnostic performance was assessed on a 
separate validation cohort. Shapley’s additive explanations (SHAP), and breakdown (BD) profiles 
were used to explain the contribution of each variable in predicting the outcome. 
Results: Among all the machine learning methods’ prediction models, the LASSO-based model (λ 
= min) demonstrated the highest diagnostic performance in both the discovery cohort (AUC =
0.9446, P < 0.001) and the validation cohort (AUC = 0.9001, P < 0.001). Furthermore, upon 
local analysis and interpretation of the model, we demonstrated that LY-Z, MO-Z, and PLT-I had 
the most significant impact on the outcome. 
Conclusions: The predictive model based on CBC parameters can be utilized as an effective 
approach for the early detection of sepsis.   
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Strengths of this study  

1. This study is the first to construct a prediction model for early sepsis diagnosis using multiple blood cell parameters, including 
blood cell morphology-related parameters such as CPD and RDW.  

2. The optimal diagnostic model was constructed using multiple machine learning algorithms, and model interpretation was 
performed.  

3. In this study, we deeply excavated the CBC parameters from sepsis and common infection patients within 24 hours of admission, 
effectively identified several important characteristics of sepsis patients and constructed a clinical prediction model. The model 
may be greatly significant to judge the patient’s condition and specify the treatment strategy in time. 

1. Introduction 

Sepsis remains a significant global public health threat, affecting over 30 million individuals annually. Tragically, 5 million people 
succumb to the disease or suffer lasting complications [1]. Prompt and accurate diagnosis is crucial for effective treatment and 
improved outcomes. However, the complexity and diversity of sepsis-related complications presents obstacles in the diagnostic process 
[2]. 

According to the Third International Consensus Definitions for Sepsis and Septic Shock, sepsis is defined as life-threatening organ 
dysfunction resulting from a dysregulated host response to infection. A Sequential [Sepsis-related] Organ Failure Assessment (SOFA) 
score of ≥2 is recommended for diagnosis [3]. However, due to the complexity of SOFA scoring, researchers have sought simpler, more 
direct markers associated with sepsis [4]. Thus far, in addition to the significance of procalcitonin [5], different neutrophil subsets have 
shown the ability to discriminate sepsis [6]. Certain cytokines, such as interleukin-1 receptor2 (IL-1R2), have been used to differentiate 
Gram-positive and Gram-negative bacterial infections [7]. 

Complete blood cell count (CBC) serves as the most common indicator for early suspicion of sepsis in clinical practice. Peripheral 
white blood cell (WBC) count and absolute neutrophil count have repeatedly proven valuable in the diagnosis and prognosis of sepsis 
[8-10]. In recent years, with advancements in CBC analyzers, an increasing number of blood cell parameters have presented good 
predictive value for sepsis. For instance, the monocyte distribution width (MDW) reported by the DxH 900 (Beckman Coulter Inc., 
USA) has been established as a screening tool for early identification of septic patients in large observational studies [11,12]. Addi
tionally, cell population data (CPD) parameters reported by the XN analyzer (Sysmex Inc., Japan), which reflect the size and internal 
structure of leukocytes, also serve as good discriminators of sepsis [13,14]. 

Although numerous studies have shown the predictive value of CBC parameters in sepsis, the parameters related to blood cell 
morphogenesis based on cell size and particle complexity have not been fully explored and utilized. In this study, we aim to develop a 
sepsis predictive model based on CBC parameters, providing a laboratory foundation for early and accurate sepsis diagnosis. 

2. Methods 

2.1. Study population and variables collection 

In the derivation cohort, we included 215 septic patients and 357 patients diagnosed with local infections who were admitted to 
West China Hospital of Sichuan University between July 2020 and September 2021. Demographic information, such as age, gender, 
primary infection sites, and blood culture positivity rate, was collected from the Hospital Information System. Furthermore, within 24 
hours of admission, CBC parameters were gathered using the Sysmex-XN series (Sysmex, Japan) through the Laboratory Information 
Management System. 

The inclusion criteria for the sepsis group were based on “The Third International Consensus Definitions for Sepsis and Septic 
Shock” (sepsis 3.0). The local infection group included patients with conditions such as pneumonia, acute appendicitis, cholangitis, 
urinary tract infection, skin infection, wound infection, and suppurative otitis media. Exclusion criteria comprised patients who died 
within 24 hours of enrollment, those who had used immunosuppressants or chemotherapy drugs within the last 3 months, and in
dividuals with autoimmune diseases, malignant tumors, viral hepatitis, HIV infection, or tuberculosis. 

Subsequently, we verified the diagnostic efficacy of the model in a separate cohort of 561 patients admitted to the emergency 
department at West China Hospital of Sichuan University between November 2021 and April 2024. Each patient displayed fever and 
exhibited symptoms of infection as observed clinically, through imaging tests, or laboratory findings. CBC data were collected within 
24 hours of admission. After applying the aforementioned inclusion and exclusion criteria, the validation group comprised 207 in
dividuals with sepsis and 354 patients with localized infections. 

All procedures conducted in this study adhered to the principles of the Declaration of Helsinki and received approval from the 
Ethics Committee of West China Hospital (No. 2020-641). 

2.2. Machine learning algorithm 

Lasso regression (LASSO) is a technique employed to address overfitting and reduce the complexity of a linear regression model 
[15]. It is also valuable for selecting important characteristic variables. Regularization, a common technique in machine learning and 
statistical modeling, serves to mitigate the issue of overfitting in linear regression. 

Random forest (RF) is an algorithm rooted in decision trees [16]. It trains decision trees on different samples and feature subsets, 
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Table 1 
The clinical characteristic and baseline of the complete blood cell parameters.  

Group Derivation cohort(n = 572) Validation cohort (n = 561) 

sepsis(n = 215) local infection(n = 357) sepsis(n = 207) local infection(n = 354) 

age 56(43–70) 51(36–68)* 61(51–72) 53(35–68)* 
sex(M/F) 138/77 190/167* 127/80 198/156* 
primary infection sites, n(%)    / 
respiratory infection 97(45.1 %) 231(64.7 %) / / 
abdominal infection 81(37.7 %) 79(22.1 %) / / 
skin infection 6(2.7 %) 9(2.5 %) / / 
urinary tract infection 24(11.2 %) 18(5.1 %) / / 
others 7(3.3 %) 20(5.6 %) / / 
blood culture positive rate, n(%) 121(56.3 %) / / / 
complete blood cell parameters 
WBC(10^9/L) 8.88(6.04–12.65) 9.13(6.85–12.96) 9.5(6.65–13.27) 7.95(5.768–11.158)* 
RBC(10^12/L) 3.26(2.73–3.99) 3.96(3.07–4.77)* 3.07(2.57–3.635) 4.16(3.605–4.63)* 
HGB(g/L) 99(85–121) 112(91–133)* 89(75.5–104) 124(106–138)* 
HCT(%) 31.2(27.0–37.8) 35.4(28.5–40.0)* 28.1(24.2–32.75) 38.4(33–42.77)* 
MCV(fL) 96(92–102) 92(87–96)* 93.1(89.7–97.3) 91.9(88.53–95.38) 
MCH(pg) 30.7(29.0–32.1) 30.2(28.3–31.4)* 29.4(28.5–30.7) 30.2(28.9–31.3)* 
MCHC(g/L) 317(305–330) 323(313–333)* 316(306–326) 326.5(318–335)* 
PLT(10^9/L) 137(80–223) 191(135–263)* 168(103–258) 229(175–297.8)* 
RDW-SD(fL) 52.1(47.0–60.3) 46.4(42.3–53.3)* 49.7(45.7–55.45) 44.4(41.7–47.8)* 
RDW-CV(%) 15.0(13.7–17.2) 14.2(13.0–16.3)* 14.6(13.6–16.9) 13.2(12.5–14.57)* 
PDW(fL) 14.3(13.3–17.6) 13.5(11.3–15.0)* 14.8(12–17.2) 12.15(10.5–13.8)* 
MPV(fL) 11.7(11.2–12.9) 11.2(10.1–11.9)* 11.8(10.7–12.9) 10.6(9.8–11.5)* 
P-LCR(%) 37.9(33.8–47.6) 33.8(26.4–39.9)* 38.9(30–47.45) 29.6(23.12–36.4)* 
PCT(%) 0.21(0.14–0.25) 0.23(0.17–0.27)* 0.23(0.15–0.29) 0.24(0.1925–0.31)* 
NRBC#(10^9/L) 0.01(0–0.02) 0(0–0.01)* 0(0–0.01) 0(0–0) 
NRBC%(%) 0.1(0.0–0.2) 0(0–0.1)* 0(0–0.1) 0(0-0)* 
NEUT#(10^9/L) 7.05(4.69–10.66) 7.31(4.92–10.66) 7.54(5.285–11.5) 5.9(3.652–8.617)* 
LYMPH#(10^9/L) 0.76(0.50–1.21) 1.03(0.65–1.46)* 0.78(0.49–1.255) 1.335(0.9325–1.82)* 
MONO#(10^9/L) 0.48(0.28–0.70) 0.61(0.42–0.84)* 0.51(0.31–0.9) 0.56(0.43–0.83) 
EO#(10^9/L) 0.02(0.00–0.09) 0.04(0.01–0.11)* 0.04(0–0.135) 0.08(0.02–0.17) 
BASO#(10^9/L) 0.02(0.01–0.04) 0.02(0.01–0.04) 0.03(0.01–0.05) 0.03(0.02–0.04) 
NEUT%(%) 83.4(74.6–88.8) 79.7(70.8–86.8)* 84.7(74.9–90) 74(62.85–80.97)* 
LYMPH%(%) 9.0(5.5–15.1) 11.4(6.7–18.3)* 8.5(5.1–13.85) 16.7(10.7–24.5)* 
MONO%(%) 5.7(3.5–8.0) 6.7(5.0–8.7)* 5.9(3.2–9.15) 7.3(6–8.975)* 
EO%(%) 0.3(0.0–0.9) 0.5(0.1–1.5)* 0.5(0–1.5) 1.2(0.3–2.275)* 
BASO%(%) 0.3(0.2–0.4) 0.3(0.2–0.4) 0.2(0.2–0.4) 0.35(0.2–0.5)* 
IG#(10^9/L) 0.08(0.04–0.22) 0.06(0.03–0.15)* 0.1(0.05–0.195) 0.04(0.02–0.07)* 
IG%(%) 1.0(0.5–1.9) 0.7(0.3–1.4)* 1.1(0.7–1.85) 0.5(0.3–0.8)* 
PLT-I(10^9/L) 140(82–221) 195(132–270)* 167(101–260.5) 229(175–297.8)* 
MicroR(%) 1.2(0.6–2.5) 1.3(0.8–3.4)* 1.8(1–2.55) 1.1(0.6–1.9)* 
MacroR(%) 5.3(3.9–9.4) 3.9(3.4–5.3)* 3.8(3.1–6.05) 3.8(3.4–4.375)* 
WBC-N(10^9/L) 8.88(6.09–12.65) 9.04(6.75–12.75) 9.5(6.65–13.27) 7.95(5.843–11.158)* 
BA-N#(10^9/L) 0.02(0.01–0.04) 0.02(0.02–0.04) 0.03(0.01–0.05) 0.03(0.02–0.04) 
BA-N%(%) 0.3(0.2–0.4) 0.3(0.2–0.4) 0.3(0.2–0.4) 0.4(0.2–0.6)* 
WBC-D(10^9/L) 9.26(6.41–12.78) 9.57(7.05–12.88) 9.45(6.615–13.32) 8.035(5.86–11.08)* 
HFLC#(10^9/L) 0.01(0–0.02) 0.01(0–0.02) 0.02(0.01–0.04) 0.01(0–0.02)* 
HFLC%(%) 0.1(0–0.3) 0.1(0–0.3) 0.2(0.1–0.5) 0.1(0–0.2)* 
BA-D#(10^9/L) 0.04(0.02–0.07) 0.03(0.02–0.04)* 0.03(0.01–0.04) 0.03(0.02–0.04) 
BA-D%(%) 0.4(0.2–0.8) 0.3(0.2–0.5)* 0.3(0.1–0.5) 0.3(0.2–0.6) 
NE-SSC 147.1(144.4–151.5) 153.5(150.4–156.8)* 151.5(146.8–155.8) 154.1(150.8–157.1)* 
NE-SFL 54.0(48.6–58.8) 51.4(48.4–54.6)* 50.9(47.65–54.8) 48.45(46.1–51.58)* 
NE-FSC 86.3(81.8–90.8) 90.0(86.9–93.5)* 86.3(82.7–90.25) 88.9(85.8–91.45)* 
LY-X 83.1(81.0–84.5) 81.6(79.8–83.2)* 82.7(80.6–84.3) 81.35(78.92–83.1)* 
LY-Y 67.9(63.6–72.3) 70.0(66.7–73.2)* 69.4(65.15–75.1) 68.6(65.6–72) 
LY-Z 60.6(58.0–63.1) 57.4(55.7–59.0)* 59.1(57.55–60.85) 58.5(57.4–59.4)* 
MO-X 121.7(118.9–124.3) 121.5(119.7–123.1) 122.6(120.8–124.7) 120.5(118.5–122.4) 
MO-Y 112.8(102.0–121.5) 116.7(111.7–122.9)* 111.7(105.5–118.8) 112.8(107.3–118.5) 
MO-Z 69.0(64.8–73.6) 65.8(62.5–69.4)* 66(63.45–68.9) 66.4(64.6–68.1) 
NE-WX 356(329–381) 307(294–320)* 328(309–349.5) 303(292–314)* 
NE-WY 731(661–796) 641(612–688)* 648(601–718.5) 612(586–638.8)* 
NE-WZ 775(664–874) 618(584–660)* 695(607.5–763) 631.5(577.2–694)* 
LY-WX 523(456–604) 492(445–527)* 513(472–577.5) 486.5(447.2–529.8)* 
LY-WY 992(878–1140) 922(844–1013)* 942(854–1051.5) 889.5(830–951)* 
LY-WZ 707(588–871) 525(489–573)* 581(489–712) 528(439.2–588)* 
MO-WX 280(252–317) 257(241–276)* 264(243–290) 252(236–272)* 
MO-WY 727(603–840) 693(628–765) 700(611.5–793) 691.5(622–758.8) 
MO-WZ 644(573–747) 537(496–583)* 617(518–688.5) 573.5(505–634)* 
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then aggregates the prediction results of each tree through voting or average weighting to derive the final prediction results. 
Support vector machine (SVM) is a boundary-based classification method that filters the most relevant features for the target 

variables [17]. This algorithm conducts variable screening through recursive feature elimination, iteratively removing features with 
the poorest model performance and retraining the model on the remaining features to obtain an optimal feature subset. This enables 
the model to achieve optimal performance on the selected subset. 

eXtreme Gradient Boosting (XGBoost) is a gradient boosting algorithm used to solve classification and regression problems. It is 
based on decision tree models and utilizes a series of optimization strategies such as shrinkage, column subsampling, and row sampling 
to improve the generalization performance of the model. 

2.3. Model explanation 

Machine learning algorithms have demonstrated commendable performance; however, their lack of interpretability has con
strained their applications, mainly attributable to their “black-box” nature. Consequently, enhancing the transparency and inter
pretability of models has become a prerequisite for the widespread adoption of machine-learning solutions. The SHAP (Shapley 
Additive exPlanations) model serves as an algorithm designed to interpret the predicted values of a machine learning model. The 
Breakdown (BD) explanation, on the other hand, constitutes a model-independent explanation method and falls under the category of 
feature attribution methods in local explanation. 

2.4. Statistical analysis 

Data with skewed distributions were presented using medians with quartiles (P25, P75), and Wilcoxon’s tests were employed to 
compare groups. The R software (version 4.3.1) was utilized to implement machine learning algorithms. Candidate variables were 
screened using a machine learning algorithm to construct the regression model. The R packages used included “e1071”, “glmnet”, 
“pROC”, “randomForest”, “xgboost”, “shapviz” and “ibreakdown”. The model’s overall performance was assessed using LR chi2, 
Pseudo R2, and P values. Prediction probability accuracy was measured using the Brier score, model differentiation was evaluated 
using the Kendall rank correlation coefficient (tau-a), and the model’s specificity, sensitivity, negative predictive value (NPV), and 
positive predictive value (PPV) were assessed using the confusion matrix. Following a comprehensive evaluation of these indices, the 

Data are described as median with upper and lower quartiles for continuous variables. *compared with the sepsis group, P < 0.05. 

Fig. 1. An interpretable predictive diagnosis model of sepsis based on CBC parameters was constructed and validated by machine learning method.  
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Fig. 2. Machine learning algorithm screening candidate variables. (2A): Trajectory diagram of variable coefficients. (2B): Cross-validation curve. 
The upper Horizontal axis represents the number of variables with non-zero coefficients, the lower Horizontal axis represents the logarithmic value 
of the penalty coefficient λ. The vertical axis represents the mean square error, with two vertical lines indicating λmin and λ1se. (2C): Variables are 
ranked by node purity. The Gini coefficient measures classification quality, while higher IncNodePurity values indicate greater importance. (2D): 
Variables are ranked by root mean square error at the split node. The impact of a feature is measured by (% IncMSE), which evaluates the increase in 
MSE after the feature is removed from the complete model. Higher (% IncMSE) values indicate more significant features. (2E): This graph shows 
how the number of features used for prediction affects the generalization error rate. The lowest error rate and highest accuracy are achieved when 
20 characteristic variables are used. (2F): The top 15 variables of importance are ranked here. 
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model demonstrating the best performance was selected as the final diagnostic model. 

3. Results 

3.1. Patient characteristics 

A total of 572 patients were included in the derivation cohort, among whom 215 patients were diagnosed with sepsis and 357 
patients had local infections. The validation cohort consisted of 561 patients, comprising 207 septic patients and 354 patients with 
local infections. Demographic characteristics of all patients were collected, and 57 indicators related to CBC parameters, such as 
hematocyte count, leukocyte classification count, and morphological indicators associated with erythrocytes, platelets, and leuko
cytes, were gathered. A detailed comparison between the two groups is presented in Table 1. 

3.2. Model construction and validation 

The process of research is illustrated in Fig. 1. To select the most suitable variables, LASSO, RF, SVM, and XGBoost methods were 
employed.These machine learning methods are well-suited for handling binary classification and regression problems. Following this, 
a regression model was developed. Differentiation, specificity, and sensitivity of the model were assessed using various indicators. 
Finally, an external verification queue was introduced to evaluate the diagnostic effectiveness of the model. 

The LASSO algorithm analysis resulted in 59 variables (57 CBC parameter,age and gender) being compressed as lambda (λ) 
increased, with unimportant variables compressed to zero (Fig. 2A). Two distinct lambda values were obtained, λ-min and λ-se, for the 
better and more concise models, respectively (Fig. 2B). The λ-min model gave better diagnostic performance with key variables being 
gender, age, PLT-I, NE-FSC, LY-Y, LY-Z, MO-Y, MO-Z, NE-WZ, and MO-WZ. The regression model’s LR chi2 value, Pseudo R2, and P 
value were 442.87, 0.734, and P < 0.0001 respectively. Furthermore, the model offered high AUC at 0.9446 (95 % CI 0.9238–0.9654), 
specificity, sensitivity, NPV and PPV were 94.1 %, 83.3 %, 88.77 %, and 91.01 %, respectively (Table 2). 

The random forest algorithm showed that root mean square error and Gini impurity had similar outcomes (Fig. 2C,D). The top 10 
variables were identified, of which nine were common. The random forest regression model revealed that the unpurified Gini split 
node was more efficient. The regression model had an LR chi2 value of 378.12, Pseudo R2 of 0.659, and P value < 0.0001, with a Brier 
score of 0.099 and tau-a value of 0.39. The AUC was 0.9146 (95 % CI 0.8879–0.9412), with a specificity of 92.7 %, sensitivity of 80.5 
%, NPV of 85.21 %, and PPV of 90.17 % at the best cut-off value (Table 2). 

Following analysis by the Support Vector Machine algorithm with 10-fold cross-validation and recursive feature elimination 
(Fig. 2E), the top 20 optimal variables were ranked (Fig. 2F). The regression model showed an LR chi2 value of 385.09, a Pseudo R2 
value of 0.668, and a P value < 0.0001. The AUC was 0.9132 (95%CI, 0.8851–0.9412). The specificity, sensitivity, NPV, and PPV by 
the optimal cut-off value were 95.00 %, 77.20 %, 86.73 %, and 90.56 %, respectively. 

Based on the variable importance score ranking obtained from the XGBoost algorithm (FIG.SI), features such as LY-Z, MO-Z, and 
PLT-I were identified as key variables. The model’s AUC, NPV, and PPV were 0.9182 (95%CI, 0.8914–0.9449), 86.18 %, and 91.95 % 
respectively. 

After a comprehensive evaluation of the above models, it was found that LASSO (λ = min) regression had the best differential 
diagnostic efficacy. It was further evaluated using independent validation data by comparing the predicted probabilities with clinically 
confirmed diagnoses. The AUC was found to be 0.9001 (95%CI: 0.8739–0.9263, P < 0.001) for distinguishing sepsis from local 
infection (Fig. 3A). When the best cut-off value was selected, the diagnostic specificity, sensitivity, NPV, and PPV of the model were 
found to be 86.70 %, 82.10 %, 84.04 %, and 79.46 % respectively. To further analyze the model, the calibration curve, clinical in
fluence curve, and clinical decision curve of the model were plotted. The calibration curve results showed that the model’s prediction 
probability was in good agreement with the actual probability (Fig. 3B). The clinical impact curve confirmed that when the risk 
threshold was more than 0.6, the predictive probability of the model was almost consistent with the actual occurrence probability of 
the disease (Fig. 3C). The clinical decision curve showed that when the threshold probability was more than 0.025, a better net benefit 

Table 2 
Diagnostic performance evaluation of model constructed by machine learning.   

LR P R2 Brier tau-a AUC Specificity Sensitivity NPV PPV 

lasso1min 442.87 <0.01 0.734 0.08 0.418 0.9446 (0.9238–0.9654) 94.10 % 83.30 % 88.77 % 91.01 % 
lasso1SE 414.35 <0.01 0.702 0.089 0.405 0.9306 (0.9069–0.9542) 89.60 % 84.70 % 86.67 % 89.56 % 
RFIncMSE 376.89 <0.01 0.658 0.099 0.389 0.9138 (0.887–0.9405) 93.30 % 80.00 % 85.25 % 90.70 % 
RFNode 378.12 <0.01 0.659 0.099 0.39 0.9146 (0.8879–0.9412) 92.70 % 80.50 % 85.21 % 90.17 % 
SVM 385.09 <0.01 0.668 0.096 0.388 0.9132 (0.8851–0.9412) 95.00 % 77.20 % 86.73 % 90.56 % 
XGBoost 389.65 <0.01 0.673 0.095 0.393 0.9182 (0.8914–0.9449) 86.80 % 86.50 % 86.18 % 91.95 % 
Validation Cohort           
lasso1min 307.76 <0.01 0.577 0.122 0.373 0.9001 (0.8739–0.9263) 86.70 % 82.10 % 84.04 % 79.46 % 
lasso1SE 308.16 <0.01 0.577 0.121 0.372 0.8986 (0.872–0.9252) 85.90 % 79.70 % 83.81 % 81.46 % 
RFIncMSE 218.89 <0.01 0.441 0.15 0.312 0.8339 (0.7978–0.87) 80.50 % 72.90 % 78.16 % 78.52 % 
RFNode 225.5 <0.01 0.452 0.148 0.313 0.8359 (0.8003–0.8714) 85.90 % 67.60 % 78.92 % 79.08 % 
SVM 289.02 <0.01 0.55 0.128 0.357 0.883 (0.8536–0.9125) 84.70 % 78.30 % 81.38 % 79.29 % 
XGBoost 158.23 <0.01 0.336 0.168 0.267 0.7859 (0.7442–0.8276) 72.90 % 73.40 % 75.81 % 80.31 %  
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rate was achieved by the model (Fig. 3D). 

3.3. Model interpretability 

According to the SHAP analysis, the regression model constructed by LASSO indicated that LY-Z, MO-Z, and PLT-I had the most 
significant impact on individual outcomes (Fig. 3E). The Breakdown (BD) table revealed that the model’s average predicted value for 
all samples was 0.376. Upon adding the LY-Z variable, the predicted value increased to 0.522, from the initial value of 0.375. Sub
sequently, adding MO-Z further increased the predicted value by 0.05 from the previous value, and this process continued until the 
final predicted probability for this sample reached 0.986. This approach facilitated the quantification of predictor variables’ impor
tance in both graphical and numerical terms, illustrating which variables had positive or negative effects (Fig. 3F). 

4. Discussion 

In this study, we constructed a prediction model for early sepsis diagnosis using multiple blood cell parameters. The model 
exhibited good differential diagnostic efficiency, with both the AUC_derivation and AUC_validation exceeding 0.9. This holds sig
nificant implications for assessing patients’ conditions and specifying treatment strategies promptly. Meanwhile, the construction of a 
clinical prediction model based on multi-morphological parameters is reported for the first time, which to some extent deepens our 
understanding of the developmental patterns of blood cells in sepsis. 

Several studies have highlighted complete blood count (CBC) as a valuable predictor of sepsis due to its rapidity and cost- 
effectiveness. Recently, Wong et al. utilized artificial neural networks based on clinical characteristics and CBC parameters to pre
dict sepsis mortality in emergency departments [18]. Classical hematological analyzers were employed to determine cell volume, 
content (conductivity), and granularity (scatter; VCS) parameters [19,20]. Particularly, mean cell volumes of monocytes and neu
trophils were identified as helpful parameters in distinguishing septic patients from healthy controls [21]. Furthermore, morphologic 
parameters could aid in sepsis management by monitoring treatment efficacy. Recent research suggests that MDW can serve as an early 
biomarker for predicting sepsis [22]. This exciting discovery inspires and guides us to focus on blood cell morphological changes in 
sepsis prediction and understand the underlying mechanisms. However, existing studies often concentrate on the diagnostic efficiency 
of a single indicator without conducting a comprehensive analysis of all morphological parameters. To address this issue, in addition to 
conventional CBC parameters such as white blood cell count, platelet count, hemoglobin content, etc., we have innovatively incor
porated the characteristics of particles representing lymphocytes, monocytes, neutrophils, and other white blood cells, including 
nucleic acid content and cell volume size, into the analysis. 

In recent years, machine learning has emerged as a novel tool in the medical field to analyze large amounts of data [23]. Shamim 
et al. constructed an interpretable machine learning model for accurate prediction of ICU sepsis [24]. Lei et al. utilized various machine 
learning algorithms, including LASSO, RF, and XGBoost, to predict the risk of death in patients with septic kidney injury [25]. 
Moreover, Jiang et al. developed predictive models for early prediction of sepsis-associated ARDS using LASSO, Light GBM, RF, and 
SVM [26].These clinical models, aided by algorithms, have demonstrated high predictive value. However, the reliance on traditional 
indicators like PCT and IL-6 is prevalent in most of these models. Unfortunately, not all patients can undergo the medical examinations 
required by these prediction models due to clinicians’ subjective judgment and objective factors like patients’ economic situations. 
This limitation hampers the generalization and application of these models. Daniel et al. developed a prediction model based on CBC 
parameters using an enhanced random forest algorithm, but overlooked the increasingly important CPD-related features [27]. In this 
study, we delve into CBC parameters, including cell population data, aiming to develop a simple and effective clinical prediction model 
for sepsis. 

By integrating multiple machine learning methods, we have constructed a clinical prediction model that effectively distinguishes 
patients with sepsis from those with local infection. Among these methods, LASSO exhibited the best diagnostic performance (AUC =
0.9446). Utilizing LASSO (λ = min), we identified 24 candidate variables, which were further narrowed down to 10 variables through 
multiple logistic regression (gender, age, PLT-I, NE-FSC, LY-Y, LY-Z, MO-Y, MO-Z, NE-WZ, MO-WZ). According to the local inter
pretability model, the three most significant predictive factors were MO-Z, LY-Z, and PLT-I, associated with monocyte, lymphocyte, 
and platelet, respectively. Previous studies have suggested that biomarkers such as MDW and RDW can serve as valuable indicators for 
predicting sepsis. MDW, a parameter reflecting the variability and heterogeneity of monocyte size in peripheral blood, has been shown 
to assist in the early detection of sepsis patients in the emergency department. Interestingly, despite the different analytical 

Fig. 3. ROC curve, calibration curve, clinical impact curve, clinical decision curve, and local interpretation model of the best predictive model 
(LASSOmin). (3A): ROC curve, diagnostic specificity, and sensitivity under the best cutoff value. (3B): The calibration curve compares predicted and 
actual probabilities. The diagonal dotted line shows the ideal scenario. “Bias-corrected” refers to self-weightlifting sampling. (3C): Clinical impact 
curve: the x-axis represents the high-risk threshold, while the y-axis represents the number of risks in thousands of people. The predicted number of 
final events is displayed by the red curve of the model, while the actual number of risks is shown by the blue dotted line. (3D): The clinical decision 
curve is a graph that shows the benefits of various interventions. It measures the probability of success against the net benefit. The DCA curve 
indicates that the model is profitable when the threshold probability exceeds 0.025. (3E): Shaply additive interpretation (SHAP) calculates the 
average contribution of each variable by calculating all possible permutations between variables. (3F): Local interpretation’s characteristic attri
bution analyzes differences between specific observations’ predicted values and the model’s average predicted values and how these differences are 
allocated to predictive variables. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of 
this article.) 
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instruments used in this study, MO-Z, which reflects the heterogeneity of monocyte size, was also identified as a key variable. 
Furthermore, our interpretative algorithm indicates that LY-Z has a higher priority in the variable importance hierarchy than MO-Z, 
suggesting a potential importance of lymphocytes in biological processes and the development of diseases. When exploring the in
fluence of LY-Z further, we have noticed its heterogeneity, which may reflect the functional status and diversity of responses within the 
lymphocyte population. This heterogeneity may indicate different levels of activation, immune reactions, and even prognostic markers 
for certain diseases. The discovery of greater heterogeneity in lymphocyte volume assigned a higher priority is not only novel but also 
potentially transformative. It opens up new avenues for research, allowing us to gain a deeper understanding of the mechanisms of 
lymphocyte function and dysfunction. Recently, related studies have demonstrated that T lymphocytes exhibit different morphological 
changes following exposure to various bacterial determinants, providing further support for our findings [28,29]. Additionally, 
platelets play a vital role in immune response, pathogen clearance, tissue repair, hemostasis, and thrombosis. Platelet-related pa
rameters have proven useful in predicting the prognosis and mortality of sepsis [30]. 

Regarding CPD, the X-axis parameters related to internal complexity include NE-SSC, LY-X, MO-X, NE-WX, LY-WX, and MO-WX. 
The Y-axis indexes related to nucleic acid content include NE-SFL, LY-Y, MO-Y, NE-WY, LY-WY, and MO-WY. CPD provides quanti
tative information on the morphological and functional characteristics of neutrophils, monocytes, and lymphocytes, allowing for a 
detailed study of cellular morphological changes. Any pathophysiological changes that alter the morphology of leukocytes may in
fluence CPD values, reflecting the morphological changes of cells in response to infection and inflammation. Moreover, a risk strat
ification scale, known as the neutrophils and monocytes (NEMO) scoring, based on CPD parameters, can be used to rapidly and reliably 
identify sepsis [13]. Furthermore, researchers have demonstrated that NE-SFL and MO-X significantly increased in patients with septic 
shock and exhibited good diagnostic efficacy (AUC, 0.75 and 0.72, respectively) [14]. we believe our study comprehensively utilizes 
CPD parameters to predict sepsis early. 

However, this study still has several limitations. First, patients with autoimmune diseases, malignant tumors, viral hepatitis, and 
HIV infection were excluded due to potential immune dysfunction that could affect the characteristics of peripheral hemogram in these 
patients. Therefore, the prediction model is unsuitable for estimating the sepsis probability in these specific patients. Secondly, 
comorbidities, disease severity scores, and other clinical data were not fully accounted for, which limited our ability to conduct more 
detailed statistical analysis to a certain extent. Additionally, multi-center validation with larger sample sizes would increase the 
model’s credibility. 

5. Conclusions 

Our team has successfully developed a sepsis prediction model using advanced machine learning algorithms. The model is based on 
10 distinct CBC variables and has demonstrated a significant potential for early sepsis detection. This innovative approach has the 
potential to significantly improve patient outcomes by allowing for timely intervention and treatment. Further research is required to 
validate the model’s efficacy, but the preliminary results are promising. Our findings represent a significant advancement in the field of 
sepsis detection and underscore the potential for machine learning to revolutionize healthcare. 
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