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We challenge the dominant technology-centric narrative around clinical AI. To realise the true potential of the technology, clinicians must be empowered to take a 

whole-system perspective and assess the suitability of AI-supported tasks for their specific complex clinical setting. Key factors include the AI’s capacity to augment 

human capabilities, evidence of clinical safety beyond general performance metrics and equitable clinical decision-making by the human–AI team. Proactively 

addressing these issues could pave the way for an accountable clinical buy-in and a trustworthy deployment of the technology. 
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A team from a healthcare software company walks into a hospital.

heir goal is to promote their latest AI-based decision support system

or recognising deteriorating patients. The pitch, delivered by a sales

fficer, a clinician and an IT specialist, centres on the AI’s impressive

erformance, regulatory approval and in-use evidence. Researchers at

he company and partnering academic institutions have published peer-

eviewed papers demonstrating the AI system’s performance matching

r exceeding that of human clinicians. The relevant regulatory approval

as been obtained. More assuringly, the system has already been de-

loyed in other hospitals. Early adopters are offered a significant first-

ear discount, with flexible cancellation options. To further assure the

ospital, the pathways supported by the AI system remain clinically led,

ith clinicians making the final decision. Given the current pressures on

n overstretched workforce, a key short-term benefit is the AI system’s

otential to reduce backlogs and long waiting lists, many of which were

xacerbated by the COVID-19 pandemic. 

On the face of it, this seems like an offer that the hospital cannot

efuse! 

The scenario is hypothetical, but probably not far from real situations

hat many clinicians and healthcare providers will have experienced in

ecent times with the extraordinary advancements in AI technologies. 1 , 2 

owever, despite the appeal of addressing some of the most pressing

oncerns, such as escalation of care and reducing backlogs, this scenario

s an oversimplification and a technology-centric view of clinical prac-

ice and patient experience. While many AI systems perform well (ie

ith high accuracy) in retrospective evaluations, 3 , 4 few have been em-

loyed successfully in clinical practice, and the existing evidence base
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s weak. 5 , 6 Arguably, this problem of ‘the last mile’, 7 ie, of making the

ransition from AI development and testing into clinical practice, arises

ecause clinical systems are complex socio-technical systems with in-

erent variability and uncertainty. 8 This disconnect illustrates a funda-

ental point: healthcare providers and clinicians must be empowered to

sk the right questions about the AI’s role within the wider clinical sys-

em, rather than allowing software development companies (SDCs) to

ictate these questions without sufficient clinical oversight, which risks

howcasing AI in isolation. Recent standards, such as BS 30440, which

roposes an auditable validation framework for healthcare AI, represent

elpful efforts to enable clinicians and healthcare providers to request

eaningful assurance from AI developers. 9 

Here, we advocate a shift in the narrative from technology-centric

uestions to those that highlight the urgency of taking a systems per-

pective of how AI-based clinical systems could be safely and meaning-

ully used. We illustrate this shift through the three example questions

isted in Table 1 . We explore these questions in the rest of the article. 

rom substitution to augmentation 

AI holds immense potential to revolutionise healthcare. However,

urrent applications of AI in healthcare often reflect an unnecessarily

arrow design approach based on the metaphor of substitution. From

his perspective, AI is seen as a direct replacement for people, and the

esign challenge is to create AI algorithms that are better at doing

omething which was previously done by a person. Examples include

lgorithms that analyse mammograms for breast cancer, differentiate

OVID-19 from pneumonia in chest X-rays, identify cardiac arrest from

mergency calls, or large language models that sit medical exams. 10–13 
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Table 1 

From technology centric to systems perspective questions. 

Technology centric Systems perspective 

How can AI substitute for humans? How can AI augment human performance? 

How can we be confident that an AI is safe? How can we be confident that the use of AI is safe? 

How can we put a human in the loop to ensure that AI decisions are safe? How can a human/AI team make decisions safely? 

 

e  

t  

t  

T  

r

 

a  

i  

h  

t

 

p  

h  

e  

s  

t  

o  

r

 

r  

l  

d  

t  

i  

d  

t

 

b  

a  

s  

a  

t  

t  

f  

u  

p

F

 

w  

t  

t

H  

i  

t  

i  

i

 

e  

f  

a  

i  

t  

s

 

t

 

e  

i  

m  

o  

c

 

t  

a  

c  

s  

v  

s  

t  

c

 

t  

A  

o  

w  

t  

t  
This technology-centric approach focuses on whether AI can equal or

ven surpass human performance in narrowly defined tasks. Evaluations

ypically look retrospectively at algorithmic accuracy, with few prospec-

ive studies examining AI embedded in real-world healthcare systems.

he current evidence base raises concerns, as positive results from ret-

ospective evaluations often fail to translate to real-world settings. 14 

Therefore, we propose reframing the design problem by employing

lternative metaphors based on a systems perspective. 15 Instead of ask-

ng if AI can replace human tasks, we should consider how it can augment

uman capabilities, leading to a transformative improvement in overall

ask performance. 16 

The augmentation metaphor for healthcare AI holds significant

romise. It leverages a systems perspective, which begins by analysing

uman work: people’s capabilities and needs, the tasks involved, the

xisting tools and technologies, the physical workspace, and the organi-

ational and external environments. We then identify challenges within

hese tasks and how people overcome them. This analysis can reveal

pportunities for AI to augment task performance, rather than simply

eplicating and replacing human actions. 

Box 1 provides an illustrative example of an AI tool designed to

ecognise cardiac arrest calls. Using the augmentation metaphor and

ooking at the challenges that people experience in their work, we can

evelop a range of alternative design options. These could include tools

hat enhance the intelligibility of unclear speech or improve audio qual-

ty from mobile phone calls. Such AI support would empower call han-

lers to manage calls more effectively, without replicating their existing

asks entirely. 

In the deteriorating patient example, this leads to a question of where

est to sit the AI in care processes. An algorithm that performs well

gainst humans on electronic data may lead to suggestions that it can

ubstitute for human judgement – but in the real world, the human has

ccess to data, such as the ‘end of the bed’ or ‘eyeball’ test, 17 which

he algorithm does not. By allowing people and AI to collaborate effec-

ively, leveraging the augmentation metaphor, we can shift the focus

rom technology-centric substitution to a human-centred approach that

tilises AI to empower healthcare professionals and ultimately improves

atient care and staff wellbeing. 

Design example: supporting ambulance service call handlers 
in the recognition of cardiac arrest calls 
Out-of-hospital cardiac arrest (OHCA) is a major healthcare chal- 
lenge, with low survival rates. Early detection by ambulance ser- 
vice call handlers is critical for timely intervention. Despite its 
importance, studies and audits show that call handlers miss more 
than 25% of OHCA cases. 

Current AI design approach ( s ubstitution): 
Existing AI for OHCA detection employs a substitution metaphor, 
aiming to replicate the task of call handers. While these AI systems 
might achieve high accuracy in retrospective evaluations, overall 
task performance hasn’t demonstrably improved in real-world set- 
tings. 18 

Augmentation design metaphor: 
An alternative approach could focus on designing AI that aims to 
augment the work of call handlers by focusing on what call han- 
dlers find challenging in the recognition of cardiac arrest calls. 
n  

2

This leverages AI to address specific challenges faced by call han- 
dlers, such as: 
• unclear speech: AI can improve the intelligibility of slurred or 

difficult-to-understand speech from callers with speech imped- 
iments or callers who are in distress 

• poor audio quality: AI can enhance audio quality from mobile 
phone calls with poor reception, allowing for clearer commu- 
nication. 

By addressing these challenges, AI can empower call handlers to 
more effectively manage calls and potentially improve patient out- 
comes during suspected OHCA events. 

rom safe technology to safe use of technology 

The ethical principle of non-maleficence in clinical practice, along

ith related slogans like ‘safety first’ or ‘safety is paramount’, drives

he clinical safety narrative in healthcare. 20 , 21 Clinical AI is no excep-

ion. The technology must not cause unnecessary harm to patients. 22 

owever, portraying safety as an inherent property of the technology

tself is misleading. AI, like other health software, is merely a collec-

ion of 0s and 1s. AI safety becomes relevant only when the technology

s integrated into the complexities of clinical settings, characterised by

nherent uncertainties and constant change. 

A major criticism of systems like the deteriorating patient AI in our

xample is that existing non-AI systems are already capable of identi-

ying many deteriorating patients, but that this does not always trigger

n escalation of treatment. 19 An AI with improved metrics at identify-

ng deterioration may not therefore result in improved or safer care if

he rate-limiting step is on the different limb of taking action. A whole-

ystems approach will ensure that we are solving the right problem. 23 

The transition from lab to bedside exposes several safety misconcep-

ions. 24 

Confusing performance with safety is a classic one. While strong, or

ven superior, AI model performance is necessary for safe clinical use,

t is not sufficient. Reporting only overall AI performance metrics can

ask critical edge cases. 25 These edge cases, eg involving comorbidities

r underserved groups typically underrepresented in AI training data,

an expose patients to unacceptable physical and psychological harm. 26 

Another challenge is performance drift. AI models can degrade over

ime due to changes in patient demographics or pathologies, or vari-

tions across deployment sites. For AI tasks with broad clinical appli-

ations, personalised outputs adapting to inevitable clinical variability

hould be expected of ‘intelligent’ agents capable of functioning in di-

erse environments, a hallmark of resilient healthcare systems. For in-

tance, an AI system for out-of-hospital cardiac arrest detection that fails

o generalise across different accents might misclassify cases or hinder

all handlers in making crucial decisions. 

Safety of clinical AI can also be viewed, albeit in a blurry way,

hrough the lens of medical device regulations. 27 A CE marking for an

I system does not guarantee safety. Like other devices, safety depends

n the system’s actual use and its integration into the actual clinical

orkflow. Safe deployment also hinges on the buy-in and readiness of

he clinical, organisational and technological setting for AI’s often dis-

ributive nature. This is a longstanding challenge. The ‘type’ approval

ature of current medical device regulations for AI does not adequately
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ddress the fluid nature of this software technology. The AI model itself

ight be subject to retraining. 

Finally, the false sense of agency in AI models can interfere with

linical decision making in unpredictable ways. Consider the common

endency to discuss what AI ‘thinks’ about a particular case. The risk

f overestimating AI capabilities is potentially underestimated. It may

ead to scope creep, where AI medical devices approved for screening or

riaging are used for diagnosis, potentially violating their intended pur-

ose and conditions of use. To address this, we need to strike the right

alance between regulating AI devices and regulating their use. In the

K, the Medicines and Healthcare products Regulatory Agency oversees

he former, while the Care Quality Commission and other health regula-

ors focus on the latter. Collaborative regulatory initiatives are emerging

o bridge the approval gap between these authorities. 28 

rom humans in the loop to human–AI teaming 

Current NHS guidance states that where AI is used, the final deci-

ion must still be taken by a human. 29 Many SDCs therefore add a hu-

an clinician at the end of the decision-making chain, who could end

p soaking up moral responsibility 30 and legal liability 31 for decisions

aken. While this satisfies the guidance, it places the human in a very

wkward position. Either they must check everything at the individual

evel, reproducing much of the work they would do without an AI and

educing its benefits, or they must give up some of that control, take a

tep back, and allow it to operate at some level on longer-term trust. 31 

ven worse, when something goes wrong, it appears that we will blame

he clinician even if their actions were to stop an AI doing something

on-standard. 32 

This design pattern seems to result from SDCs developing AI tools

n isolation, and then considering the human clinician as a late ‘bolt-

n’ safety addition. As a result, the AI algorithm takes primacy and the

umans occupy the remaining space – the so-called ‘ironies of automa-

ion’ 33 also apply to AI systems. People have likely been doing the job

uccessfully for some time before AI came onto the scene, and may have

ccess to information unavailable to the AI, including the ability to con-

erse with patients and elicit signs, symptoms and thoughts. 34 Other

pproaches may avoid some of these issues. 

Radiology is an area of healthcare that is already embracing AI, and

ome of the patterns here may translate well. The most frequent design

attern here is to support decision making by highlighting areas of in-

erest and suggesting possible diagnoses, but to leave decision making

o the human user. This may translate well to other contexts in terms of

elping clinicians cope with the vast amounts of information now avail-

ble in a modern electronic record system, by surfacing the most rele-

ant data for the decision they are aiming to make. However, the pattern

f ‘decision referral’ is also of interest, whereby an AI automates deci-

ions that can be made with high certainty, and leaves the more complex

nes to human clinicians. 35 Rather than teaming the human and AI, the

I’s responsibilities are bounded by what can be assured to be safe – and

he human occupies the rest of the decision space as they always have;

ecisions made by the AI are not rechecked by a human. While removing

hat were probably the easiest decisions may reduce the workload less

han simple numbers might suggest, this approach gives room for AI to

radually expand as its abilities (and our abilities to assure it) improve.

In our deteriorating patient example, humans are already unavoid-

bly in the loop as it is a system designed only to trigger review. But if

t were taken a step further, for example to diagnose sepsis or recom-

end treatment, then these issues could come into play. Clinicians may

nchor on an AI diagnosis or plan which risks frustration at the least,

nd may result in the discounting of the extra information available to

he clinician but not the AI. 36 

It is important to be clear that human clinicians are generally used to

ccepting risk; 37 the issue is that accepting the risk entails having a de-

ree of understanding and control, 22 and maintaining that understand-

ng and control at an individual patient level likely means reproducing
3

uch of the work that they would have done without AI involvement.

o the correct question to ask is how the whole system can best work for

he benefit of the patient, and to ensure safety of the human–AI team

hether they work in combination, or separately with clearly defined

oles. 

onclusions 

In order to fully realise the potential of healthcare AI and to ensure its

uitability for purpose, we must empower clinicians and decision mak-

rs to see beyond headline-grabbing sales pitches, and to carefully frame

heir questions from a systems perspective to avoid hasty and overly sim-

listic conclusions. Acknowledging the power imbalance between tech-

ology companies, supported by influential policy makers and market

orces, and the overburdened clinical workforce with outdated digital

nd organisational infrastructure is essential. 

We should therefore pose questions that proactively uncover and

eaningfully address the complexities and uncertainties inherent in

ealthcare delivery. This critical systems thinking mindset will advance

 holistic and human-centred approach to AI design and deployment,

nsuring its long-term sustainability. By considering how AI integrates

nto and supports the broader socio-technical system, we can better meet

he actual needs of clinicians and, crucially, their patients. 
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