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	   Abstract: MicroRNAs, a group of short non-coding RNA molecules, could regulate gene expression. 
Many diseases are associated with abnormal expression of miRNAs. Therefore, accurate identification 
of miRNA precursors is necessary. In the past 10 years, experimental methods, comparative genomics 
methods, and artificial intelligence methods have been used to identify pre-miRNAs. However, exper-
imental methods and comparative genomics methods have their disadvantages, such as time-
consuming. In contrast, machine learning-based method is a better choice. Therefore, the review 
summarizes the current advances in pre-miRNA recognition based on computational methods, includ-
ing the construction of benchmark datasets, feature extraction methods, prediction algorithms, and the 
results of the models. And we also provide valid information about the predictors currently available. 
Finally, we give the future perspectives on the identification of pre-miRNAs. The review provides 
scholars with a whole background of pre-miRNA identification by using machine learning methods, 
which can help researchers have a clear understanding of progress of the research in this field. 
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1. INTRODUCTION 

 MicroRNA (miRNA) is an endogenous small non-coding 
RNA that can regulate the expression of other genes [1]. The 
earliest discovered miRNA gene was lin-4 from C. elegant 
[2], but it did not attract the attention of the scientific com-
munity at that time. It was not until the discovery of the se-
cond miRNA (named let-7) in 2000 that miRNAs came into 
everyone's sight [3]. After that, with the publication of a 
large number of papers about miRNAs, the biogenesis pro-
cess of miRNAs was elaborated. In animals, the transcription 
of most miRNAs is mediated by RNA polymerase II (Pol II) 
[4]. Pri-miRNA is generally thousands of nucleotides (nt) 
long sequences with a stem-loop structure inside. The stem-
loop structure in pri-miRNA will be cut by the endonuclease 
Drosha in the nucleus, resulting in a length of about 70nt 
pre-miRNA [5]. The pre-miRNA is then transported into 
the cytoplasm by Exportin V and Ran-GTP cofactor [6, 7]. 
The pre-miRNA is further cleaved by another endonuclease 
Dicer to form a double-stranded RNA (miRNA / miRNA*) 
[8]. Subsequently, one strand of the duplex, denoted  
with an asterisk (*), is normally degraded. The other 
strand is the mature miRNA, which will form an RNA-
induced silencing complex (RISC) with other proteins and 
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perform its regulatory functions by interacting with their 
target mRNAs [9]. The biogenesis of animal miRNA is 
shown in Fig. (1). Therefore, in animals, mature miRNAs are 
single-stranded RNAs with a length of about 22nt, which 
will play the role of translational repression and mRNA 
cleavage. In plants, the biological process of miRNA is very 
different from that of animals. The specific process can be 
seen in [10], and will not be introduced here. 
 MiRNAs play key roles in many biological processes, 
such as growth and development [11-13], cell proliferation 
[14], cell apoptosis [15], cell differentiation [16] and fat me-
tabolism [17]. The abnormal expression of miRNAs has 
been found in many human diseases, particularly in cancer 
[18, 19]. In recent years, miRNA-based cancer treatment and 
drug development have attracted researchers' attention [20-
25]. Therefore, how to accurately identify miRNAs has be-
come a rapidly developing research field. At the beginning, 
the identification of novel miRNA genes was almost always 
achieved by direct cloning of endogenous small RNAs and 
high-throughput sequencing [26, 27]. Those low expression 
miRNAs or highly tissue specific, time-specific miRNAs are 
challenging to identify by experimental means. In this case, 
many methods based on comparative genomics have been 
proposed, like MiRscan [28], miRseeker [29] and MiRAlign 
[30]. The rationale of comparative methods is based on the 
conservation of pre-miRNA-like hairpin secondary struc-
tures in closely related genomes [31]. They could find con-
served pre-miRNAs in closely related species, but many 
novel pre-miRNAs are missed [32]. Besides, the method is 
still time-consuming. 
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Fig. (1). The schematic diagram of miRNA biogenesis. (A higher resolution / colour version of this figure is available in the electronic copy of the 
article). 

 Although some miRNAs have been found, more miR-
NAs are still not discovered. It is obvious that wet-
experiments are expensive and time-consuming for detecting 
miRNA genes. In the post-genomic era, more and more ge-
nomic sequence data were available, which provide an op-
portunity to computational identification of pre-miRNA. 
However, the capability to identify miRNAs is also very 
limited for comparative genomics. Consequently, it is urgent 
to design a powerful predictive computational method to 
discover new pre-miRNAs. Thus, artificial intelligence 
methods have been applied in the field. These artificial intel-
ligence-based methods firstly transfer pre-miRNAs into a 
vector. Then the positive and negative samples are used to 
train the prediction model. Typically, the inputs are features 
of candidate pre-miRNA. The outputs would be 1 or 0 indi-
cating pre-miRNA or not pre-miRNA. Through machine 
learning, a sequence can be easily judged as a pre-miRNA or 
not. Based on the ratio between positive and negative data, 
these predictors can be divided into two types: one is the 
balanced data (or low unbalanced data) based predictors [32-
43] and others are the highly unbalanced data based predic-
tors [31, 44-46]. Moreover, these predictors also can be 
roughly divided into human pre-miRNA predictors [31-35, 
37, 38, 40, 42, 43], plant pre-miRNA predictors [36, 39] and 
multi-species pre-miRNA predictors [41, 44-47] according 
to the species. As early as 2005, Sewer et al. extracted 40 
distinctive ‘markers’ from the hairpin structure and success-
fully predicted new viral miRNAs by using a support vector 
machine (SVM) [48]. In the same year, Xue et al. proposed a 
descriptor that formulates local contiguous structure-
sequence characteristics from pre-miRNAs, and then com-
bined with SVM to construct the triplet-SVM classifier [33]. 
In 2007, Kwang et al. obtained hairpin features and built the 
miPred classifier in conjunction with SVM [32]. At the same 
time, Peng et al. proposed a random forest (RF)-based pre-

diction model called MiPred [34]. Both classifiers can identi-
fy pre-miRNAs. In 2009, based on 29 features extracted by 
Kwang et al. [32], Rukshan et al. used 48 features combined 
with SVM to build a classifier called microPred [31]. Later, 
in 2011, Ping et al. used SVM to construct the classifier 
PlantMiRNAPred [36]. Subsequently, in 2013, to solve the 
sample imbalance, increase the practicality of cross-species 
sequences and reduce computation time, Adamd et al. devel-
oped the HuntMi software [44]. In recent years, great pro-
gress has been made in predicting pre-miRNAs based on 
machine learning algorithms. For large-scale prediction of 
plant pre-miRNAs, Meng et al. proposed miPlantPreMat 
[49]. In 2015, Van et al. proposed a new approach to deal 
with the imbalance of training data in the identification of 
miRNA precursors [50]. They combined a sequence of 
weakened SVM component classifiers with the boosting 
method to construct a prediction model (called miRBoost), 
which has a reliable classification performance and fast run-
ning speed. Meanwhile, Liu et al. considered the correlated 
information in their model, which has a good improvement 
in the identification of human pre-miRNAs [38]. Then, in 
2016, they proposed another feature extraction method based 
on the previous work, called Pseudo distance structure status 
pair composition (PseDPC) [40]. Zou et al. applied BP neu-
ral network to achieve good pre-miRNAs identification on a 
variety of species [41]. Stegmayer et al. used a deepSOM-
based method to achieve clustering, which solved the prob-
lem well [45]. Tav et al. built a web server based on an algo-
rithm called miRNAFold which can help researchers quickly 
predict pre-miRNAs in the genome [47]. At the same time, 
Yao et al. predicted plant pre-miRNA by energy features 
[39]. In 2017, Khan et al. proposed the MicroR-Pred model 
for identifying pre-microRNAs in humans [51]. In 2018, 
Yones et al. designed miRNAss based on semi-supervised 
learning [46]. In 2019, Zheng et al. applied convolutional 
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neural networks to the prediction of pre-miRNA [42]. Fu  
et al. achieved better results in human pre-miRNA prediction 
[43]. All of these studies have yielded exciting results in 
their respective concerns and will greatly assist in further 
accurately identifying miRNAs, which have important im-
plications for miRNAs-related drug development and treat-
ment. 
 To build a pre-miRNAs predictor, the overall process 
required is shown in Fig. (2). Therefore, to help scholars 
have a good understanding of the identification of pre-
miRNAs based on machine learning, this article will elabo-
rate from the following six aspects: (1) Benchmark data gen-
eration; (2) Sample description; (3) Prediction methods; (4) 
Performance evaluation; (5) Published results; (6) Conclu-
sion and perspectives [52-55]. 

2. BENCHMARK DATASETS 

2.1. Published MiRNAs-Related Databases 

 A database is a collection of data stored together in a way 
that can be shared with multiple users. The database maintain-
er can perform operations such as adding, querying, updating, 
and deleting data in the database. Users can query regarding 
data and perform data download operations in the database. 
With the massive accumulation of biological data, it is very 
troublesome to find all data in a particular field from literature. 
Therefore, more and more databases have been developed to 
facilitate researchers to query data [56-60]. Some of these da-
tabases are specifically developed to store miRNA sequence 
information [61-63]. Here, we will give a brief introduction to 
these miRNA sequence databases. 
 The microRNA Registry database [61] is a database for 
storing miRNA information. In the early days, some data on 
miRNA-related work are derived from this database [49, 50].  

 The miRbase [62] sequence database is a comprehensive 
database that provides information on published miRNA 
sequence data, annotations, predicted gene targets, etc. It 
provides a convenient online query service that allows users 
to search for known miRNA and target information online 
using keywords or sequences. It is the most widely used da-
tabase today. 
 The plant microRNA database (PMRD) [63] was a data-
base of plant microRNAs. The database attempts to integrate 
large amounts of data on plant microRNAs. Although many 
of its functions are not available today, we can still find 
some plant miRNA and its target gene sequence data.  
 Besides, some miRNA-related databases, such as: 
miRTarBase [64] and starBase [65], have also been devel-
oped. These databases can be obtained by the URLs in Table 
1. 

2.2. Published Benchmark Datasets 

 A benchmark dataset is a collection of data after pro-
cessing constructed by researchers for different purposes. 
The data of the benchmark data set may come directly from 
the relevant database or from the latest published papers 
where the data have not been included in the databases. Even 
some researchers perform experiments by themselves to ob-
tain the corresponding data for constructing an objective and 
strict benchmark dataset. Constructing a useful benchmark 
dataset is very important because it will significantly affect 
the performance of the predictor. In most of the existing pre-
miRNAs identification work, the researchers obtained exper-
imentally validated pre-miRNAs from a published database 
and then constructed a positive sample after slight pro-
cessing. However, so far there is no golden rule for con-
structing negative samples. A classical method for construct-

 
Fig. (2). The flow diagram for the pre-miRNA identification. (A higher resolution / colour version of this figure is available in the electronic copy 
of the article). 
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ing pre-miRNA and pseudo pre-miRNA benchmark datasets 
was proposed by Xue et al. [33]. They downloaded 207 pre-
miRNAs in Homo sapiens from the miRNA registry data-
base, and then removed those sequences with multiple loops 
in the secondary structure, resulting in 193 positive samples. 
The negative samples were extracted from the protein coding 
sequences (CDSs). Finally, they got 8494 pseudo pre-
miRNAs as negative samples. The negative samples con-
structed by Xue et al. were used in subsequent works [31, 
32, 34, 38, 40, 51], although the positive samples were dif-
ferent. Moreover, Rukshan et al. believe that a pre-miRNA 
classifier must not only be able to distinguish between real 
pre-miRNAs and pseudo-pre-miRNAs but also have the ca-
pability to identify pre-miRNAs from other ncRNAs. There-
fore, their negative samples contain Xue's negative samples 
and some human other ncRNAs [31]. In machine learning-
based pre-miRNA identification works, a good negative 
sample dataset is very similar to the positive sample dataset, 
because the predictor based on such data will have a useful 
generalization capability. Just like the criteria proposed by 
Xue et al., the fundamental purpose is to make the obtained 
pseudo pre-miRNAs more similar to real pre-miRNAs. But 
Zou et al. believed that negative samples obtained by means 
of the criterion filtering are not sufficiently similar to posi-
tive samples, therefore, they designed a workflow to obtain 
high quality negative samples [37]. James et al. also present-
ed a framework to improve miRNA prediction in non-human 
genomes [66]. In order to avoid the problem derived from 
constructing negative samples, Stegmayer et al. used a clus-
ter-based approach to achieve pre-miRNA identification 
[45]. Unlike traditional binary classifiers, which need to con-
struct positive and negative samples, they only have to con-
struct a positive dataset and get some unlabeled sequences. 
In addition to some of the above datasets, there are some 
other datasets that were constructed for different purposes. 
Some datasets constructed by previous works are given in 
Table 2. 

 The benchmark dataset is the fundamental of a prediction 
model. If a benchmark dataset is of poor quality, the predic-
tors built on such a dataset will not have good results when 
tested, even lead to bias results. Therefore, researchers are 
very concerned about the construction of benchmark da-
tasets. Generally, the construction of positive samples is very 
simple, but constructing negative samples is difficult because 
there are few or even no experimental-confirmed negative 
data. In pre-miRNA prediction, some methods have been 

proposed for constructing negative samples. Other works use 
labeled and unlabeled data instead of positive and negative 
samples, which is a remarkable improvement because it 
avoids problems false positives in negative sample dataset. It 
is important to construct a more objective and strict negative 
dataset. 

3. FEATURE EXTRACTION 

 Formulating samples with a vector is a key step for clas-
sification [67-83]. It is well known that a pre-miRNA se-
quence is a string of characters consisting of A, U, C, and G, 
which cannot be directly calculated via computer. Therefore, 
we need to use the feature extraction method to transform the 
string into a vector that can be computed via computer. The 
obtained feature vector should reflect the original nature of 
the sequence as more as possible. In the pre-miRNA identifi-
cation works, the extracted features can be classified into the 
following three aspects: (1) sequence-structure-based fea-
tures; (2) primary-sequence-based features; (3) physics struc-
ture-based features. Here we will introduce these features 
and the methods. 

3.1. Sequence-Structure Based Features 

 Sequence-structure based features consider their second-
ary structure information (i.e. the pairing of each nucleo-
base). The secondary structure of RNA is usually available 
through off-the-shelf prediction tools, such as RNAfold [84, 
85]. 

3.1.1. The Triplet Structure-Sequence Elements 

 Since the distribution of local contiguous subsequences 
of real pre-miRNAs was observed to be different from pseu-
do pre-miRNAs, this property is proposed to recognize real 
pre-miRNAs [33]. In the secondary structure predicted by 
RNAfold, only two types of nucleotides, namely paired or 
unpaired occur. The paired nucleotides are replaced by 
brackets (“(” or “)”), and the unpaired nucleotides are re-
placed by points (“.”). The difference between the left and 
right brackets is not distinguished. Therefore, when consid-
ering the pairing of any 3 consecutive nucleotides, there are 
2×2×2 = 8 combinations. In addition, when considering 
the middle of the three nucleotides, a total of 4 × 8 = 32 
possible structure-sequence combinations will be obtained. 
Therefore, an RNA sequence can be converted to a 32-
dimensional vector by calculating the frequencies of the 32 
components. 

Table 1. URLs for miRNA-related databases. 

Database URL References 

miRBase http://www.mirbase.org/ [62] 

PMRD http://bioinformatics.cau.edu.cn/PMRD/ [63] 

The microRNA Registry http://www.sanger.ac.uk/Software/Rfam/mirna/ [61] 

miRTarBase http://mirtarbase.mbc.nctu.edu.tw/php/index.php [64] 

starBase http://starbase.sysu.edu.cn/ [65] 
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Table 2. Published benchmark datasets. 

Dataset Positive Negative Species 

D1 [33] 193 8494 H. sapiens 

D2 [34] 426 8494 H. sapiens 

D3 [32] 323 8494 H. sapiens  

D4 [31] 691 9248 H. sapiens 

D5 [36] 1906 2122 Plants 

D6 [44] 

1406 81228 H. sapiens 

231 28359 A. thaliana 

7053 218154 Animals 

2172 114929 Plants 

237 839 Virus 

691 9248 From D4 

D7 [37] 16520 14661 Not detailed 

D8 [38] 1612 8489 H. sapiens 

D9 [45] 

1406 81228 H. sapiens 

231 28359 A. thaliana 

7053 218154 Animals 

2172 114929 Plants 

D10 [39] 3044 5186 Plants 

 

3.1.2. Pseudo Structure Status Composition (PseSSC) 

 Stimulated by the PseAAC [86-89] in computational pro-
teomics [90, 91] and PseKNC [92-94] in computational ge-
nomics, Liu et al. proposed the pseudo structure status com-
position (PseSSC) [38] to increase the prediction perfor-
mance. The core idea of PseSSC can be explained in two 
parts. First, the frequency of n adjacent status is calculated to 
reflect the short-range correlation information of the se-
quence. Then the global structure-order information generat-
ed by the interaction between status pairs is captured through 
embedding a series of correlation factors. The details can be 
found from [38]. 

3.1.3. Pseudo Distance Structure Status Pair Composition 
(PseDPC) 

 In order to capture the distance-related structure status 
information for the RNA sequence, Liu et al. introduced a 
new concept called “distance structure status pair” or just 
“distance-pair” [40]. The main idea of PseDPC is similar to 
PseSSC. The difference between the two is that when calcu-
lating the frequency of status, PseDPC takes the frequency of 
two non-adjacent state sites into account, while PseSSC con-
siders the frequency of occurrence of the n adjacent status 
site. Details about the method can be obtained from [40]. 

3.2. Primary-Sequence Based Features 

 Primary-sequence based features are those obtained di-
rectly from the primary sequence without regard to the pair-
ing of each nucleobase. 

3.2.1. K-mer Sequence Component 

 The K-mer sequence component has achieved great suc-
cess in representing RNA sequences, and it has been applied 
to lots of work of pre-miRNA identification [32, 37, 41, 51, 
95] and other bioinformatics prediction. For a given se-
quence R, nucleotide frequencies %  !!!!⋯ !! are comput-
ed, where !!!!⋯ !! represents any adjacent k nucleobases 
in R, and !! ∈ A,U, C,G (! = 1,2,⋯ , !). Therefore, we will 
get 4k possible combinations in total. By calculating the fre-
quency of each combination in R, we can get a 4k-
dimensional vector. The most important point of using the 
K-mer method is to determine the value of k. If the value of k 
is too large, then the resulting feature vector dimension will 
be too high, which will cause a high dimensional disaster and 
thus reduce the predictive performance of the model [95]. 
Therefore, the maximum value of k is set 6 in most of cases. 

3.2.2. One-Hot Encoding 

 One-hot encoding is a feature extraction method widely 
used in the field of deep learning. An RNA sequence can 
consist of four different bases: A, U, C, and G. Through one-
hot encoding, each base in the RNA sequence can be repre-
sented by a 4-dimensional vector, such as A: [1,0,0,0], U: 
[0,1,0,0], C [0,0,1,0], G [0,0,0,1]. In this way, an RNA of 
length L can be represented by a 4×L-dimensional matrix. 

3.2.3. Primary Sequence Features Based on Mutual Infor-
mation (PSFMI) 

 PSFMI is a method proposed by Fu et al. for extracting 
sequence information between bases [43]. In pre-miRNAs, 
the continuous subsequence of length n can be represented 
by n-grams. When n = 2, four bases can produce ten differ-
ent combinations without considering the order of the two 
bases. Therefore, by calculating the interdependence be-
tween two bases on a given pre-miRNA sequence, 10-
dimensional features about mutual information (MI) can be 
obtained.  
 The pre-miRNA structural information predicted by 
RNAfold software from sequences can be used as features 
by machine-learning algorithms. Therefore, Fu et al. pro-
posed SSFMI (secondary structure features based on mutual 
information), which only had a slight modification on the 
basis of PSFMI, to extract secondary structure features that 
are based on mutual information [43]. An RNA sequence 
consisting of 4 bases (A, U, C, G) can be predicted by RNA-
fold software to obtain a sequence that reflects its structure. 
This structure-related sequence contains three symbols (left 
bracket“(”, right bracket“(” and point“.”). The calcula-
tion of PSFMI is based on n-grams composed of 4 types of 
bases. The slight difference between SSFMI and PSFMI is 
that n-grams are composed of the above three symbols when 
calculating SSFMI. Therefore, it is easy to know that there 
are 6 different combinations for 2-grams and 10 different 
combinations for 3-grams when calculating SSFMI. The 
detailed calculation formula for SSFMI is the same as 
PSFMI. The above-mentioned method is discussed in [43]. 
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3.3. Physics Structure-Based Features 

 Physics structure-based features are those features that 
describe some properties of pre-miRNA structures, such as 
the minimum free energy (MFE) and different base pairing, 
etc. 
 Since pre-miRNAs have a lower folding free energy than 
random sequences [96], unlike tRNAs and rRNAs, the per-
formance of the final predictive model can be improved by 
embedding the MFE feature of the secondary structure of the 
pre-miRNA. Zu et al. used the Vienna RNA software pack-
age to predict the MFE of the pre-miRNA secondary struc-
ture and used it as a one-dimensional feature vector [34]. 
Kwang et al. also used adjusted MFE, MFEI1 and MFEI2 as 
part of the feature vector [32]. In addition, MFE is also used 
by researchers in a variety of different forms [31, 36].  
 In a pre-miRNA sequence, the stem-loop structure is a 
very important characteristic. Pre-miRNA base pairing in-
cludes not only traditional Watson-Crick pairing but also G-
U pairing. Therefore, pairing information is often used as a 
feature vector to describe pre-miRNA. 
 Zou et al. included G-U pairing information in their ex-
tracted feature vectors [41]. To better represent pre-miRNAs, 
Rukshan et al. also added various types of pairing infor-
mation, such as the number of base pairs in the secondary 
structure and average base pairs per stem, etc., to their newly 
introduced features [31]. 
 In addition to the above two types of features, in order to 
achieve sound predictive effects, some other properties of 
pre-miRNA, such as base pair distance, degree of compact-
ness [32], structure entropy, structure enthalpy, melting en-
ergy [31], the p-value of randomization test [34], etc., are 
also used by researchers. 
 As mentioned above, the ultimate goal of feature extrac-
tion method is to generate features that can reflect the intrin-
sic properties of the pre-miRNA. For feature extraction 
methods based on primary sequences, they are simple and 
intuitive. However, it is difficult to reflect the structural 
properties of pre-miRNA, which are different from pseudo 
pre-miRNA. Therefore, sequence structure-based features 
are often used to describe pre-miRNA samples. However, 
the sequence structure-based features are calculated by using 
prediction software. If the performance of a prediction soft-
ware is not very good, it is not reliable to use such infor-
mation to perform prediction. Consequently, new feature 
extraction methods that could reflect the inherent nature of 
pre-miRNA sequences without noise are urgently needed. 

4. PREDICTION ALGORITHMS 

 In the identification of pre-miRNA using machine learn-
ing methods, the third step is to choose a suitable prediction 
algorithm. Here, we will briefly introduce these algorithms 
in pre-miRNA prediction. 

4.1. Support Vector Machine (SVM) 

 SVM is a supervised learning algorithm introduced by 
Vapnik for the first time [97]. The core idea of SVM is to 
map low-dimensional indivisible data to high-dimensional 
Hilbert space by kernel function and maximize the interval 

between two categories to achieve the classification effect. 
SVM can only handle a fixed dimension of the input vector. 
The samples can be converted into fixed-dimensional feature 
vectors by the above feature extraction methods. The feature 
vectors used for training will be input into SVM to determine 
the classification hyperplane in high-dimensional space. Lat-
er new samples will be directed into that space and their cat-
egories will be determined by their position relative to the 
hyperplane. SVM will have good results in small sample 
datasets and has been well applied in many bioinformatics 
research [98-104]. For ease of use, the LIBSVM was devel-
oped [105]. The most commonly used kernel function in 
SVM is Radial Basis Function (RBF). The grid tool provided 
by LIBSVM was used to determine the values of kernel 
function parameter ! and regularization penalty parameter C. 

4.2. Random Forest (RF) 

 Random forest (RF) is a classifier consisting of an en-
semble of tree-structured classifiers [106]. The essence of 
RF is integrated learning, and its basic unit is the decision 
tree. Based on the decision tree as the base learner to build 
the bagging [107] integration, RF introduces the random 
attribute selection in the training process of the decision tree. 
For each tree, the training set they use is sampled from the 
total training set using the sampling with replacement meth-
od. When training the nodes of each tree, the features used 
are randomly selected from all features in a certain propor-
tion without replacement. For RF, its each decision tree will 
produce a classification result and the final output of RF is 
generated by voting all the results. 
 RF is simple and easy to implement, but surprisingly, it 
exhibits powerful performance in many real-world tasks 
[108-112]. It performs well on large data sets and is able to 
assess the importance of various features in the classification 
work. When the classified dataset is an unbalanced dataset, 
the RF can balance the error. And for estimating missing 
data and maintaining accuracy when a large proportion of the 
data was missed, the algorithm is still effective [113]. 

4.3. Back Propagation (BP) Neural Network 

 BP neural network is a multi-layer feedforward neural 
network. Its main features are: the signal is forward propa-
gating, and the error is back propagating. The basic structure 
of a neural network is an input layer-intermediate layer (hid-
den layer)-output layer, and its basic constituent unit is the 
neuron. The number of neurons in input layer is same as the 
dimension of the input data, and the number of neurons in 
the output layer is same as the number of the data to be fit-
ted. The number of neurons in the hidden layer and the num-
ber of layers needs to be set by the designer according to 
some rules and objectives. The goal of the BP algorithm is to 
minimize the cumulative error on the training set.  
 In the forward propagation process, the input mode in the 
input layer reaches the output layer after passing through 
multiple hidden layers. The neuron state of each layer is only 
affected by the neurons connected to it in the previous layer. 
If the desired output cannot be obtained at the output layer, 
then the backward propagation is performed, and the error 
signal is returned along the original connection path. By 
modifying the weights of the neurons, the error signal de-
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creases along the direction of the gradient descent and even-
tually reaches a certain threshold. 

4.4. Self-Organizing Maps (SOM) 

 SOM is an unsupervised clustering method proposed by 
Kohonen in 1982 [114]. The basic idea of SOM is that each 
neuron in the network output layer gains a chance to respond 
to the input layer through competition, and finally only one 
neuron wins. The effect of the winning neuron on its neigh-
boring neurons is from near to far, from excitement to inhibi-
tion, and the connection weights associated with the winning 
neurons are transformed in a direction that favors its compe-
tition. The goal of SOM is to represent complex high-
dimensional input patterns into a simpler low-dimensional 
discrete map, with prototype vectors that can be visualized in 
a two-dimensional lattice structure, while preserving the 
proximity relationships of the original data as much as pos-
sible [45]. Since SOMs have the capability of identifying 
similar input patterns in the feature space, by assigning them 
to the same neuron or a group of adjacent neurons on the 
map [115], it can be used in the prediction work of miRNA 
precursors. Based on SOM, Georgina proposes a hierarchy 
of SOM in deep levels (deepSOM) to deal with high class-
imbalance problems [45]. The deepSOM was trained with 
some labeled positive and unlabeled data. In deepSOM, 
those neurons with well-known labeled data are defined as 
miRNA neurons. During training, only sequences clustered 
in miRNA neurons remain for further training the next level 
of deepSOM. After training several nested SOM, the best 
pre-miRNAs can be identified as the ones that remain close 
to the prototypes of the miRNA neurons in the last deep lev-
el. More details about deepSOM are mentioned in [45]. 

4.5. Context-Sensitive Hidden Markov Model (CSHMM) 

 The hidden Markov model (HMM) is efficient in model-
ing short-term dependencies between adjacent samples. 
However, when symbols are distant from each other, HMM 
does not work well. Because some RNAs form a hairpin 
structure, the regular HMM is not very effective for them. 
Therefore, Byung et al. introduced the concept of CSHMM 
that is capable of modeling strong pairwise correlations be-
tween distant symbols [116]. The CSHMM model consists 
of three kinds of states (namely !!, !! and !!). !! are single-
emission states, which are exactly the same as the ones used 
in traditional HMMs. !! are pairwise-emission states and !! 
are context-sensitive states. These two states always exist in 
pairs. On the basis of the concept of CSHMM, Ashwin made 
a slight adjustment and applied it to the prediction of pre-
miRNA [35]. A complete CSHMM contains the structure 
and probability of moving from one state to another (emis-
sion and transition probabilities). The CSHMM structure 
proposed by them has two context sensitive states which are 
linked to the same pairwise-emission state through a stack. 
The overall structure of their CSHMM and computing meth-
od of transition probabilities are described in detail in [35].  

4.6. Convolutional Neural Network (CNN) 

 Convolutional neural networks (CNNs), originally in-
vented for computer vision, can automatically extract fea-

tures by filters/kernels. CNNs have already proven to be suc-
cessful for image classification and many natural language 
processing (NLP) tasks and achieved good results. There-
fore, more and more researchers apply CNN to the field of 
bioinformatics [42, 117]. Convolutional neural networks 
usually consist of an input layer, convolutional layers, acti-
vation functions, pooling layers, and fully connected layers. 
The input layer is where the data is input. In the prediction 
work of pre-miRNA, the features extracted from the RNA 
sequence will be input in the form of the matrix. Convolu-
tional layers are the core cornerstone of convolutional neural 
networks. Each convolutional layer consists of several con-
volutional units, and the parameters of each convolutional 
unit are optimized through back-propagation algorithms. 
Local connections and weight sharing are two major charac-
teristics of convolutional layers. The purpose of the convolu-
tion operation is to further extract the input features to obtain 
more informative features. The result calculated by the con-
volution layer needs to be transformed by the activation 
function. The activation function is very important. It can 
bring non-linear results, and non-linear can make us fit vari-
ous functions well. The pooling layer is usually after the 
convolution layer, which is mainly used for feature dimen-
sion reduction, compressing the number of data and parame-
ters, reducing overfitting, and improving the fault tolerance 
of the model. The pooling layer contains two types: maxi-
mum pooling and average pooling. The fully connected layer 
is after the last pooling layer. The purpose of the fully con-
nected layer is to calculate the data obtained by the previous 
convolution and pooling operations to obtain the result. The 
neurons between two adjacent layers of the fully connected 
layer are usually fully connected, but in order to avoid over-
fitting, the dropout operation is usually performed. In the last 
layer of the fully connected layer, we can get the output. The 
framework of a convolutional neural network model (the 
number of convolutional layers, pooling layers, and fully 
connected layers) is set according to different problems. 
 This section introduces several prediction algorithms 
used in pre-miRNA prediction work. The SVM and RF are 
the two most commonly used methods because their perfor-
mance is always better on smaller sample data. Most of pre-
miRNA prediction works are based on small datasets. Both 
the CSHMM and BP neural networks have achieved good 
results in the prediction of pre-miRNA. The deepSOM based 
on SOM is an excellent method on the basis of clustering 
ideas, because it not only solves the problem of data imbal-
ance, but also avoids the problems that may be encountered 
in constructing negative samples. The CNN is a good at-
tempt to apply deep learning to this field. As the amount of 
data increases, this method should be taken advantage of. 

5. PERFORMANCE EVALUATION 

 The 5-fold or 10-fold cross-validation and a jackknife 
test [118-123] are always used to evaluate the performance 
of predictors. The performance evaluation metrics common-
ly used in pre-miRNA prediction work are sensitivity (Sn); 
specificity (Sp); accuracy (Acc); Matthew’s correlation coef-
ficient (MCC); Geometric mean (Gm). In addition to the 
above metrics, precision (Pr), recall (Re) (i.e. sensitivity), F1 
score and predictor calculation time (T) are also used to 
evaluate the performance of the predictor.  
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 The receiver operating characteristic (ROC) curve [124-
126] is also often used to evaluate the performance of the 
constructed model, which can intuitively reflect the trend of 
the performance when selecting different thresholds.  

6. PUBLISHED RESULTS 

 Based on benchmark dataset D1, Xue et al. proposed the 
triplet structure-sequence elements for feature extraction 
[33]. SVM-based model could achieve an overall accuracy of 
90.7% on three independent human test sets. When the mod-
el (called triplet-SVM) was used for a cross-species test set 
containing 11 species, it achieved an overall accuracy of 
90.9% [33]. In order to improve the prediction accuracy of 
human pre-miRNAs, Peng et al. combined the triplet struc-
ture-sequence elements, MFE, and P-value to represent RNA 
sequence [34]. After comparing SVM with RF, they chose 
RF as the prediction algorithm. The RF-model (called Mi-
Pred) obtained accuracy of 96.68% with MCC of 0.94 based 
on benchmark dataset D2. It can be seen from the results that 
the improvement of accuracy is obvious, which implies that 
the performance of the model can be improved by embed-
ding the physics structure features and selecting the appro-
priate prediction algorithm. 
 Based on benchmark dataset D3, Kwang et al. encoded 
the RNA sequence with a 29-dimensional vector, which 
could reflect the RNA global and intrinsic folding attributes 
[32]. They developed a classifier called miPred using SVM 
algorithm [32]. The miPred achieved the accuracy of 93.5% 
on an independent human test set. In order to verify the gen-
eralization capability of the miPred, a non-human independ-
ent test set, functional ncRNAs and mRNAs were used to 
evaluate the performance of the miPred [32]. The miPred 
reported an overall accuracy of 95.64% for the test set, a 
mean Sp of 76.15% for functional ncRNAs and 87.1% for 
mRNAs. 
 Since the sequences in benchmark dataset D4 contained 
both hairpin secondary structures and structures having mul-
ti-branched loops, Rukshan used 48 features (including 29 
features from [32] and 19 new physics structure features) to 
construct the feature vector [31]. They used Jeffries–
Matusita distance (J-M) [127] for feature selection and SVM 
as prediction algorithm. After using SMOTE technique [128] 
to handle data imbalanced problem, the classifier (called 
microPred) obtained sensitivity of 90.02%, specificity of 
97.28% and Gm of 93.58% in the 5-fold cross-validation 
(CV) on the basis of benchmark dataset D4 [31]. When test-
ed with 6095 non-human animal pre-miRNAs and 139 virus 
pre-miRNAs, microPred could produce 92.71% (5651/6095) 
and 94.24% (131/139) recognition rates, respectively [31]. 
 In order to obtain efficient prediction on plant pre-
miRNAs, Ping et al. constructed the benchmark dataset D5 
[36]. They designed a training sample selection method 
(miSampleSelection) that selected the positive/negative 
training samples according to the sample distribution in the 
positive families/negative groups. By using the strategy, they 
eventually got 960 positive samples and 960 negative sam-
ples from benchmark dataset D5. In order to encode these 
samples, 115 features (including 48 features from [31], 32 
features from [33], 32 structured triplet composition features 
from stems, and 3-dimensional new physics structure fea-

tures) were extracted initially. After considering the effects 
of information gain and feature similarity (IG-FS), they se-
lected 68 features from the 115 features to represent RNA. 
By combining these 68 features with the SVM algorithm, 
they built a classifier called PlantMiRNAPred. The classifier 
achieved >90% accuracy on an independent plant test set 
from eight plant species [36]. 
 On the basis of benchmark dataset D6, Adma developed 
a novel method for dealing with the class imbalance problem 
called ROC-select [44], which was based on a threshold 
score function produced by traditional classifiers. They used 
21 features selected from [31] and another 7 sequence-
related and structure-related features to encode RNA. By 
comparison with multiple algorithms, RF was chosen as the 
classification algorithm. The RF-model (called HuntMi) had 
good performance for predicting new microRNA in human, 
Arabidopsis, animals, plants and viruses [44].  
 Based on dataset D7, Zou selected 1155 human pre-
miRNAs and 1155 pseudo human pre-miRNAs [37]. They 
used 98-dimensional feature vector (64-dimensional 3-mer 
sequence composition, 32-dimensional triplet structure-
sequence elements, 2-dimensional physics structure features) 
to represent RNA. Finally, an online system called 
miRNApre was specifically developed for human pre-
miRNA identification using SVM. In a 10-fold CV, the 
miRNApre got the Gm of 98% and accuracy of 98.1%. 
Based on miRNApre, they developed a miRNA mining tool 
called mirnaDetect, which can be applied to find potential 
miRNAs in genome-scale data [37]. 
 Based on the benchmark dataset D8, a total of three work 
was carried out. First of all, in 2015, Liu et al. used 1612 
human pre-miRNAs and 1612 pseudo pre-miRNAs from D8 
as the training set [38]. None of the sequences included 
≥80% pairwise sequence identity with any other. They used 
PseSSC and the augmented PseSSC (ExPseSSC) as feature 
extraction methods to construct two SVM-classifiers: 
iMcRNA-PseSSC and iMcRNA-ExPseSSC. The jackknife 
test was used to evaluate the performance of the two classifi-
ers. The accuracy achieved by iMcRNA-PseSSC was 
85.76% with the MCC equal to 0.72. The corresponding re-
sults achieved by iMcRNA-ExPseSSC were 89.86% and 
0.80 for accuracy and MCC, respectively [38]. Then, in 
2016, using the same training set as [38], Liu et al. combined 
PseDPC with SVM to construct the classifier iMiRNA-
PseDPC [40]. The iMiRNA-PseDPC obtained the accuracy 
of 87.69% with MCC of 0.75 in the jackknife test. Finally, in 
2017, in order to better reflect the original nature of RNA 
sequences, Khan et al. used a set of hybrid features (includ-
ing the triplet structure-sequence elements features, PseDPC 
features and 2,3,4,5,6-mer features) to encode sequences 
[51]. In order to avoid high dimensional disasters, the partial 
least squares (PLS) technique [129] was used to select fea-
tures. Based on SVM and RF algorithm, they proposed the 
prediction model called MicroR-Pred, which achieved the 
accuracy of 88.4% for RF-model and 93.9% for SVM-model 
in the jackknife test. 
 Stegmayer constructed dataset D9 for dealing with high 
class-imbalance problem in pre-miRNA prediction [45]. Most 
of the samples in the benchmark dataset D9 are unlabeled se-
quences, while the labeled sequences (i.e., positive samples)
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Table 3. Pre-miRNA predictors methods. 

Predictor 
Feature 

Model Type Years 
Type Number Selection 

triplet-SVM [33] s-s 32 None SVM 2005 

miPred [32] se, st 29 None SVM 2007 

MiPred [34] st, s-s 34 None RF 2007 

microPred [31] se, st 21 J-M SVM 2009 

Ashwin et al. [35] Not detailed Not detailed None CSHMM 2010 

PlantMiRNAPred [36] se, st, s-s 68 IG-FS SVM 2011 

HuntMi [44] se, st, s-s 28 None RF 2013 

miRNApre [37] se, st, s-s 98 None SVM 2014 

iMcRNA-PseSSC / iMcRNA-
ExPseSSC [38] 

se, st, s-s 113 / 93 None SVM 2015 

plantMirP [39] se, s-s Not detailed None SVM 2016 

 iMiRNA-PseDPC [40] s-s 725 None SVM 2016 

miRNAFold [47] se, st, s-s 55  None Features-based search 2016 

deepSOM [45] se, st 29 None deepSOM 2016 

Zou et al. [41] se, st, s-s 98 None BP Neural Network 2016 

MicroR-Pred [51] se, s-s 40 PLS SVM 2017 

miRNAss [46] se, st, s-s Not detailed None Semi-supervised 2018 

CNN-filter6-128 [42] se 656 None CNN 2019 

Fu et al. [43] se, st, s-s 55 None SVM 2019 

Note: Feature type includes sequence-structure features (s-s), primary sequence features (se), physics structure features (st); Feature number refers to the number of features that were 
ultimately used to build the model. 

account for only a small part. They proposed the deepSOM 
to overcome this problem. They used features from [44] to 
encode RNA sequences and 10-fold CV for evaluating mod-
el performance. The deepSOM had an excellent performance 
in predicting novel pre-miRNAs in many species of animals 
and plants [45]. 
 Based on dataset D10, Yao et al. used knowledge-based 
energy features to formulate the RNA sequence [39]. They 
inputted these features into the SVM and built a predictor 
called plantMirp. Compared to miPlantPreMat [49] and 
PlantMiRNAPred [36], the plantMirP has had better results 
in plant pre-miRNA prediction, which achieved a promising 
sensitivity of 92.61% and a specificity of 98.88%. 
 In addition to the above pre-miRNA identification work, 
Ashwin used CSHMM for predicting miRNA sequences and 
their classifier showed a sensitivity of about 85% with a 
specificity of about 97-98% on human miRNA sequences 
[35]. Zou employed BP neural network together with 98-
dimensional features for human microRNA precursor identi-
fication and got a precision of 95.53% and recall of 96.67% 
[41]. The BP method had also achieved good results in mul-
tiple species. In 2016, Fariza et al. presented a web server 
dedicated to miRNA precursors identification at a large scale 
in genomes [47], which was based on an algorithm called 

miRNAFold. The miRNAFold algorithm was based on some 
of the criteria (12 criteria for the longest exact stem, 17 crite-
ria for the longest non-exact stem and 26 criteria for the 
hairpin) that observed from the pre-miRNA structure. Only 
the sequence in the sliding window satisfied a certain per-
centage of the criteria can be predicted as a possible pre-
miRNA [130]. To enable efficient and speedy genome-wide 
predictions of novel miRNAs, a semi-supervised learning 
method was proposed [46]. MiRNAss was tested with the 
genome-wide data of A. thaliana, Caenorhabditis elegans 
and Anopheles gambiae, and it reported Gm of 84.82%, 
87.61% and 93.34% respectively [46]. In 2019, Zheng et al. 
combined the one-hot encoding method with CNN to build a 
prediction model for human pre-miRNA, and it achieved an 
accuracy of 0.92 [42]. Fu et al. extracted sequence and struc-
tural features that are based on mutual information from 
RNA sequences to distinguish between pre-miRNA and 
pseudo pre-miRNA [43]. These features were applied to 
train a SVM model, which produced an exhilarating effect 
on human pre-miRNA predictions [43]. 
 The methods used in the above model are shown in Table 
3. It is necessary to build an online tool based on the model 
because it can avoid complicated mathematical calculations 
when people use the model. For easy access, Table 4 gives the 
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tools that are currently available and gives a brief introduc-
tion to their usefulness. 
 As mentioned above, there are still many pre-miRNA 
prediction tools available, and each of these tools has its own 
focus, which makes it difficult to say which one is better 
than another. So here, we give some suggestions for using 
tools to predict pre-miRNA as follows. For human pre-
miRNA prediction, the method proposed by Fu et al. has 
achieved good results, but it does not provide a published 
tool, which makes it very inconvenient to use [43]. The 
iMiRNA-PseDPC [40] is recommended because it not only 
has good results but also has a user-friendly web server. For 
plant pre-miRNA prediction, the plantMirP has achieved 
good results so far [39]. For multi-species pre-miRNA pre-
diction, both the deepSOM [45] and miRNAss [46] are rec-
ommended. The deepSOM is more suitable for new scholars 
because it has a web server. However, the miRNAss has a 
better performance on genome-wide pre-miRNA prediction., 
The potential of pre-miRNAs can be predicted directly from 
the whole genome, the miRNAFold is a right choice [47]. 
Users can choose the appropriate predictor according to their 
purposes. The relevant information can be obtained from 
Table 4. 

CONCLUSION AND PERSPECTIVES 

 Identification of miRNAs is the first step toward under-
standing their biological characteristics. In this article, we 
reviewed the work on pre-miRNA identification using ma-

chine learning and summarized the benchmark dataset, fea-
ture extraction method, prediction algorithm, and the results 
of models. 
 A good benchmark dataset is essential. We found that in 
the current pre-miRNA identification work, positive samples 
are usually from real pre-miRNAs in the database, while 
negative samples are constructed in many ways. But they all 
have a common core idea that is to make the constructed 
negative samples more similar to the positive samples, which 
will make the constructed models have better generalization 
capability. In other methods, namely non-binary classifiers, 
to identify pre-miRNAs, they usually use a set of unlabeled 
data instead of negative samples to avoid the problems that 
may arise from constructing negative samples. 
 It is very important to extract features from RNA se-
quences that reflect their original natures [131]. In this paper, 
we divide these features into three aspects: (1) sequence-
structure based features; (2) primary-sequence based fea-
tures; (3) physics structure-based features. In the sequence-
structure based features, the triplet structure-sequence ele-
ments were first proposed, which can well reflect the local 
continuous sequence-structural properties of RNA. The 
PseSSC and PseDPC can reflect global or long-range se-
quence-structure information. The above three features can 
be extracted from RNA through a web server tool called 
repRNA [132]. In the primary-sequence based features, we 
introduced the K-mer composition, which reflects short-
range information of RNA primary sequences and is widely 

Table 4. Availability of pre-miRNA predictors. 

Predictor Type URL Species 
Pre-miRNA 
vs ncRNA 
(Yes/No) 

Prediction 
from  

Genome 
(Yes/No) 

Triplet-SVM Package http://bioinfo.au.tsinghua.edu.cn/mirnasvm/ H. sapiens No No 

miPred Script 
https://web.bii.a-star.edu.sg/archive/stanley/  

Publications/Supp_materials/06-002-supp.html 
H. sapiens Yes No 

PlantMiRNAPred Web server http://nclab.hit.edu.cn/PlantMiRNAPred/ Plants No No 

PlantMirP Script https://github.com/yygen89/plantMirP Plants No No 

HuntMi Package http://adaa.polsl.pl/agudys/huntmi/huntmi.htm 
H. sapiens,  

A. thaliana, animals, 
plants, virus 

Yes No 

iMcRNA-PseSSC / 
iMcRNA-ExPseSSC 

Web server http://bioinformatics.hitsz.edu.cn/iMcRNA/ H. sapiens No No 

 iMiRNA-PseDPC Web server http://bioinformatics.hitsz.edu.cn/iMiRNA-PseDPC/ H. sapiens No No 

miRNAFold Web server https://evryrna.ibisc.univ-evry.fr/miRNAFold Any No Yes 

deepSOM Web server http://fich.unl.edu.ar/sinc/web-demo/deepsom/ 
H. sapiens,  

A. thaliana, ani-
mals, plants 

Yes No 

miRNAss Package https://sourceforge.net/projects/sourcesinc/files/mirnass/ Any No No 

CNN-filter6-128 Script https://github.com/zhengxueming/cnnMirtronPred H. sapiens No No 

Note: Predictors in bold are the predictors recommended in this review and their main applicable species. 
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used in many bioinformatics works. Some of the properties 
extracted from RNA were also generated into physics struc-
ture-based features which may be used to distinguish be-
tween pre-miRNAs and pseudo pre-miRNAs. In addition, 
hybrid features were also used by researchers. When features 
were extracted from RNA sequences, these features may be 
of high dimensionality, resulting in high dimensional disas-
ters, or high redundancy between features that can affect 
predictor performance. Therefore, after extracting features, it 
is necessary to make a feature selection. Currently, features 
selection methods, such as Jeffries–Matusita distance, infor-
mation gain and feature similarity, the partial least squares, 
have been used in pre-miRNA identification. Other methods, 
such as minimal-redundancy-maximal-relevance (mRMR) 
[133], F-score [134], analysis of variance (ANOVA) [70], 
should be considered in the future. 
 Choosing a suitable prediction algorithm will ensure that 
the model has a good prediction accuracy. SVM and RF are 
the most commonly used prediction algorithms in the current 
pre-miRNA identification work. The SVM produces a better 
effect on small sample data. In addition, BP neural networks, 
CSHMM, deepSOM and CNN are also used to identify pre-
miRNAs. 
 Many predictors have achieved good results. However, 
most of the predictor’s training sets are balanced or low 
unbalanced samples from the benchmark dataset. This is 
very inconsistent with the actual situation. The number of 
real pre-miRNAs is very small compared with the number 
of pseudo pre-miRNAs in realistic data. If we used the par-
ticularly unbalanced data as a training set, the proposed 
model will tend the category with large samples when mak-
ing predictions, which will seriously affect the performance 
of the model. Some strategies have been proposed to deal 
with this problem. Rukshan used the SMOTE method [31]. 
Adam developed a method called ROC-select [44]. Yones 
et al. built a depth model to automate the problem [45]. In 
the future, we hope that more methods and models can be 
developed to solve this problem. 

 Compared with previous reviews, this paper has the fol-
lowing differences [135]. In this review, we have described 
the benchmark dataset, feature extraction method, prediction 
algorithm, and model performance for pre-miRNA predic-
tion. Through the review, we believe that even a new student 
can have a preliminary understanding of the work in this 
field. New progress in the field was included. The review 
will help researchers understand the progress of work in this 
field. The datasets given in this article will be helpful to re-
searchers. Besides, the available URLs and recommended 
usages given in Table 4 will be convenient for researchers 
who want to use the pre-miRNA predictor. 

 Nowadays, researchers have increasingly focused on the 
identification of pre-miRNAs on more species. Some predic-
tors have been able to directly predict possible pre-miRNAs 
from genomes or could act on wide-genome data. With the 
accumulation of data, more and more predictors will be con-
structed for the identification of pre-miRNA in different spe-
cies. At the same time, we hope that more feature extraction 
methods will be developed in the future. Besides, we can 
also consider applying deep learning [136-140] to this field. 
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