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Background: Each program in the highly competitive match for a surgical resi-
dency needs a way to review applicants effectively. Often this task is undertaken 
by individual faculty members, reviewing an applicant’s file and assigning a score. 
Despite being asked to rate on a standardized scale, our program found that rat-
ings of the same applicants varied dramatically, with certain faculty consistently 
scoring higher or lower than others. This is termed leniency bias, or the Hawk-
Dove effect, and can affect who is invited to interview depending on which faculty 
are assigned to review an applicant’s file.
Methods: A technique to minimize leniency bias was developed and applied to this 
year’s 222 applicants for our plastic surgery residency. The effect of the technique 
was evaluated by comparing variance between ratings of the same applicants by dif-
ferent faculty before and after our technique.
Results: The median variance of ratings of the same applicants reduced from 
0.68 before correction to 0.18 after correction, demonstrating better agreement 
between raters of the applicants’ scores after our technique had been applied. 
This year, applying our technique affected whether or not 16 applicants (36% of 
interviewees) were invited for interview, including one applicant who matched to 
our program but who otherwise would not have been offered an interview.
Conclusions: We present a simple but effective technique to minimize the leniency 
bias between raters of residency applicants. Our experience with this technique is 
presented together with instructions and Excel formulae for other programs to use. 
(Plast Reconstr Surg Glob Open 2023; 11:e4892; doi: 10.1097/GOX.0000000000004892; 
Published online 24 April 2023.)
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INTRODUCTION
Each program in the match for a surgical residency 

needs a way to review applicants, and often this falls to 
individual faculty members to assess application files 
and assign a score to the applicant. This has become 
more of a challenge for programs in the last few years, 
as the average number of applications has increased dra-
matically. In our highly competitive specialty of plastic 
surgery, the mean number of applications per applicant 
has increased from 32 in 2018 to 57 in 2022.1–3 In our 
program, for the 2022 application cycle, we received 
239 applications for five positions in our integrated plas-
tic surgery residency program. While applying initial 

screening criteria, including minimum board scores 
and medical school requirements, this number reduced 
to 222 applicants, whose applications were reviewed by 
faculty.

The applications are sent to faculty for review such that 
each faculty member rates between 15% and 20% of the 
applications. Any subjective evaluation can be affected by 
bias, and several types of bias related to residency appli-
cations have been described.4–8 In order to minimize the 
effect of cognitive bias, each application is rated by mul-
tiple faculty and one chief resident.

The applications are scored from one to five, with one 
being the lowest level of application, and five being the 
highest. The submitted scores are combined and can-
didates are ranked in score order, the highest 45 being 
offered an interview.

Despite being advised to score such that the mean 
score should be 2.5 and to use the full spread of ratings, 
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we found significant variation in both the mean score for 
each faculty member, and the spread of scores, variance, 
generated by that faculty member (Fig. 1). This spread is 
known as the Hawk-Dove effect, or leniency bias. This well-
described effect is not readily eliminated by rater training, 
and raters attempting to correct for their own leniency 
bias through feedback about their own harshness have 
been shown to become less consistent in their own ratings 
than those who continue to behave as they have always 
done, with lower intra-rater reliability.9,10

Due to the large number of applicants to each pro-
gram, it is common for each applicant to be rated only by 
a subset of the entire faculty. In our program, for example, 
we have 20 faculty raters. Our program director rates each 
application, and each of the others’ raters review one-sixth 
of the applicant pool. This gives an anticipated four rat-
ings of each applicant, the mean of which provides the 
overall rating of that applicant. In today’s competitive 
environment for surgical residency positions, the leniency 
or harshness of the faculty to whom each applicant’s file is 
assigned can dramatically affect where they fall in the rank 
list of applicants, and can influence whether or not they 
are invited to interview.

Rater bias, as described by Hoyt in his primer article 
on the subject, refers to disagreements among raters due 
to either (a) their differential interpretations of the rating 
scale or (b) their unique (and divergent) perceptions of 
individual targets.11 Rater bias can affect the mean of the 
ratings, the variance of the ratings or the covariance of 
the ratings with ratings of another attribute. These effects 
have been traditionally termed “leniency errors” when 
describing effects that alter the rater’s mean, and “halo 
errors” for effects that alter the covariance. There has 
been relatively little emphasis on rater variance, despite 
the fact that this can have substantial effects on rank lists 
created from raters’ scores.11

A seemingly simple solution to rater bias would be 
to have all the raters rate every applicant. Through this 
complete dataset of ratings of all applicants by all rat-
ers, leniency bias is easily identified and eliminated. This, 
however, is burdensome for our programs and other 
programs with similar application review structure. The 

current assessment process creates an incomplete data 
set with variable overlap between raters and applicants, 
leading to difficulties in identifying and correcting rater 
bias.

Techniques to eliminate rater bias in incomplete data 
sets have been described.9,11–13 The majority of this litera-
ture is related to standardized examinations, and a review 
describes the four techniques considered for eliminating 
this bias from The American College Testing Program, or 
ACT. The first is through ordinary least squares, a regres-
sion-based technique that considers three factors that 
influence the score given to a candidate: the true ability 
of the candidate, the leniency bias of the rater, and ran-
dom error. The technique is simple but assumes that the 
variance of error across raters is equal. The second tech-
nique extends the ordinary least squares model to correct 
for unequal variance, correcting for each rater’s variance 
through weighting their scoring. The third procedure 
is an application of the Rasch model, which attempts to 
model the probability of the applicant’s score being cor-
rect based on the functions of the applicants’ ability and 
the rater’s difficulty. The fourth is through imputed rat-
ings, using established algorithms from multivariate analy-
sis. Using information from individual raters’ scores, the 
incomplete dataset is made complete by estimating or 
imputing the scores that rater would have provided for 
all applicants and using multiple regressions to best fill 
the dataset. The downfall was that the multi-regression 
style moved all the estimates in the same direction toward 

Takeaways
Question: Does the application of a normalization tech-
nique help address leniency bias in residency application 
review?

Findings: Ratings of the same applicant by different rat-
ers had significantly less variance after our normalization 
process.

Meaning: Although bias is not fully eliminated, this tech-
nique can help minimize leniency bias in residency appli-
cation review, and is simple to use.

Fig. 1. a box and whiskers plot of the spread of ratings given to applicants by each faculty member/ 
chief resident.
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the mean, which may not be the right direction of cor-
rection for each rater. This method also requires a lower 
percentage of missing data in a large data set. Although 
this model was found to be the optimal solution for the 
ACT examination, its application for residency applica-
tions is, unfortunately, poor due to limitations on the data 
completeness. The main difference is that in the exami-
nation situation, there are many independent scores of 
the same candidate by the same examiner. These multiple 
data points for each candidate/ examiner pairing can be 
used to undertake regression analysis or to derive prob-
abilities. For residency application scoring, typically there 
is a single overall score of the applicant from each rater.

The most widely accepted technique for evalua-
tion and correction for leniency bias in medical set-
tings, the many facet Rasch model, commonly used in 
objective structured clinical examination and multiple 
mini-interview environments, again relies on multiple 
independent scores of the same applicant by the same 
rater, and is relatively ineffective when only a single rat-
ing of each applicant by each rater is provided, as in this 
situation.9,10,13,14

METHODS
In an attempt to correct for both components of each 

rater’s leniency bias—the mean of the rater’s scores and 
the variance or spread of scores used by each rater, a nor-
malization technique was applied to all ratings. To be 
able to apply the normalization, the mean and standard 
deviation were calculated from all available scores for each 
rater.

Each rating was then normalized using the formula

Z =
X − µr

σr
,

where Z is the normalized value, X is the raw score, μr 
is the rater’s mean score, and σr is the standard deviation 
of the rater’s scores.

This created a set of scores normalized to a mean of 0 
and a standard deviation of 1 for each rater.

Although this normalization would be all that should 
be required to eliminate the mean and variance leniency 
biases through this technique, in order to make the scor-
ing more familiar to our faculty, we elected to keep our 
one-to-five scoring system. As 99.7% of data observed in a 
normal distribution lies within three standard deviations 
(SD) of the mean, the values were adjusted such that the 
mean score was three and a change in score of one rep-
resented 1.5 SD above or below the mean: a score of one 
represented three SD below the mean, two represented 
1.5 SD below the mean, three represented the mean, four 
represented 1.5 SD above the mean and five represented 
three SD above the mean. This was achieved by multiply-
ing the normalized values by two thirds and then adding 3. 
Our final normalization formula is as follows:

Z =
2
3

Å
X − µr

σr

ã
+ 3.

To test whether the scores given by raters for each indi-
vidual applicant were more consistent after normalization, 
the variance in rating scores between raters was calculated 
for each applicant and compared before and after nor-
malization. These values pre- and postcorrection were 
compared statistically with a Mann-Whitney U test.

The effects of the correction on the ranking of appli-
cants were evaluated by comparing the rank orders of 
candidates pre- and postcorrection to determine how indi-
viduals moved up and down the lists.

RESULTS
There were 884 individual application ratings on 222 

applicants. Of the 25 raters invited to rate applicants, six 
raters did not return scores and were excluded from the 
data set. The program director rated all 222 applications, 
and the 18 other faculty or chief residents rated 36 or 37 
applicants each. The median number of ratings of each 
applicant by unique raters was four, with a minimum of 
two and a maximum of five.

Figure  2 demonstrates the score distribution before 
and after application of our normalization algorithm.

Comparing scores pre- and postcorrection, the sample 
variance for the set of ratings for each applicant was calcu-
lated. The median variance before correction was 0.68, and 
the median variance after correction was 0.18, resulting 
in a much smaller difference between ratings of the same 
applicant after correction. The Mann-Whitney U test gave a 
U value of 7829 with a P value less than 0.0001. The effect 
size as defined by Z/√(n1+n2) was large (0.59). The variance 
distribution pre- and postcorrection is illustrated in Figure 3.

To evaluate the effect of this correction on the appli-
cants, the position of each applicant on the rank list pre- 
and postcorrection was compared. Table 1 illustrates the 
change in rank pre-correction versus postcorrection.

As the 45 top-rated applicants were invited to inter-
view, applying this correction on our group of applicants 
changed whether or not 16 applicants (36% of interview-
ees) were invited for interview in the 2022 application 
cycle.

DISCUSSION
In their publication on best practices in residency 

application and selection, the Canadian Postgraduate 
Education Office included the following recommenda-
tions: “Selection criteria used for initial filtering, file 
review, interviews and ranking should be as objective as 
possible,” and “Selection criteria and processes should 
be fair and transparent for all applicant streams.”15 In an 
attempt to improve objectivity and fairness, this year our 
program implemented this normalization process to help 
reduce rater leniency bias. After normalization, raters 
tended to agree with one another more on applicant qual-
ity, demonstrated by the reduction in variance between 
ratings of the same applicant following the normalization 
process.

There are several reports published on how plastic sur-
gery residency programs choose from their applicants in 
terms of the criteria they find most important, and the 
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upcoming elimination of one of those criteria (STEP 1 
scores). These reports and articles are typically based on 
surveys of the program directors of each residency pro-
gram, and are helpful for future applicants attempting to 
optimize their application.16–22 There is little published, 
however, on how those programs implement their selec-
tion criteria, but an initial screening that applicants fulfill 
minimum requirements followed by individual review by 
individual raters is common.

If our end point is that ranking should be as objec-
tive as possible, we could even consider eliminating the 
rater: given a set of selection criteria for the residency 

and the relative weightings of the importance of those cri-
teria, an algorithm could score applicants in a way that 
creates a more complete dataset with less rater bias. Of 
course, although algorithms are promoted as a way to 
eliminate bias from decision-making, there will still be 
biases that arise as a result of the selection criteria of the 
algorithm. One problem with implementing algorithm-
based decision-making is that those affected by decisions 
made by HR algorithms tend to perceive those decisions 
as less fair than decisions made by humans, even when 
the outcomes are identical, because they will perceive the 
algorithmic decision-making process as fundamentally 

Fig. 2. Bar chart illustrating the total distribution of applicant scores prenormalization (red) and post-
normalization (green).

Fig. 3. Bar chart illustrating the variance among scores of the same applicant prenormalization (red) 
and postnormalization (green).
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reductionistic.23 These perceptions lead to the assumption 
that decisions made by algorithms are no different from 
humans on quantitative input but that they are inferior 
on qualitative factors, and that overall are based on less 
complete information and thus are less fair than those 
made by humans. In addition, several studies have dem-
onstrated that the decision makers prefer to rely more on 
their own judgment than on linear models and algorith-
mic decision aids.23

Given that some aspects of the application process will 
be undertaken by human raters for the foreseeable future, 
how can we change the process to increase fairness? At 
present, our applicants are sorted alphabetically, and the 
applicant pool divided into six groups. Each group of appli-
cants is sent to one faculty member with a formal graduate 
medical education role (chairman, program director of 
a fellowship program, associate program director of the 
residency program), three faculty without a formal gradu-
ate medical education role, and one chief resident. The 
program director of the residency program reviews all 
applicants. Applying the type of correction described in 
this article is a relatively simple step that can be under-
taken retrospectively, but the quality of the leniency bias 
correction could be improved by implementing a crossed 
design of which reviewers assess which applicants, and by 
obtaining more scores per application review: creating 
individual scores for the applicant’s letters of reference, 
research, STEP scores, honors, extracurriculars, personal 
statement, etc. This would allow more rigorous techniques 
of correction, such as the many facet Rasch model to be 
implemented. We intend to incorporate these changes to 
our application process for the next cycle.

In the analysis of the effects of our normalization 
technique, there was a statistically significant difference 
between the pre- and postnormalization datasets, and 
there was substantial movement in the ranking list order, 
with over 100 applicants moving more than 10 positions on 
the list, and over 70 moving more than 20. Although the 
top ranked applicants were, in general, still the top ranked 
applicants pre- and postnormalization, and likewise for 
those at the bottom of the list, there was more movement 
in the list order below the top 30. We invited 45 appli-
cants for interview and, in the top 45, sixteen applicants 
(36% of interviewees) were either invited for interview, or 
not invited for interview as a result of our normalization 

process, including one applicant who ended up matching 
into our program.

Although this formula has demonstrated significant 
reduction in variance in the preinterview phase, there 
are still areas of bias and variability along the path from 
the first day of medical school to the match. In addition, 
there are curriculum changes that have impacts that have 
yet to be uncovered. For example, this year (2022) is the 
first year that Step 1 is graded with a pass or fail score. 
This is a significant change to a score that has historically 
been a major determining factor for residency qualifica-
tions. This will result in Step 2 CK scores taking on greater 
weight. There will also be a greater emphasis on applicant 
familiarity, away rotations, and letters of recommendation, 
increasing the in-group bias and geographical bias already 
described in residency applications.4,6,7,16 This further 
forces students to make career specialty decisions even 
earlier, and great applicants may be overlooked if they 
develop their passions later than most.

This technique is not without assumptions and limi-
tations. Probably the largest is the assumption that the 
groups of 36 to 37 applicants reviewed by each faculty 
member are equivalent and so correcting each group to 
the same mean and standard deviation is valid. Also, vari-
ance may not be the optimal outcome measure to evalu-
ate the quality of this process when the process itself is 
designed to make changes to the rater’s variance. In 
defense of this outcome measure, although the mean vari-
ance for each rater dropped from 0.62 to 0.44 (29%) with 
the normalization process the mean variance by applicant 
dropped from 0.76 to 0.23 (74%). In future years, we 
hope to improve on this outcome measure by using the 
individual elements of the many facet Rasch model.

In conclusion, we propose a simple technique for nor-
malization of the ratings of residency applicants, which in 
our applicant group this year demonstrated reduced vari-
ance between ratings of the same applicant by different 
faculty. In Supplemental Digital Content 1, we include 
detailed instructions for interested programs to be able to 
implement this technique. (See appendix, Supplemental 
Digital Content 1, which displays the instructions for pro-
grams to implement this technique in Excel. http://links.
lww.com/PRSGO/C467.)
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