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A B S T R A C T   

Background: The COVID-19 pandemic has had a profound impact globally, presenting significant 
social and economic challenges. This study aims to explore the factors affecting mortality among 
hospitalized COVID-19 patients and construct a machine learning-based model to predict the risk 
of mortality. 
Methods: The study examined COVID-19 patients admitted to Imam Reza Hospital in Tabriz, Iran, 
between March 2020 and November 2021. The Elastic Net method was employed to identify and 
rank features associated with mortality risk. Subsequently, an artificial neural network (ANN) 
model was developed based on these features to predict mortality risk. The performance of the 
model was evaluated by receiver operating characteristic (ROC) curve analysis. 
Results: The study included 706 patients with 96 features, out of them 26 features were identified 
as crucial predictors of mortality. The ANN model, utilizing 20 of these features, achieved an area 
under the ROC curve (AUC) of 98.8 %, effectively stratifying patients by mortality risk. 
Conclusion: The developed model offers accurate and precipitous mortality risk predictions for 
COVID-19 patients, enhancing the responsiveness of healthcare systems to high-risk individuals.   

1. Introduction 

As of August 2023, approximately 769 million people globally have contracted the coronavirus, with over 6.95 million fatalities 
[1]. 

The COVID-191 pandemic has significantly strained healthcare systems worldwide, causing unprecedented challenges and resource 
shortages, including essential medical supplies like ventilators and personal protective equipment (PPE) [2]. 

The surge in COVID-19 cases has also led to staff shortages, burnout, and mental health issues due to increased workloads [3–5]. 
When dealing with electronic health records (EHR) data, researchers encounter extensive datasets with numerous features, posing a 

challenge to incorporate all potential predictors into a model. Traditional statistical methods often fall short in handling high- 
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dimensional data because they cannot effectively manage the complexities inherent in datasets with many features [6,7]. 
Consequently, some features are left out because of insufficient sample sizes during multivariable model building, leading to 

erroneous fits and misleading conclusions. These limitations highlight the need for alternative methodologies like machine learning 
algorithms, regularization techniques, and dimensionality reduction methods, which are better equipped to handle complex high- 
dimensional datasets. 

This study employs a range of machine learning techniques, including LASSO, Elastic Net, and Artificial Neural Networks (ANN), 
for robust analysis and predictive modeling. These methodologies provide a comprehensive toolkit for feature selection, regulariza-
tion, and non-linear modeling. By leveraging the strengths of LASSO, Elastic Net, and ANN, this study aims to achieve robust predictive 
performance and enhance interpretability [8,9]. 

Developing a predictive model for COVID-19 patient mortality can significantly benefit patient outcomes by facilitating effective 
treatments and helping medical staff prioritize patients efficiently [10]. 

2. Literature review 

Recent studies have employed a range of methodologies, from traditional logistic regression to advanced machine learning 
techniques, to predict COVID-19 mortality risk effectively. Fei Zhou and et al. [11] identified key risk factors such as older age, high 
SOFA scores, and elevated d-dimer levels as early indicators of poor prognosis. Xuedi Ma and et al. [12] utilized machine learning 
models like Random Forest and XGBoost to rank clinical features, highlighting LDH, CRP, and age as critical predictors of severe 
COVID-19 outcomes. Adam L. Booth and et al. [13] found that CRP, lactic acid, and serum calcium significantly influence mortality 
prediction models. 

Ze Chen and et al. [14] identified eight factors, including oxygen saturation, blood urea nitrogen, respiratory rate, admission date, 
Age, Procalcitonin, C-reactive protein (CRP), and absolute Neutrophil counts, as significant mortality predictors in COVID-19 patients. 

Similarly, Caizheng Yu and et al. [15] demonstrated that factors such as older age, male sex, diabetes history, lymphopenia, and 
increased procalcitonin levels were associated with higher mortality odds. 

Roohallah Alizadehsani and et al. [16] observed significant associations between older age, history of heart disease, and cancer 
with COVID-19 mortality, along with symptoms like anosmia, dry cough, ageusia, fever, and anorexia. 

This study aims to leverage the strengths of the LASSO2 and Elastic Net to develop an Artificial Neural Network (ANN3) model that 
identifies the most crucial features for predicting mortality in COVID-19 patients at Imam Reza Hospital in Tabriz, Iran. This approach 
seeks to address the limitations of current methods, which often lack generalizability, explainability, and ease of deployment. 

3. Materials and methods 

3.1. Study population and data collection 

This secondary study is based on data collected by Azari et al. (ethics No. TBZMED.REC.1399.1075) from a retrospective obser-
vational study conducted at Imam Reza Hospital, the largest medical education and treatment center in northwest Iran, located in 
Tabriz, from March 2020 to November 2021. The study included 706 hospitalized COVID-19 patients. Standardized data collection 
protocols were implemented, and necessary data were gathered using Kardex, clinical and electronic files available in the hospital 
system. Additional information was obtained from the nurses and doctors treating each patient when their files contained insufficient 
data. The collected data encompassed demographics, clinical data, experimental data, and outcomes, totaling 96 features. Patients 
lacking sufficient information for data collection were excluded. Anomalies detected through automated checks were manually 
reviewed and rectified. The study was approved by the Ethics Committee of Tabriz University of Medical Sciences (ethics No. IR. 
TBZMED.REC.1402.073). 

3.2. Feature selection 

In various applications, it is crucial not only to differentiate between categories but also to identify the most relevant predictors for 
this differentiation. Eliminating unnecessary predictors can lead to more accurate models. LASSO, a regression method using regu-
larization techniques, achieves more precise predictions by penalizing predictor variables, reducing their impact on the output var-
iable [17]. LASSO uses a shrinkage technique to move extreme values of variables towards central values, only retaining features that 
enhance the fit. This process can set the coefficients of less important variables to near zero, thereby automatically selecting important 
variables. The LASSO method optimizes the equation: 

∑n

i=1

(

Yi −
∑

j
Xijβj
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∑k

j=1

⃒
⃒βj
⃒
⃒

2 Least absolute shrinkage and selection operator.  
3 Artificial neural network. 
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where λ is the amount of shrinkage. As λ increases, the shrinkage causes less significant variables to be discarded. LASSO combines 
shrinkage and predictor selection [17,18]. 

3.2.1. Elastic Net 
Elastic Net combines ridge regression and LASSO, shrinking some small coefficients while setting others to exactly zero. 

argminβ

(
‖ Y − Xβ‖2

2
n

+ λ2 ‖ β‖2 + λ1 ‖ β‖1

)

and λ1, λ2 ≥0, λ1 + λ2 =1 

This method is robust to extreme correlations among features and can lower mean squared errors more effectively than LASSO or 
ridge regression when predictor variables are correlated [19,20]. Moreover, the Elastic Net determines affecting features more 
correctly than LASSO and has a lower false-positive rate than ridge regression [18,21]. 

3.2.2. Artificial Neural Networks 
Artificial neural networks (ANN), ANN models mimic the human brain’s learning capacity by connecting predictors to various 

hidden layer combinations through weighted connections. ANN has been extensively used in medical research to predict outcomes. 
This study developed a robust predictive model using a one-layer ANN to balance model complexity and interpretability, mitigating 
overfitting risks [22]. In order to forecast the outcome, ANN links predictors to various hidden layer combinations with the necessary 
weights as inputs. In summary, ANN predicts the outcome by connecting predictors to many hidden layer combinations through 
assigning appropriate weights [23]. The primary objective of this study is to develop a robust predictive model for analyzing clinical 
data of hospitalized COVID-19 patients. The selection of a one-layer ANN model is driven by the need for a balance between model 

Table 1 
Demographic and clinical characteristics of the patients (N = 706).  

Characteristic Total patients  patient’s condition 

Alive (n = 513) Dead (n = 193) 

Age (≥60)a 383 (54.2) 239 (46.6 %) 60: 144 (74.6 %) 
Sex (male)a 379 (53.7 %) 271 (52.8 %) 108 (56 %) 
Smokera 48 (6.8 %) 37 (7.2 %) 11 (5.7 %) 
Pulse (bpm)b 92.5 ± 16.3, (17–150) 91.24 ± 14.85 96.02 ± 19.37 
SBP (mmHg)b 123.6 ± 17.9, (70–200) 123.5 ± 16.27 123.86 ± 21.69 
DBP (mmHg)b 76.5 ± 11.8, (35–150) 76.72 ± 10.28 76.10 ± 15.36 
Respiratory rate (bpm)b 21.7 ± 7.7, (10–50) 20.74 ± 4.39 24.36 ± 12.87 
Body temperature (C◦)b 36.8 ± 1.5, (35–39) 36.85 ± 0.51 36.67 ± 2.82 
Sings & symptoms (yes)a 

Shortness of breath 551 (78 %) 403 (78.6 %) 148 (76.6 %) 
Cough 429 (60.8 %) 336 (65.6 %) 93 (48.2 %) 
Myalgia 295 (41.8 %) 235 (45.8 %) 60 (31.3 %) 
Fatigue 201 (28.5 %) 138 (26.9 %) 63 (32.6 %) 
Nausea and vomiting 139 (19.7 %) 118 (23 %) 21 (10.9 %) 
Anorexia 83 (11.8 %) 65 (12.7 %) 18 (9.3 %) 
Headache 62 (8.8 %) 49 (9.6 %) 13 (6.7 %) 
Diarrhea 44 (6.2 %) 36 (7 %) 8 (4.1 %) 
Decreased consciousness 41 (5.8 %) 14 (2.7 %) 27 (14 %) 
Sputum 39 (5.5 %) 34 (6.6 %) 5 (2.6 %) 
Sore throat 27 (3.8 %) 20 (3.9 %) 7 (3.6 %) 
Stomach cramp 27 (3.8 %) 14 (2.7 %) 4 (2.1 %) 
Loss of smell and taste 6 (0.8 %) 5 (1.0 %) 1 (0.5 %) 
Skin symptoms 5 (0.7 %) 2 (0.4 %) 3 (1.6 %) 
Coexisting conditions (yes)a 

Hypertension 113 (32.9 %) 167 (32.6 %) 97 (50.3 %) 
Diabetes 173 (24.5 %) 116 (22.6 %) 57 (29.5 %) 
Cardiovascular disease 40 (11.7 %) 65 (12.7 %) 50 (25.9 %) 
Dyslipidemia 62 (8.8 %) 44 (8.6 %) 18 (9.3 %) 
Lung disease 52(7.4) 35 (6.8 %) 17(8.8 %) 
kidney failure 31 (4.4 %) 16 (3.1 %) 15 (7.8 %) 
Hypothyroidism 29 (4.1 %) 20 (3.9 %) 9 (4.7 %) 
Cancer 25 (3.5 %) 13 (2.5 %) 12 (6.2 %) 
Pregnancy 14 (2 %) 11 (2.1 %) 3 (1.6 %) 
Alzheimer 12 (1.7 %) 7 (1.4 %) 5 (2.6 %) 
Immune deficiency 8 (1.1 %) 5 (1.0 %) 3 (1.6 %) 
Parkinson 8 (1.1 %) 2 (0.4 %) 6 (3.1 %) 
liver failure 7 (1 %) 4 (0.8 %) 3 (1.6 %) 

SBP: Systolic blood pressure. 
DBP: Diastolic blood pressure. 

a Number (%). 
b mean ± SD, (min-max). 
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complexity and interpretability. Given the nature of clinical data, where overfitting is a common concern due to potentially high 
dimensionality and noisy features, a simpler architecture helps mitigate these risks, a one-layer ANN can effectively capture the 
essential patterns without the risk of overfitting. 

3.3. Statistical analysis 

In this study, we preprocessed the data by removing variables with more than 20 % missing values. For variables with less than 20 
% missing data, we applied an imputation method. Given the dataset’s diversity, which includes continuous variables (e.g., age, lab 
results), categorical variables (e.g., gender, comorbidities), and binary variables (e.g., survival status), a flexible and robust imputation 
method was necessary. We used the “mice” package, which implements multiple imputation by chained equations (MICE), allowing for 
a comprehensive approach to handling missing data. MICE treats each variable with missing values as a separate imputation model, 
iterating through these models to generate multiple plausible datasets. For binary variables, the MICE package used logistic regression, 
modeling the probability of the binary outcome and imputing accordingly. Before imputation, we converted categorical variables into 
numeric codes or factors as required. We employed multiple imputations by chained equations using the “mice” package [24]. 

The Elastic Net algorithm was utilized to pinpoint predictors of COVID-19 patient mortality. All relevant features were input into 
the Elastic Net model for variable selection, performed using the “glmnet” package in R [25]. We applied a 10-fold cross-validation test 
with the “lambda.1se” criterion to find the optimal λ value, which signified the most regularized model with an error within one 
standard error of the minimum. Features with nonzero coefficients were retained for model building. To avoid overfitting, feature 
selection and model training were initially conducted with the training set and later validated with the testing set. The data was 
divided into training and testing sets in a 7:3 ratio. We employed the random oversampling technique to balance the classes in the 
training dataset [26]. 

To verify the robustness of the selected features, we constructed an artificial neural network (ANN) model. The fitted ANN model 
was a three-layers standard feed-forward neural network: an input layer, a hidden layer, and an output layer. The hidden layer’s 
activation function was logistic. The relative importance of individual predictors was assessed by analyzing the model weights. The 
“nnet” package in R was used to create the ANN model [27]. 

The performance of the ANN model was evaluated through ROC curve analysis and calculation of the AUC value in the testing sets. 
The ROC curve visually represents the model’s sensitivity (true positive rate) and specificity (true negative rate) across various 
thresholds. The shape and AUC of the ROC curve indicate the reliability of the model’s predictions, with a smoother, more concave 
curve and a higher AUC suggesting a more reliable model with consistent performance across different thresholds. 

4. Results 

The demographic and clinical characteristics of the patients in this study are summarized in Table 1. Continuous features were 

Table 2 
Laboratory characteristics of the patients at baseline.  

Characteristic  
Total patients 

patient’s condition 

Alive (n = 513) Dead (n = 193) 

PCRa (positive) 508 (93.9 %) 375 (73.1 %) 133 (68.9 %) 
WBC countb 9.1 ± 8.8 8.1 ± 7.1 11.6 ± 11.8 
Lymphocyte countb 1.6 ± 6.1 1.43 ± 5.0 1.9 ± 8.2 
Lymphocyte count (<0.8)a 236 (33.4 %) 153 (29.8 %) 83 (43 %) 
Haemoglobinb 13.4 ± 6 13.5 ± 6.8 13.2 ± 3.2 
CRPb 70.4 ± 60 64.4 ± 59.3 86.4 ± 70.7 
CRP (>100)a 152 (21.5 %) 98 (19.1 %) 54 (28 %) 
Platelet countb 211.9 ± 89.5 210.7 ± 85.3 214.7 ± 99.9 
ALTb 51.2 ± 121.9 48.4 ± 65.1 44.2 ± 55.3 
ASTb 58 ± 140.7 49.8 ± 55.1 62.1 ± 51.0 
Creatinineb 1.3 ± 1.11 1.3 ± 1.4 1.8 ± 1.7 
Ureab 51.8 ± 38.6 43.2 ± 28.4 74 ± 50.9 
LDHb 807.7 ± 570.5 720.4 ± 318.21 971.2 ± 574.5 
LDH (>245)a 619 (87.7 %) 439 (85.6 %) 180 (93.3 %) 
PTb 13.8 ± 3.8 13.7 ± 4.1 14.0 ± 2.7 
INRb 1.1 ± 0.53 1.1 ± 0.5 1.2 ± 0.5 
Nab 138 ± 4.2 137.7 ± 3.6 138.8 ± 5.3 
Kb 4.2 ± 0.6 4.2 ± 0.5 4.3 ± 0.6 

PT: Prothrombin time. 
INR: International normalized time. 
ICU: Intensive Care Unit. 
NIV: noninvasive ventilation. 
ARDS: Acute respiratory distress syndrome. 

a Number (%). 
b mean ± SD. 
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presented as mean ± standard deviation (SD), while categorical variables are shown as numbers (percentage). The study included 706 
COVID-19 patients, of whom 379 (53.7 %) were males and 383 (54.2 %) were aged 60 and older. Hypertension and diabetic were 
present in 113(32.9 %) and 173(24.5 %) patients, respectively (Table 1). The highest percentages in signs and symptoms were 
shortness of breath (78 %) and cough (60.8 %). Also, the highest percentages in the condition of patients were hypertension (32.9 %) 
and diabetes (24.5 %). The laboratory characteristics, clinical outcomes of patients, and the information of drugs received by hos-
pitalized patients are presented in Table 2, Tables 3 and 4. There were 508 individuals with positive PCR (93.9 %), 193 (27.3 %) died in 
the hospital, and 251 (35.6 %) were admitted to the intensive care unit. 

Using the Elastic Net with the “lambda.1se” criterion, 70 of 96 features were excluded (Fig. 1), leaving the following prognostic 
features (ELASTIC NET = 26) with nonzero coefficients. Almost all 26 features (except for age) were about clinical data of patients in 
the hospital including 23 categorical features and 3 continuous ones. After analyzed by Spearman’s rank correlation and Pearson 
correlation and validated by clinical assessment, 20 features were eventually selected for modelling. Of these, 7 features showed a 
positive relationship with mortality (Age≥60, bromhexine utilization, lymphocyte count ≥0.8, hydrocortisone utilization, CRP, INR 
and urea plasma level), while 13 features were negatively correlated with mortality (ARDS, acute cardiac injury, lower level of SPO2 in 
the hospital admission, admission in ICU, receiving invasive and noninvasive ventilation, septic shock, heart failure, acute kidney 
injury, sepsis, decreased consciousness, HTN, kidney failure, respiratory failure). 

Fig. 3 represents box and jitter plots indicating the distribution of continuous features included in the ANN model between survived 
patients (n = 513) and dead patients (n = 193). As shown in Fig. 3, INR, CRP, and urea in the deceased group were higher than in the 
living group, whereas SPO2 on the first day was lower in the dead group than in the living group. 

4.1. Model performance 

We utilized the ANN model to build a predictive model with features obtained from Elastic Net. In the optimized model obtained, 
ARDS and urea had high importance in the mortality rate (Table 5). The ROC curve for the artificial neural network based on selected 
features showed a high AUC (Fig. 2). The final values used for the model were size = 5 (number of hidden layers) and decay = 0.1, so 
the ANN model achieved an AUC of 98.8 % (95 % CI: 97.8–99.8) and an accuracy of 97.14 % (95 % CI: 93.89–98.94), sensitivity of 
98.04 %, specificity of 94.74 %, positive predictive value (PPV) of 98.04 %, and negative predictive value (NPV) of 94.74 %. 

5. Discussion 

In this retrospective study, we developed an Artificial Neural Network (ANN) model, an ensemble approach combining the Elastic 
Net machine learning algorithm, which accurately predicted various clinical characteristics, outcomes, symptoms, coexisting condi-
tions, laboratory results, and medication reports for 706 COVID-19 patients. The ANN model, utilizing 20 predictors, achieved a high 
classification rate of AUC = 0.98 and demonstrated exceptional discriminatory power. ARDS, acute cardiac injury, lower level of SPO2 

Table 3 
Drug information received by hospitalized patient. (N = 706).  

Characteristic Total patients patient’s condition 

Alive (n = 513) Dead (n = 193) 

Remdesivira 343(48.6 %) 240 (46.8 %) 103 (53.4 %) 
Corticosteroidsa 554 (78.5 %) 377 (73.5 %) 177 (91.7 %) 
Dexamethasonea 433(61.3 %) 310 (60.4 %) 123 (63.7 %) 
Methylprednisolonea 232 (32.9 %) 141 (27.5 %) 91 (47.2 %) 
Hydrocortisonea 160 (22.7 %) 64 (12.5 %) 96 (49.7 %) 
Prednisolonea 20 (2.8 %) 17 (3.3 %) 3 (1.6 %) 
Bromhexinea 407 (57.6 %) 317 (61.8 %) 87 (45.1 %) 
Interferon Beta(1 b,1a)a 324 (45.9 %) 168 (32.7 %) 70 (36.3 %) 
Famotidinea 275 (39 %) 209 (40.7 %) 66 (34.2 %) 
Vitamin Ca 269 (38.1 %) 194 (37.8 %) 75 (38.9 %) 
Vitamin D3

a 217 (30.7 %) 154 (30.0 %) 63 (32.6 %) 
Zinca 185 (26.2 %) 138 (26.9 %) 47 (24.4 %) 
N-acetylcysteinea 176 (24.9 %) 125 (24.4 %) 51 (26.4 %) 
Hydroxychloroquinea 163 (23.1 %) 126 (24.6 %) 37 (19.2 %) 
Azithromycina 125 (17.7 %) 88 (17.2 %) 37 (19.2 %) 
Atorvastatina 100 (14.2 %) 65 (12.7 %) 35 (18.1 %) 
Favipiravira 72 (10.2 %) 58 (11.3 %) 14 (7.3 %) 
lopinavir-ritonavir (Kaletra)a 80 (11.3 %) 56 (10.9 %) 24 (12.4 %) 
Melatonina 43 (6.1 %) 24 (4.7 %) 19 (9.8 %) 
Hemoperfusiona 26 (3.7 %) 11 (2.1 %) 15 (7.8 %) 
Colchicinea 25 (3.5 %) 15 (2.9 %) 10 (5.2 %) 
Tocilizumaba 23 (3.3 %) 9 (1.8 %) 14 (7.3 %) 
Oseltamivira 11 (1.6 %) 9 (1.8 %) 2 (1.0 %) 
IVIGa 3 (0.4 %) 1 (0.2 %) 2 (1.0 %)  

a Number (%). 
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in the hospital admission, admission to the ICU, receiving invasive and noninvasive ventilation, septic shock, heart failure, acute 
kidney injury, sepsis, decreased consciousness, HTN, kidney failure, respiratory failure, age ≥60, bromhexine utilization, lymphocyte 
count≥ 0.8, hydrocortisone utilization, CRP, INR, and urea plasma level were found to be essential factors for mortality in our study. 
All factors identified as predictor factors for mortality are expected, predictable, and reasonable, except bromhexine and hydrocor-
tisone utilization, which need more discussion. 

Coronaviruses enter host cells through interactions between the viral spike protein and host cell receptors, such as transmembrane 
serine protease 2 (TMPRSS2) or angiotensin-converting enzyme 2. Barzegar et al. [28] proposed that bromhexine can prevent viral 
entry into host cells by inhibiting TMPRSS2. Only a few numbers of studies with small sample sizes evaluated the effects of bromhexine 
on COVID-19 patients. Li et al. [29] reported that bromhexine improved chest CT findings, reduced the need for oxygen therapy, and 
increased discharge rates within 20 days. Ansarin et al. [30] found that early bromhexine use lowered ICU admission rates, intubation 
rates, and mortality. In contrast, the study by Tolouian et al. [31] indicates that bromhexine has not been shown to decrease rates of 
ICU admission, the need for oxygen therapy, or mortality. Based on the previous studies, the results regarding the use of bromhexine in 
COVID-19 patients are conflicting and large-scale studies are still warranted. Bromhexine has mild and self-limited adverse effects, 
including gastrointestinal side effects, transient elevation of serum aminotransferase, headache, vertigo, sweating, and rare allergic 

Table 4 
Clinical outcomes of patients in the hospital Treatments for COVID19 trial.  

Characteristic  
Total patients 

patient’s condition 

Alive (n = 513) Dead (n = 193) 

In-hospital mortalitya 193 (27.3 %) 513 (72.7 %) 193 (27.3 %) 
Respiratory failurea 48 (6.8 %) 3 (0.6 %) 45 (23.3 %) 
Admission to ICUa 251 (35.6 %) 106 (20.7 %) 145 (75.1 %) 
Duration of ICU stay (day)b 3.7 ± 7.3 (1–53) 7.75 ± 5.7 11.6 ± 10.5 
Receiving invasive or noninvasive ventilationa 234 (33.1 %) 141 (27.5 %) 184 (95.3 %) 
Sepsisa 142 (20.1 %) 39 (7.6 %) 103 (53.4 %) 
ARDSa 150 (21.2 %) 3 (0.6 %) 147 (76.2 %) 
Heart failurea 46 (6.5 %) 7 (1.4 %) 39 (20.2 %) 
Septic shocka 70 (9.9 %) 7 (1.4 %) 63 (32.6 %) 
Coagulopathya 112 (15.9 %) 59 (11.5 %) 53 (27.5 %) 
Acute cardiac injurya 64 (9.1 %) 12 (8.0 %) 52 (26.9 %) 
Acute kidney injurya 88 (12.5 %) 41 (8.0 %) 47 (24.4 %) 
Secondary infectiona 251 (35.6 %) 129 (25.1 %) 122 (63.2 %) 
Hypo proteinemiaa 39 (5.5 %) 16 (3.1 %) 23 (11.9 %)  

a Number (%). 
b mean ± SD, (min-max). 

Fig. 1. Tuning parameter (lambda) selection in the Elastic Net model used 10-fold cross-validation based on “lambda.1se” criteria for COVID- 
19 prognosis. 
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reactions [32]. This safe over-the-counter medication is used in many various conditions without any expected major adverse event. 
The findings of our current retrospective observational study about Bromhexine do not align with previous clinical research. It may be 
due to the confounding effect of infection severity, which requires assessment in future clinical trials. 

A network meta-analysis of 10544 patients from 19 trials revealed that the effects of glucocorticoids on COVID-19 patients depend 
on dosage, regimen, and type of glucocorticoids. Among different dosages and regimens, only pulse therapy with methylprednisolone 
is associated with a lower range of mortality, and evidence regarding the use of hydrocortisone and dexamethasone is still lacking [33]. 
Larger RCTs are highly recommended to evaluate the net effects of hydrocortisone in COVID-19 patients. 

Sepsis guidelines advise the use of hydrocortisone to treat septic shock because it has a mineralocorticoid effect [34]. Therefore, 
hydrocortisone is used in critically ill patients with a higher probability of mortality. Then it seems that hydrocortisone may not be an 
independent risk factor for mortality, and it may not increase patients’ mortality, possibly due to the severity of the patient’s condition. 
Additionally, the attending physician prescribed several potentially effective drugs, so it does not appear that these drugs play a role in 
the patients’ mortality. 

Table 5 
The rank of importance of features in the ANN model.  

Predictors Importance (%) 

ARDS 100 
Receiving invasive or noninvasive ventilation 96.2 
Septic shock 76.7 
Sepsis 58.6 
Urea 48.2 
SPO2 on first day 46.7 
Respiratory failure 42.2 
Acute cardiac injury 40.1 
Acute kidney injury 36.3 
Hydrocortisone 28.6 
Age≥60 28.1 
Decrease of consciousness 26.8 
kidney failure 21.8 
Bromhexine 21.8 
Lymphocyte count ≥0.8 14.7 
HTN 10.4 
CRP 8.3 
Heart failure 7.3 
INR 5.4 
Admission in ICU 0.9  

Fig. 2. ROC curve for the artificial neural network base on selected features.  
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6. Conclusion 

This study highlights the association of some variables with COVID-19 mortality, and the need for further research into the effects 
of bromhexine and hydrocortisone, given their unexpected association. The methodologies employed here are applicable for exploring 
additional predictors and refining predictive models. Insights from this study could enhance public health strategies, including 
resource allocation and management guidelines for hospitalized COVID-19 patients. Identifying high-risk patients early can improve 
hospital and ICU management. Future research should focus on demographic variability, new predictors, and integration into clinical 
workflows. 

Strengths and limitations 

A key strength of our study is the application of precise methods in developing and validating our classification and prediction 
model. We split the data into training and testing sets to avoid overfitting during model development. We utilized the Elastic Net 
algorithm and nonlinear ANN model to assess the selected features’ performance in predicting patient mortality. However, our study 
had several limitations. Firstly, existing ML-based studies on prognosis prediction for COVID-19 patients face challenges such as 
limited sample sizes, restricted feature categories for prediction, short-term follow-up periods, and a lack of independent external 
validation. These factors could affect the generalizability of our findings. 
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Fig. 3. Box and jitter plots of continues features (A: CRP; B: INR; C: SPO2 first day; D: Urea) according to the mortality outcome.  
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