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Abstract

Recently, treatment interruptions such as a clinical hold in randomized clinical trials have been investigated by using a
multistate model approach. The phase lll clinical trial START (Stimulating Targeted Antigenic Response To non-small-
cell cancer) with primary endpoint overall survival was temporarily placed on hold for enroliment and treatment by
the US Food and Drug Administration (FDA). Multistate models provide a flexible framework to account for treatment
interruptions induced by a time-dependent external covariate. Extending previous work, we propose a censoring and a
filtering approach both aimed at estimating the initial treatment effect on overall survival in the hypothetical situation of
no clinical hold. A special focus is on creating a link to causal inference. We show that calculating the matrix of transition
probabilities in the multistate model after application of censoring (or filtering) yields the desired causal interpretation.
Assumptions in support of the identification of a causal effect by censoring (or filtering) are discussed. Thus, we provide
the basis to apply causal censoring (or filtering) in more general settings such as the COVID-19 pandemic. A simulation
study demonstrates that both causal censoring and filtering perform favorably compared to a naive method ignoring the
external impact.
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I Introduction

A substantial amount of treatment interruptions during a randomized clinical trial, not expected at the planning stage, might
cause that the planned statistical analysis does not address the original study objective anymore. The phase III clinical trial
START (Stimulating Targeted Antigenic Response To non-small-cell cancer) had to deal with a large number of treatment
interruptions as it continued after a clinical hold (CH) was lifted.'A CH order issued by the FDA (US Food and Drug
Administration) to the sponsor of a clinical trial entails stop of enrollment and that patients may not receive the investiga-
tional drug.

The START study served as a motivating example for NieB] et al.? to evaluate the potential implications of the CH on
the treatment effect on overall survival (OS) and to suggest analysis methods to account for treatment interruptions induced
by the CH. They showed the multistate model framework as a suitable and flexible tool to investigate the impact of the CH
on the treatment effect supporting discussions around appropriate analysis methods. To compensate for a potential negative
impact of the CH on the treatment effect NieB] et al.? suggested a censoring approach which censors patients at the start of
the CH. They showed that this approach provides reliable estimates of the treatment effect on OS preserving the initial
objective of the trial for a causal interpretation: estimation of initial treatment effect in the absence of the CH. Their
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argumentation is based on the fact that the CH order is an external event. It is important to note that censoring by CH is
independent in a counting process sense. This is more subtle than the common random censoring model that assumes sto-
chastically independent death and censoring times. Assuming a beneficial treatment effect, censored and uncensored
patients cannot be assumed to have the same hazard of death because censored patients may have to suspend their treatment
which is expected to be harmful for the time to death.

The considerations of NieBl et al. serve as motivation to provide an in-depth discussion on the connection of censoring
by treatment interruption and causal inference for assessing treatment effects under hypothetical interventions.

In this article, we suggest an enhanced CH-censoring approach, which censors only patients that actually had to interrupt
their treatment due to the CH. These are the progression-free patients in the treatment group, because in the START trial,
treatment is administered only before disease progression. However, this method implies that we cannot simply use a Cox
model to determine the treatment effect.

Moreover, we transfer our considerations about causal censoring to the more general concept of filtering making use of
information collected after the end of the CH. These two novel methods to account for the CH have the major benefit that
more observed events are included in the analysis compared to the censoring approach of NieBl et al.> However, it is less
intuitive whether these two new methods provide causal estimates, as the censoring (and filtering) now depends on indi-
vidual covariate values. To gain a better understanding of the relationship between independent censoring in a counting
process sense and censoring as a causal intervention, we examine, based on the example of the CH situation, the implica-
tions of the censoring and filtering approaches on the matrix of transition probabilities from both a causal perspective and a
multistate model perspective. In doing so, we also address the connection of “censoring by treatment interruption due to
CH” to the g-computation formula.>® Moreover, we discuss the assumptions for “causal censoring,” that is, for censoring
that lead to an identifiable causal effect. Our goal with this paper is to provide a conceptual multistate framework that
enables us to address treatment interruptions or discontinuations and to identify a causal treatment effect in general settings
with an external time-dependent covariate inducing a time-varying treatment.

Another example for a possible application are clinical trials affected by the COVID-19 pandemic. The current
COVID-19 pandemic and subsequent restrictions have various consequences on planned and ongoing clinical trials. Its
direct and indirect effects might lead to intercurrent events and missing data potentially leading to biased study results.
The multistate model approach could support discussions and decision making on how to cope with the COVID-19 pan-
demic from a statistical point of view.” van Geloven et al.® discuss censoring of treatment as a hypothetical strategy for
answering the question of how likely an event would be if no one received treatment.

In contrast to NieBl et al.,” this article will focus on the estimation of probabilities using the Aalen-Johansen estimator
rather than the estimation of hazard ratios to be more in the spirit of causality.’

The remainder of this article is structured as follows. Section 2 introduces the theoretical background including survival
multistate models as well as some key aspects of causal inference. Section 3 recapitulates multistate modeling of a CH by
the example of the START trial and suggests two novel methods to account for the impact of the CH. Section 4 set out the
link to causal inference and the identification of causal treatment effects. In Section 5., simulation studies are performed
comparing the suggested methods. The article concludes with a discussion in Section 6.

2 Theoretical background

We begin by presenting general survival multistate models with a focus on external categorical time-dependent covariates
and the estimation of transition probabilities (Section 2.1.). Section 2.2 gives a short overview of some aspects of causal
inference we need to create the link between multistate modeling and the identification of causal effects.

2.1 Survival multistate models and time-dependent covariates

In contrast to the standard survival model, a multistate model facilitates the analysis of complex survival data with any
finite number of states and any transition between these states.'® If no transitions out of a state are modeled, the state is
called absorbing, and fransient otherwise.

A multistate model could be interpreted as a joint model for time-dependent categorical covariates and the time-to-event
endpoint: covariates are included through transitions from one transient state to another and the time-to-event endpoint
through the time until the multistate process enters an absorbing state. Figure 1 shows an illness-death model with absorb-
ing state death and transient state progression of disease (PD) that jointly models the oncology endpoints OS and
progression-free survival (PFS).!" The model also reflects the situation of the START study if the CH had not occurred.

Basically, Kalbfleisch and Prentice'? distinguish between two categories of time-dependent covariates. To put it briefly,
in contrast to internal covariates, the existence of external covariates does not depend on the individual under study.
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Figure |. Multistate model with progression of disease (PD) as intermediate state.

A simple example of an external covariate is air pollution in a study of asthma events. The level of air pollution may influ-
ence the hazard on asthma events, but asthma events of individuals have no impact on the level of air pollution. An example
of an internal covariate is blood measurements at study visits. The PD state in Figure 1 represents the internal time-
dependent covariate progression status. Kalbfleisch and Prentice'? give also a formal definition of external covariates,
which is introduced below. Let 7; denote the event time of the ith individual under study and w;() its left-continuous cov-
ariate vector at time ¢. Wi(t): = {wi(u); 0 < u < t} includes the covariate history up to time ¢. Then, for an external cov-
ariate it holds:

P(T €u,u+dw)\Wu), T >u)=P(T € [u, u+du)|W(t), T > u) (1
for all u, ¢, such that 0 < u < ¢. An equivalent condition is:
PWOIWw), T>u)y=PW@OIWwu), T =u), 0<u<t )

In words, the occurrence of an event at time u does not affect the future path of the external covariate w(-). Moreover, as the
external covariate is an output of an external stochastic process, the values of an external covariate do not depend on indi-
vidual past covariate paths.

As stated above, time-dependent and typically internal covariates with finite range could be incorporated in a multistate
model. Including an external time-dependent covariate into a multistate model converts it to an internal covariate to a
certain extent, as the covariable then reflects the individual experience of the patient under study.'®> The event of the
CH can be described by an external time-dependent covariate, but, as we will discuss later, by adding the CH to the multi-
state model, we no longer consider it as an external event but its internal effect of treatment interruption.

Let (M,),~, be a multistate process with finite state space {0, 1, 2, ..., K} denoting the state where an individual is in at
time ¢ and fulfilling the time-inhomogeneous Markov assumption. M, is adapted to its self-exciting filtration F,: =
(6(M;:0 < s < 1)o7 that can be seen as the history of the multistate process up to time 7. In terms of (M;),- the tran-
sition hazards a;,(f) from state / to state m are defined via:

cin(t)dt = PMyay = mMi— = 1), 1% m. 3)

The Markov assumption guarantees that the future course of an individual only depends on the state currently occupied and
on time ¢. Identification of causal effects requires model assumptions and the Markov assumption is an essential condition
as we will discuss in Section 4.2. The matrix of transition probabilities P(s, £) = (P(M; = m|M; = 1)) e, s <t € [0, 7],
can be estimated by the Aalen-Johansen estimator:

Pis. )= [ (1+ 2A@w). @)
s<u<lt
where I is the (K + 1) X (K + 1) identity matrix and [ is a finite product over all unique observed transition times in (s, ].

The matrix AA(¢) has non-diagonal entries containing the increments of the Nelson-Aalen estimators of the cumulative
transition hazards. Its diagonal entries are such that the sum of each row equals zero. The increments of the
Nelson-Aalen estimator are given by:

# observed [ — m transitions at ¢

Ady(t) = ©)

# observed in state / just prior to ¢
Assuming one common initial state of all individuals, the probabilities of being in a certain state at time ¢, that is the state
occupation probabilities P(M; = m), m € {0, 1, ..., K}, t € [0, 7], are given by the first row of the Aalen-Johansen esti-
mator (4). The time-point 7 is chosen such that identifiability is guaranteed. We are interested in the endpoint OS. Looking
at Figure 1, the state occupation probability of the absorbing state death describes the probability of already being dead at a
given time f and can be used to quantify the endpoint of OS.
Furthermore, we introduce the following counting process notation. We consider 7 replicates assumed to be independent
with individual process M/, i = 1, 2, n. The at-risk process denoting the number of patients in state / and under observa-
tion just before time ¢ is then given by:
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n

Yt): =Y UM =1,1<C). (6)

i=1

C; is defined as the right-censoring time of individual i. The number of i’s observed direct [ - m transitions in [0, ] is
denoted by the counting process N}, (¢) and Np,(1):= Y i, N} (), | # m. We write AN, (s) for the increments between
time s and the previous time-point of a jump of Ny, (s). So,

A]vlm(t)
Yi(r) -

In the survival analysis literature, different types of right-censoring have been introduce We focus on the concept of
independent censoring,'> which is a much weaker assumption than simple random censoring. Independent censoring still
allows valid statistical inference of the hazards, as it preserves the multiplicative structure of the intensity model. Observing
a counting process via a filter implies that the jumps of that process are only observed and known when a suitable indicator
process is switched on,'>"'° that is, we do not know whether an event occurred or not during a filtered interval. An in-depth
discussion on independent censoring and independent filtering is included in the Supplemental Materials.

AIalm(t) = (7)

14
d.5»

2.2 Key aspects of causality

Causal analysis goes one step further as the standard statistical analysis and does distinguish between causal effects and
other sources of association. Many relevant publications dealing with causality from a statistical point of view use different
causal notations and frameworks.'’~"

Within this section, we focus mainly on the general requirements to identify a desired causal effect from observational
data without going into details.

Pearl'® has introduced a notation that describes the situation where a single variable X; is forced to take a specific value
X1 by some intervention for the complete population. This means P(T'|do(X; = X)) refers to the distribution of 7 under the
situation, where X has been forced to take value X} by some intervention. In contrast to ordinary conditioning, that is,
P(T|X = x1), which corresponds to the distribution which we could passively observe when X| = x1, P(T|do(X; = X1))
could be interpreted as the causal effect of X on T by comparing different interventional values of X. We are interested
in the initial treatment effect on OS which would have been observed in the absence of the CH, that is, under do(no
CH), and not just on the treatment effect that is observed in the patients not affected by the CH.

A common graphical tool for displaying causal relations are causal DAGs (directed acyclic graphs). A detailed intro-
duction to DAGs can be found for example in Greenland et al.*® or Maathuis et al.! There are graphical rules like the
back-door criterion which help us to decide whether we could identify a causal effect under the assumed causal model.
Random variables are displayed as nodes and directed edges (arrows) convey the causal directionality. The lack of an
arrow from one node to another can be interpreted as the absence of a direct causal effect regarding those nodes.
Figure 2 shows an example DAG that reflects the situation of the START trial at a fixed time 7. We will discuss this
DAG in detail in Section 4.1. Let V' = {V, ..., V,} be a set of discrete random variables. Parents of a random variable
V; denoted by pa(V;) are a set of nodes from which there is a direct arrow into V;. If there is a sequence of nodes which
connects V; and V; following the direction indicated by the edges and starting at V;, we denote V; a descendant of V;. A
set of variables /'* C V satisfies the back-door criterion relative to the ordered pair (¥;, ¥;) if no node in ¥* is a descendant
of V; and 7* blocks every path between 7; and V; that contains an arrow pointing into V;.22 Then, the intervention distri-
bution is given by:

P(V; = vildo(Vi = vp) = Y P(V; = vilV; = vj, VX =v*) - P(V* =) ®)

A variable that has no parent is called exogenous or root node and is determined only by factors outside of the graph.
Otherwise, a variable is endogenous.

To quantify causal relations by analyzing observational data, we need some stronger assumptions than for standard stat-
istical analyses. Hernan and Robins'’ describe three identifying assumptions for estimating averaged causal effects.

e Positivity: the combination of values possible under the intervention must also be possible under the observational
regime. That means the relevant combinations under the observational regime requires a positive possibility. In our
example, we observe non-progressive and progressive patients with death event that are not affected by the CH.
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Figure 2. DAG for CH situation at fixed t. Note: The DAG describes causal relations for patients still alive at time t. DAG: directed
acyclic graph; CH: clinical hold.

e Exchangeability: The individuals with intervention would have experienced the same average outcome as the indivi-
duals without intervention if they had not been subject to intervention. Randomization in clinical trials is expected to
produce exchangeability between the treated and the untreated. Conditional exchangeability means that exchangeability
is guaranteed within the levels of a covariate. Consequently, this assumption implies that there are no unmeasured con-
founders that are a common cause of both the exposure subject to the intervention and the outcome. In our example, the
question is which patients can be assumed to experience the same average treatment effect as patients affected by CH
would have if there were no CH.

e Consistency: the intervention must be well-defined involving that actual and counterfactual survival times coincides
when the actual observed exposure is equal to the intervention value. We will define a concrete intervention representing
“no CH” in later sections and we will see that there is more than one option.

A causal DAG G encodes the identifying assumptions. Thus, the main task is to decide whether the assumptions repre-
sented in any given graphical model are reasonable and sufficient to assess causal effects from the observed data.

Furthermore, the graphical model G with finite set of discrete random variables V (|| = n) is called Markov, if any joint
distribution generated by the model can be factorized as™:

P(vi, ..., vy) = [ [ POvilpa() ©)
i=1

The truncated factorization formula, also known as g-computation formula® or manipulation theorem,> enables us to
determine the joint distribution generated by multiple interventions on a set of random variables for any Markovian model.

For any intervention on X = {Xj, ..., Xy} C V, |X| = m, m < n, the joint distribution is given by:
P(ldo(xy, ...xw) = [ [ Pltlpa)) [ [ 10w = x)) (10)
ieT jex

where 7 = V'\ X. In (10) factors of manipulated variables are removed. If v is consistent with the intervention then the
remaining factors stay the same. If v is inconsistent with the intervention then the post-intervention distribution is equal to 0.
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According to the definition of a causal DAG by Didelez,>* the DAG is causal, implying that all causal effects are iden-
tifiable, if (9) and (10) hold.

3 Multistate modeling of clinical hold

Section 3.1 describes the motivating data example, the START trial sponsored by Merck KGaA. Section 3.2 recapitulates
how the CH is incorporated in a multistate model as proposed in Niefl et al.> Section 3.3 suggests two methods to account
for CH impact extending the censoring approach proposed by NieBl et al.?

3.1 Motivating data example: The START trial

The START trial was a phase 11, 2:1 randomized, placebo-controlled, and double-blind group-sequential trial. The aim of
START was to investigate whether the MUCI1 antigen-specific cancer immunotherapy tecemotide given as maintenance
therapy after chemoradiation improves OS duration in patients with unresectable stage IIT non-small-cell lung cancer.'
Treatment was administrated until PD.

At the time of the CH, accrual was nearly completed with 1182 of 1322 planned subjects, blinded treatment was sus-
pended in 531 patients and 180 patients did not restart treatment after a median of 135 days of treatment interruption when
the CH was lifted.

The sponsor decided to continue the trial after increasing the overall sample size and to exclude those patients in a modi-
fied intention-to-treat (mITT) analysis believed to be most affected by the treatment interruption, that is, all 274 patients
randomly assigned within the six months before the CH were excluded from primary analysis. Overall, 1513 patients were
enrolled, with 1006 treated with tecemotide and 507 assigned to placebo. In the mITT subset 1239 patients remained, 829
receiving tecemotide and 410 receiving placebo. Results of the trial showed no significant prolongation of OS duration in
the mITT analysis population used for primary analyses. Thus, the question arises if the mITT analysis had in principle
compensated for potential implications of the CH.

NieBl et al.? showed that the mITT analysis was a reasonable proceeding providing reliable estimates of the initial treat-
ment effect for OS. Moreover, they suggested a more flexible censoring approach for compensating the impact of the CH.
More details about the START trial are available in Butts et al.'

3.2 Multistate models for treatment and control groups

To evaluate the impact of the CH on the treatment effect, we consider two separate models for treatment and control groups
as proposed in NieBl et al.?> Both models include PD as a transient state, as treatment changed upon PD for the treatment
group as well as for the placebo group. It has to be noted that both treatment decisions and PD state in our multistate model
refer to the time of the diagnosis of PD. To describe the event of the CH in the treatment group we add two transient states
representing the start and end of the CH to our model (see Figure 4). Assuming that an induced treatment interruption of
active treatment is the major consequence of the CH, we do not model the CH in the control group (see Figure 3). In the
START trial, blinded treatment was discontinued with PD. As a consequence, patients with PD or death prior to CH did not
experience a treatment interruption due to the CH. We model the CH as an individual event of a patient’s course of disease
and treatment, as only patients actually affected by the CH make a transition into the state “CH on.” Thus, we have to
distinguish between two types of covariates describing the CH, on the one hand, the CH as an external covariate that
occurs at one point in calendar time for the entire population, and on the other hand, the CH as an internal covariate incor-
porated in our multistate model that induces a treatment interruption.'?

In NieBl et al.® the multistate model has been used to generate a better understanding of the impact of the CH on the
treatment effect in the START ITT population. We briefly recap the main results: The Nelson-Aalen estimates of the
direct death hazards (i.e. death without prior progression) are rather low and no clear difference can be observed
between treatment groups. Also, no clear treatment effect could be observed for the time from the PD state to death
(2 — 3). However, the Nelson-Aalen estimates of the cumulative hazards into the PD state indicate a protective effect
of treatment on the time until PD, which cannot be observed during treatment suspension due to CH, but is restored
with the resumption of treatment. In other words, when comparing the Nelson-Aalen estimates of the “0 — 2 and “4
— 2”7 cumulative transition hazards to the “0 — 2” cumulative transition hazard of the control group, a treatment effect
is observed that does not occur when comparing the estimates of the “1 — 2” cumulative transition hazard to the “0 —
2” cumulative transition hazard of the control group. We refer to NieBl et al.®> for a detailed discussion of the
Nelson-Aalen estimates and a graphical illustration incorporating incidence rates into Figures 3 and 4 for easier
interpretation.
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Figure 3. Multistate model with progression of disease (PD) as intermediate state for the control group.
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Figure 4. Multistate model (X;),.o with PD and CH as intermediate states for the treatment group. PD: progression of disease;
CH: clinical hold.

Our aim is to identify the initial treatment effect on OS in a hypothetical situation where the CH has not occurred. With
regard to our multistate models OS is defined as the time until the absorbing state “death” is reached.

3.3 Compensating for the impact of the CH using censoring and filtering approaches

NieBl et al.” compared the mITT analysis as applied to the START data and the censoring approach to the naive approach
which simply ignores the CH. They concluded that the mITT analysis was a meaningful approach that compensated for the
impact of the CH. However, the censoring approach is a simple alternative that provides convincing simulation results and
needs less information about the mode of action of the treatment than the mITT analysis where an exclusion window has to
be determined. Moreover, NieBl et al.? pointed out that the censoring approach has a causal interpretation with regard to a
treatment effect that had been observed in the absence of the CH. Thus, we want to extend the censoring concept and will
also have a closer look at the connection to causal inference to enable the application of causal censoring in more general
settings.

In NieBl et al.? all patients—actually affected by the CH or not—are censored at the beginning of the CH exploiting the
fact that CH is an external mechanism independent of the individual patient. Let (X;),», be the multistate process according
to the multistate model for the treatment group introduced in the previous section (cf. Figure 4). The model of the treatment
group reflects the individual treatment interruption due to the CH, but includes no information about the CH order for
patients not actually affected by the CH. Thus, the censoring approach cannot be described in terms of the multistate
process X;. Let us consider the multistate process (Z;)», representing the multistate model shown in Figure 5. That
model includes a transient state “CH on” representing the individual start of the external CH. That means, a patient
makes a transition into state 1 “CH on” as soon as the CH occurred irrespective of whether a treatment interruption is
induced or not. Therefore, an important difference between models of Figures 4 and 5 is that the model of Figure 5 includes
a PD — CH, that is, 2 — 1, transition. For ease of presentation, the end of CH is not modeled. Let 7; = inf {7|Z! = 3} the
time of death of individual i and CH.t; = inf {#|{Z' = 1} the time of the start of the CH for individual i on its study time
scale. It holds 7; = inf {¢|Z/ = 3} = inf {#]X/ = 3}. Not all individuals in the study experienced the CH. Thus, we define
inf {} = oco0. An individual is censored according to the “censoring by CH” approach as soon as it enters state 1 in Figure 5,
that is, if CH.t; < 7;. Then, state 1 is an absorbing observational state and only the transitions illustrated by the solid black
arrows are considered as “observed.” It is quite obvious that 7; and CH.t;, that is, the death and censoring times, are not
stochastically independent, as the CH leads to treatment discontinuation for progression-free patients. However, censoring
by CH is independent censoring with regard to the OS hazard prior to CH and at the same time lead to causal estimates of a
treatment effect in a hypothetical world where the CH never happened. We will deal with the question of when independent
censoring not only leads to hazard estimates undisturbed by censoring but also causal probability statements in Section 4.

A possibility to reduce the censoring rate is to censor only patients which are actually affected by the CH, that is, who
had to suspend the experimental treatment. With regard to our multistate model (cf. Figures 4 or 6), an individual is
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| + The transitions are considered as ...
O 2 3 Death Causal censoring by CH:
PD —
71 censored
S > 2a
CHon/ PD during
censored CH

Figure 5. Multistate model (Z;),, illustrating “censoring by CH.” Note the 2 — | rather than |— 2 transition. Solid lines represent
observed transitions. Note that state | is an absorbing state under causal censoring by clinical hold (CH).
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Figure 6. Multistate model (X;),, illustrating “censoring and filtering by treatment interruption.” Solid lines represent observed
transitions.

censored as soon as it enters the state “CH on.” An illustration of the concept of “censoring by treatment interruption” is
given in Figure 6. With this censoring, state 1 (“CH on”) is an absorbing state and only the solid black arrows are consid-
ered as “observed.” Let PD.st; = 1(X] = 2) denote whether an individual is progressive or not. Then, the relation between
the two censoring concepts—by CH and by treatment interruption—could be described in the following way: an individual
is censored by CH if CH.t; < T; and if additional PD.st;(CH.t; — ) = O then it is censored by treatment interruption. In
summary, we differ the two censoring concepts:

Censoringby CH < CH.t; < T an

Censoring by treatment interruption < CH.t; < T and PD.st{(CH.t; —) =0 12)

In addition, we consider the left-continuous time-dependent covariate CH(z); = 1(Ju < t:X] = 1) indicating whether a
treatment interruption had been induced due to the CH in (0, ¢ A T;). The censoring by treatment interruption (12) is inde-
pendent with regard to the 0 — 2 and 0 — 3 transition hazards, in the sense that those hazards are not disturbed by cen-
soring the 0 — 1 transition. But, in contrast to censoring by CH (11), the censoring is not necessarily independent with
regard to the OS times, because progressive patients, which might have a higher risk to die than the non-progressive
patients, are not subject to censoring. This underscores the importance of carefully defining what is meant by independent
censoring. Since the “censoring by treatment interruption” depends now on individual time-dependent covariate values, it
is less intuitive whether this censoring concept is still “causal,” that is, provides valid inference for a treatment effect in the
hypothetical situation of had no CH occurred.

We will show in Section 4.2 that we can use the partial empirical transition matrix, that is the Aalen-Johansen estimator
applied to the censored data (here: censoring by treatment interruption (12)), for causal inference in the hypothetical situation.

The “censoring by treatment interruption” does not use any information collected after the resumption of treatment. We
propose a further approach which might be preferable in settings where restoring of the treatment effect can be assumed,
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e.g. in chronic, non-life threatening disease. It should be noted that the multistate framework is a suitable tool to evaluate
whether a treatment effect is restored after a treatment interruption. Our suggestion is to censor the patients as described
before, but to re-include them to the analysis/risk sets after the end of treatment interruption due to CH with the end of CH
as entry time, if they are still under observation at the end of their treatment interruption. As illustrated in Figure 6, accord-
ing to this approach transitions out of state 1 are not considered in the analysis but, in contrast to the “censoring by treat-
ment interruption” approach, transitions out of state 4, that is now treated as the initial state after “observation has been
switched on,” and “2 — 3” transitions after CH are considered. It is important to note that it is not possible for a
patient to contribute to the risk set twice at the same time, as re-entry does not mean that a patient’s study time is reset.
This approach corresponds to filtering, as it does not consider any death or PD events during CH. Let us define CH(¢), =
1(X/ = 1) indicating whether an individual is currently affected by the CH. With regard to our multistate model in Figure 6,
CH(#); = 1 when entering state “CH on” and CH(#); = 0 when leaving that state. Consequently, when filtering we do not
“observe” the counting process of death events while CH(f); = 1. According to the definition of independent filtering as
explained in the Supplemental Materials, the filtering is independent with regard to the 0 — 2 and 0 — 3 transition hazards.

In the following we summarize the censoring and filtering concepts introduced in this section. The concepts have in
common that they provide the basis for valid causal estimates of the treatment effect that would had been observed in
the absence of the CH, but the way the intervention “no CH” is implemented differs. In other words, under certain assump-
tions they all could provide inference for P(T < t|do(no CH)). We will discuss the implications and causal assumptions
in more detail in Section 4.

e Censoring by CH: A patient is censored if CH.t; < 7;. In words, a patient is censored at the individual start of the CH
order irrespective of whether a treatment interruption is induced or not. This approach has been considered by Nief3l
et al.? and is illustrated in Figure 5. This approach involves the largest reduction of observed events. However, it
also allows a causal interpretation when estimating the treatment effect on the OS hazard (e.g. by the Kaplan-Meier
estimator).

e Censoring by treatment interruption: A patient is censored if CH.t; < 7; and PD.st; = 0. In words, an individual is cen-
sored as soon as it has to suspend treatment due to the CH, that is, only progression-free patients of the treatment group
are potentially censored. This approach will be considered in detail within this paper and is illustrated in Figure 6.
It involves a medium reduction of observed events and allows a causal interpretation of the Aalen-Johansen estimator.

o Filtering by treatment interruption: We observe the patient’s course of disease via the filter Ci(f): = 1(CH(¢); = 0). That
means, progression-free patients of the treatment group are censored at the beginning of the CH and observation is
restarted after the end of the CH. This approach will be considered in detail within this paper and is illustrated in
Figure 6. It involves the smallest reduction of observed events, but for a causal interpretation of the Aalen-Johansen
estimator the additional assumption of a restored treatment effect after the CH is required.

As illustrated in Figures 5 and 6, the crucial difference between “censoring by CH” and “censoring by treatment interruption” is
that in Figure 5 a progressive patient could make a transition into the CH state (i.e. will be censored), in contrast to Figure 6.
It has to be kept in mind that the CH per se is an external event that could be described via an external time-dependent
covariate (see Section 2.1.). However, our defined covariates CH(7) and CH() are not external as they depend on the indi-
vidual progression status.
Table 1 summarizes part of the introduced notation, which we will need later on.

4 Causal estimation of treatment effects in the presence of treatment interruptions

Before showing that the estimation of the transition matrix when censoring by CH coincides with the estimation of a causal
treatment effect under the hypothetical intervention “no CH occurred” (cf. Section 4.2.) , we present a DAG to illustrate the
underlying data generating mechanism (cf. Section 4.1.).

4.1 Causal DAG

We use a causal DAG (see Figure 2) to represent the CH study situation and to discuss it from a causal point of view.
In contrast to a multistate model, where the arrows illustrate the potential subsequent occurrences of events, an arrow
in the DAG indicates causal influences (cf. Section 2.2.).

We consider the causal relationships at a fixed time-point 7. Consequently, the DAG does not represent the complete
study situation. However, it will help us to understand the source of potential bias and to define an adequate Markov multi-
state model that captures all information to prevent bias introduced by censoring.
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Table |I. Notation table (only with main notation).

Notation Definition

(Z1)e0 multistate process of Figure 5

(XD)>0 multistate process of Figure 4

N,m(t_) counting process for observed direct | — m transitions at t
am(t) transition hazard from state | to state m at t

A(t) matrix-valued Nelson-Aalen estimator at t

A(s, t), P(s, t) (empirical) transition matrix

T; :=inf{t|Z! = 3} = inf {t|X| = 3}, that is, individual time of death
PD.st(t); = I(Xi = 2), that is, individual progression status at time t
CH.t; = inf{t|Zt' = |}, that is, individual time of start of the CH

CH(t) := (X! = I), that is, =| if the individual is currently affected by a trt. interrupt.
CH(1), 1(Ju<t: X = 1), thatis, =| if a trt.interrupt. had been induced in (0, t A T}
G(t) 1(CH(t); = 0), filtering process

As already stated, the occurrence of the external event CH (not its implications) does not depend on any individual cov-
ariate paths. From a causal perspective, the “external” CH is an exogenous variable, that is, a root node with no descen-
dants, as it does not have any causal parents within our model (i.e. within our clinical trial). The CH induces a treatment
interruption if a patient is still under risk and progressive-free at the time of the CH. Thus, progression status just before the
beginning of the CH is a causal parent of “treatment interruption induced by CH.” In other words, the progression status has
to be known to understand whether the individual is affected by the CH or not. A treatment interruption might influence the
treatment effect on time till death and on time till progression. The DAG must be interpreted locally in time and therefore
does not indicate whether a past treatment interruption still influences time to death or PD event after resumption of treat-
ment. The current progression status may affect the time to death as well. Moreover, it can be assumed that progression
status just before # and PD or death event at # have common causal parents (denoted by U in Figure 2).

Figure 2 shows the DAG which summarizes the causal relations in our clinical trial within the treatment group at fixed
time ¢. It is important to note that the CH per se is an exogenous variable, but because its impact depends on individual
covariates, the induced treatment interruption is endogenous.

4.2 Causal interpretation of the partial empirical transition matrix

In the following section, we discuss the causal interpretation of the partial empirical transition matrix that results from
applying our censoring and filtering approaches. We begin by considering g-computation in the setting of time-continuous
Markov chains and its connection to our censoring and filtering approaches. Aalen et al.” pointed out in their rather brief
Section 9.6.2 that estimating a partial transition matrix, that is, the usual estimator of transition probabilities but applied to
artificially censored data, for example, because of treatment deviations, gives a valid estimate for the treatment effect in the
absence of treatment deviations, that is, under do(no treatment deviation), and that this estimator could be seen as a special
case of the g-computation formula.® Moreover, Gran et al.* present the artificially manipulating transitions in a multistate
model for sickness absence at work as a possible method to assess the causal effect of certain interventions. However, the
arguments for the causal interpretation of the partial transition matrix after censoring have so far been indicated in the men-
tioned literature rather than explored and justified in detail. It is important to note that generally censoring in a multistate
model framework provides a causal interpretation of the partial empirical transition matrix, but requires certain causal
assumptions. Therefore, we will have a closer look at the connection of censoring multistate model data and g-computation
and will investigate the assumptions for the identification of a causal treatment effect in the presence of treatment
interruptions.

Our objective is to estimate the initial treatment effect on OS which would have been observed in the absence of the CH.
Thus, we could consider the state occupation probability of the absorbing state death under do (no CH): P(X; =
3|do(no CH)) = P(T < t|do(no CH)), where T is the time of death. We assume no other implications of the CH than treat-
ment interruption. Hence, do(no CH) is principally the same intervention as do(no treatment interruption). Depending on
the assumptions about the implications of the treatment interruption, there is more than one option to identify consequences
of that intervention. Assuming that the treatment effect is completely restored after the CH, our causal censoring and filter-
ing both represent the same intervention “no CH” and, thus, both estimate a treatment effect with the same causal inter-
pretation. But the two approaches require different modifications of the empirical transition matrices as we will discuss
in the following sections.
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For ease of presentation, we will not consider event times subject to right-censoring. That means we do not consider
“usual” right-censoring additional to the censoring by CH. It is important to note that all derivations within the following
sections could easily be extended for independent right-censoring using the well-known standard arguments.

4.2.1 G-computation and censoring by treatment interruption
For the moment, we will ignore the external node U of the causal DAG (cf. Figure 2) which is a common causal parent of
both PD and death events, and show that then our censoring approach coincides with the g-computation formula.
Estimating the transition matrix while treating patients affected by the CH as censored results in a partial transition
matrix in the sense that less transitions are considered and the state space is reduced compared to the usual transition
matrix for our multistate model of Figure 4. We want to show that considering this partial empirical transition matrix cor-
responds to the g-computation and provides valid estimates with a causal interpretation towards a hypothetical treatment
effect without CH. We use the same notation as introduced in Section 3.3. (cf. Table 1).
We drop index i and recall that CH(¢) =1, if and only if treatment has been interrupted on (0, ¢). Let us denote

ti, ..., t. all observed transition times occurred under CH(t,) =0 ke {1, ..., 1} (13)
and
S1, ..., s, all observed transition times occurred under CH(sy) =1 k€ {1, ..., p}, (14)

where we assume no ties.

Hence sy, ..., s, correspond to the transitions during and after the CH including all transitions into and out of the states
“CH on” and “CH off” and ¢y, ..., ¢, all other transitions (see Figure 4). The transitions #, ..., #, are the observed transi-
tions under “censoring by treatment interruption” that are shown with solid black arrows in Figure 6. The transition times
into state 1 are the censoring times.

One way to implement our desired intervention of “no treatment interruption induced by CH” is setting CH(u) = 0 for
all u < t. From a multistate model perspective, the intervention corresponds to manipulating the 0 — 1 transition, that is,
setting ag1(u) = 0, u < ¢ or empirically, setting AN, (sy) =0 forall Lm [ #mand all k € {1, ..., p}.

According to the g-computation formula (10), we get P(0, #|do(no CH)) from the usual Aalen-Johansen estimator (4) by
doing the following:

1. We do not consider P(X sklpa(X Sk)) = P(sk—, sp) =1+ M(sk), in the calculation of the empirical matrix of transition
probabilities for all s; <t
2. We set CH(#) = 0 when calculating A4,,(t;), that is

# observed / — m transitions at #; and @(tk) =0
# atrisk in state / just prior to # and CH(t; — ) =0

Afalm(tk)Kj—H(zk):O = (15)

Steps 1 and 2 imply that we can leave out those matrices describing transition times sy, ..., s, completely, we can reduce
the dimension of our transition matrix and do not consider individuals with prior treatment interruption in the calculation of
Ap3(u). Thus, we get:

P(0, t|do(no CH)) = 1—[ o+ M(fk)\@(m):o (16)

<t

The estimator (16) is exactly the estimator of the transition matrix that we obtain when censoring at the start of the CH. The
factors (I 4+ AA(#)) in (16) describe the conditional empirical probability of one single transition between states. From a
causal point of view, it represents the probability of a single causal node, while all other remain unchanged.

As we have seen in Section 3.3., “censoring by treatment interruption” is independent in the sense that the estimation of
the 0 - 2 and 0 — 3 transition hazards is not disturbed by the censoring. Independent censoring ensures the identification
of the intensity of an incompletely observed event process. However, this cannot generally be transmitted to the probability
scale. That means, in general, independent censoring cannot be interpreted as an intervention that leads to the identifiability
of causal effects, that is, probability statements under do(no censoring). In short, the causal DAG helps us to understand the
causal relations and find a multistate model that captures all relevant information about stopping treatment such that con-
ditional exchangeability is guaranteed when censoring is applied as an intervention. We will revisit the assumption of
exchangeability in Section 4.2.3 and discuss it in more detail. The other two identifying assumptions, positivity and
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consistency, are apparently fulfilled as well. Positivity here simply means that we observe non-progressive and progressive
patients with death event that are not affected by the CH. Moreover, our intervention is well-defined.
More details including a very simple and constructed data example can be found in the Supplemental Materials.

4.2.2 G-computation and filtering by treatment interruption

Similar considerations to those described in the previous section for causal censoring also apply to our causal filtering
approach. As explained in Section 3.3., the difference to the causal censoring approach is that additional to the censoring
at the start of the treatment interruption due to CH, patients still under observation at the end of the CH will be analyzed just
as they would re-entry the study, that is, transitions out of the state “CH off” are treated as transitions out of the initial state
(see Figure 6). Under the assumption that the treatment effect is restored as soon as the treatment is restarted an alternative
intervention corresponding to do(no CH) is setting CH(«) = 0 for all # < ¢. As described in Section 3.3., CH(u) indicates if
an individual currently interrupts its treatment. Consequently, CH(«) = 0 for patients that are not or no longer affected by
the CH.

The (partial) empirical transition matrix of the filtered process JX; is obtained by coding 0 — 1 transitions as censoring
and treat 4 — 2/4 — 3 transitions as 0 — 2/0 — 3 transitions, respectively. In other words, during CH (that is state 1)
observation is switched off, and observation is switched on when leaving that state. As our multistate model distinguishes
between the initial state and “non-progressive after CH,” it is not perfectly suited for explaining the filtered situation,
however, Figure 6 illustrates which observations are still observed under causal filtering.

Using the same reasoning as in Section 4.2.1., but denoting by #; all observed transition times occurred under CH(#;) = 0
(instead of CH(#;) = 0), we obtain P(0, f|do(no CH) = [[,<{+ AA(t;)) according to the g-computation formula. For
causal filtering, we require the additional assumption of a restored treatment effect, that is, we assume that ag(f) = a42(?)
and ap3(f) = as3(f), but with the advantage of including more observed events in the analysis.

More details including a very simple and constructed data example can be found in the Supplemental Materials.

4.2.3 The partial empirical transition matrix and the back-door criterion

We showed that, when ignoring the exogenous causal node U, the partial transition matrix is a direct application of the
g-computation formula or truncated factorization formula (10). However, we know that in our setting there are nodes in
the causal DAG (Figure 2) with common unobserved exogenous causal parents denoted by U. That means, there are poten-
tial unobserved confounders. The argumentation in the previous sections is primarily based on the fact that after application
of the g-computation formula all factors (I + AA(#;)) that are still included in P(0, #|do(no CH)) have a causal interpretation
under do(no CH). We will now use the back-door criterion to show that U does not compromise the causal interpretation of
the single factors (1 + AA(ty)).

Looking at the causal DAG (Figure 2) we find that the current progression status (PD.st(z — )) blocks every back-door
path “trt.interrup.(t) « - - - < death event at [t, t+dt).” The same applies to PD events at [z, # + df). Besides the current
progression status, there is only one other causal parent for the treatment interruption, namely the external CH order
with exactly one causal arrow pointing into treatment interruption. In other words, the set Z*= (“PD.st(t-),” “external
CH order active at t-”) satisfies the back-door criterion relative to the pair (“trt.interrup.(t),” “death event at [t, t+dt)”)
and relative to (“trt.interrup.(t),” “PD event at [t, t+dt)”). Thus, according to the back-door criterion, we can identify
the causal effect of the intervention “no CH” on P(X; = 2|X;_ = 0) as:

P(X, =2|X,— =0, do(no CH)) = ZP(X, = 2|X,_ = 0,no CH, pa =z*) - P(pa = z*) (17)

where pa denote the causal parents of “no CH” (= no treatment interruption), that are: the current progression status, that is
already included in the condition and the external CH order, that is blocked by “no CH.” Thus, according to the back-door
criterion it holds:

P(X; = 2|X;— =0, do(no CH)) = P(X; = 2|X,— = 0). (18)
The same reasoning results in:
PX; =3|X,_ =0, do(no CH)) = P(X; = 3|X,— = 0). (19)
As progressive patients (i.e. X/ = 2) are not affected by the CH, it holds:
P(X,|X,— = 2, do(no CH)) = P(X, = 3|X,_ = 2). (20)

When filtering, the probabilities (18) to (20) are exactly the probabilities that contribute to (0, ¢|do(no CH)) (cf. Section 4.2.2.).
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However, in Section 4.2.1 we do not just omit some factors from P(0, f) to obtain P(0, t|do(no CH)). Taking into
account that earlier treatment interruption could also have an impact on the treatment effect, we adjust the respective
risk sets according to the intervention. However, whether this is necessary or not depends on how we defined the multistate
model. In our example, adding a further state “disease progression after CH” and applying g-computation with the inter-
vention CH(f) = 0 would not change the outcome P(0, #|[do(no CH)). Technically, however, it would not be necessary to
adjust any risk sets of the remaining factors. In other words, the solution is to inflate the multistate model in such a way that
we just have to omit the respective factors from P(0, ¢). From a practical point of view, the inflation is not necessary as long
as the causal implications are fully understood.

This underlines again that the causal graph at a fixed time # is an aid to find the appropriate multistate model leading to a
causal analysis, but describes not completely the causal relations of the complex situation.

In summary, we pointed out by using the back-door criterion that the unmeasured parents U can safely be ignored when
calculating the partial empirical transition matrix.

As we have discussed in Section 2.2, an essential assumption for the identification of causal effects is the exchangeabil-
ity assumption. In our setting, this means that we assume that the patients affected by the CH—that are the ones who had to
interrupt their treatment and the ones we censor- would experience the same averaged treatment effect as the non-censored.
The back-door criterion makes it clear, that exchangeability with regard to the treatment effect holds conditional on the
progression history (assuming we have specified the correct causal DAG). Thus, common causal parents of the censoring
mechanism and the event of interest have to be included in the multistate model.

5 Simulation studies

We perform simulation studies to evaluate how well our proposed causal censoring and filtering approaches compensate for a
negative impact of the CH. We consider different scenarios which are inspired by the original START trial. We use a hazard-
based algorithm interpreting the multistate model as a nested series of competing risk experiments to generate data based on
the multistate models of Figures 3 and 4.'° The true treatment effect, that is the treatment effect that would have been observed
in the absence of a CH, is determined by simulation for the respective scenarios. For further details, see NieBl et al.”

We simulate different scenarios (ID I-IV) where the treatment effect of the OS is manifested primarily in a treatment
effect on the time until progression. Compared to the original START trial, we focus on a more considerable treatment
effect. We consider a direct progression hazard ratio between treatment and control of 0.6 in all scenarios, except in
Scenario II, where we consider an even more pronounced treatment effect of 0.5. For Scenario I.a and Scenario Il.a no
censoring times are simulated. That means all censored observations are due to the CH. Scenarios III and IV treat the
case where the treatment effect is not restored. Transition hazards that are not manipulated within a scenario are paramet-
rically estimated from the START data.

Additionally, we consider a scenario (ID V) that deviates more from the original START setting, but shows a larger
negative impact of the CH.

We simulate 1000 studies with a sample size of 1500 individuals assigned in a 2:1 ratio to the treatment or control group.
Random censoring times are generated from a Gompertz distribution for all patients, which roughly mimicked the empir-
ical censoring distribution in the original data.

To show whether our causal censoring and filtering methods (i.e. “censoring by treatment interruption” and “filtering by
treatment interruption,” cf. Section 3.3.) provide causal estimates under “do(no CH)” we compare Aalen-Johansen esti-
mates averaged over 1000 simulation iterations with the true averaged Aalen-Johansen estimator in the absence of CH.
As we are interested in the treatment effect of OS we consider the state occupation probability of “death,” Py3(0, ?),
and additionally we use those estimates for the calculation of (time-varying) relative risks measuring the treatment differ-
log (P£T<=t|treatment group)
log (P(T<=t|control group) °
“usual” hazard ratio using the Cox proportional hazards model, because on the one hand, we want to estimate the
initial treatment effect that prevents us to include progression into the model, but on the other hand, we need to take
into account the time-dependent progression status to avoid selection bias due to our censoring or filtering.

Table 2 shows the bias and the root mean squared error (RMSE) of the Aalen-Johansen estimates at different months for
the different treatment effects. Table 3 presents averaged estimates of the time-varying relative risks for the same scenarios
and selected time-points. Figures 7 to 9 report the average of the 1000 estimates of Py3(0, #) for treatment and control com-
pared to the true state occupation probability as well as simulation based 95% confidence intervals for three different scen-
arios. As can be seen, the naive approach overestimates the state occupation probability, that is, it dilutes the treatment
effect. The censoring approach compensates well for the negative impact of the CH on the treatment effect, except for
later time-points. Here, the number of observed events appears not to be large enough for a valid estimation. For the

ence between treatment and control groups for OS: R\R(t) = We could not simply calculate the
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Table 2. Causal censoring and filtering approaches compared to naive approach: Bias and root mean squared error (RMSE) of averaged
Aalen-Johansen estimates of P(T < t) at different and arbitrary time-points (in months from start of trial) in the treatment group.

Bias RMSE
Method Mas M3s Mys Mss Mas Mss Mys Mss
Scenario I: exp (By;) = 0.6, exp (#,,) = 1.0, exp (f4,) = 0.6
Naive 0.0140 0.0164 0.0168 0.0173 0.0350 0.0328 0.0298 0.0279
Causal censoring 0.0002 —0.0002 —0.0081 —0.0284 0.0006 —0.0004 —-0.0143 —0.0459
Causal filtering 0.0001 0.0001 —0.0000 0.0006 0.0003 0.0002 —0.0001 0.0010
Scenario l.a: exp (fy;) = 0.6, exp (f|3) = 1.0, exp (f4,) = 0.6—no (usual) censoring
Naive 0.0125 0.0150 0.0164 0.0165 0.0311 0.0300 0.0290 0.0266
Causal censoring —0.0013 —0.0006 —0.0016 —-0.0163 —0.0033 —0.0012 —0.0029 —0.0264
Causal filtering —0.0015 —0.0012 —0.0004 —0.0000 —0.0038 —0.0023 —0.0006 —0.0000
Scenario II: exp (fy;) = 0.5, exp (f13) = |.1, exp (f4) = 0.5
Naive 0.0210 0.0253 0.0260 0.0248 0.0575 0.0550 0.0499 0.0430
Causal censoring —-0.0013 0.0004 —0.0057 —0.0289 —0.0037 0.0008 —-0.0110 —0.0502
Causal filtering —0.0011 —0.0011 —-0.0016 —0.0029 —0.0030 —0.0024 —0.0031 —0.0050
Scenario Il.a: exp (fg;) = 0.5, exp (B,,) = 1.1, exp (B4;) = 0.5—no (usual) censoring
Naive 0.0228 0.0264 0.0275 0.0276 0.0625 0.0575 0.0529 0.0480
Causal censoring 0.0006 0.0012 —0.0025 —0.0174 0.0017 0.0027 —0.0047 —0.0303
Causal filtering 0.0008 0.0004 0.0003 0.0004 0.0021 0.0009 0.0006 0.0007
Scenario lll: exp (Bg,) = 0.6, exp (B,,) = 1.0, exp (f4;) = 0.7
Naive 0.0168 0.0206 0.0227 0.0239 0.0417 0.0412 0.0403 0.0386
Causal censoring —0.0008 —0.0012 —0.0067 —-0.0272 —-0.0019 —0.0023 —-0.0118 —0.0440
Causal filtering 0.0033 0.0052 0.0069 0.0084 0.0083 0.0103 0.0122 0.0136
Scenario IV: exp (fy,) = 0.6, exp (f1;) = 1.0, exp (B4) = 0.9
Naive 0.0238 0.0310 0.0358 0.0412 0.0592 0.0618 0.0634 0.0666
Causal censoring —0.0006 —-0.0018 —0.0057 —0.0234 —0.0016 —0.0036 —-0.0100 —-0.0379
Causal filtering 0.0117 0.0177 0.0226 0.0287 0.0292 0.0353 0.0400 0.0464
Scenario V: exp (B3)/ exp (Bp2)/ exp (f23) = 0.6, exp (1) = |, exp (f4;) = 0.6
Naive 0.1311 0.1169 0.1013 0.0841 0.2331 0.1775 0.1397 0.1053
Causal censoring 0.0002 —0.0266 —0.0633 —0.0947 0.0004 —0.0404 —0.0874 —0.1186
Causal filtering —0.0004 —0.0012 —0.0006 0.0002 —0.0008 —-0.0018 —0.0009 0.0003

M;: evaluation at month i.

exp (fy,) : = direct progression hazard ratio between treatment and control.

exp (f|3) : = hazard ratio between treatment and control during the CH.

exp (f4;) : = hazard ratio between treatment and control after resumption of treatment.
exp (fp3) : = direct death hazard ratio between treatment and control.

exp (f,3) : = death hazard ratio after progression between treatment and control.

filtering approach, very small biases are observed for all time-points, except for the case where the treatment effect is not
(fully) restored after the end of the CH. Furthermore, filtering leads to much smaller confidence intervals than censoring.
Overall, the bias of the treatment effect induced by the treatment interruption due to the CH is rather moderate in the situ-
ation of the START trial. Although Scenarios I to IV illustrate well that our proposed analysis methods help to sufficiently
compensate for the impact of the CH, we consider also scenarios where the bias induced by the naive method is much
bigger. The description of the additional scenarios and their results are mainly presented in the Supplemental Materials
except the results of Scenario V. In Scenario V, more patients are affected by the CH and the duration is longer (see
the Supplemental Materials for more details). Moreover, a treatment effect on the time till death without prior progression
and on the time till death after progression is added. Figure 10 illustrates the simulation results of Scenario V. Further simu-
lation results could be found in the Supplemental Materials.

6 Discussion

In the present article, we have pointed out that censoring or filtering the empirical transition matrix by treatment interrup-
tion induced by an external mechanism has a causal interpretation towards a treatment effect under do(no treatment inter-
ruption) using the example of the CH in the phase III START trial with the primary endpoint OS.
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Table 3. Causal censoring and filtering approaches compared to naive approach: Average of estimated time-varying relative risks
including bias and root mean squared error (RMSE) at different and arbitrary time-points (in months from start of trial).

Estimated RR Bias RMSE
Method Mas M3s Mys Mas Mss Mys Mas M3s Mys
Scenario I: exp (By;) = 0.6, exp (B,,) = 1.0, exp (B4;) = 0.6
Naive 0.720 0.747 0.745 0.029 0.037 0.038 0.068 0.081 0.093
Causal censoring 0.693 0.714 0.734 0.003 0.004 0.027 0.061 0.088 0.476
Causal filtering 0.693 0.712 0.706 0.002 0.003 0.000 0.059 0.069 0.080
Scenario l.a: exp (fy;) = 0.6, exp () = 1.0, exp (f4,) = 0.6—no (usual) censoring
Naive 0.716 0.740 0.740 0.024 0.030 0.035 0.064 0.072 0.078
Causal censoring 0.689 0.709 0.741 —0.002 —0.001 0.036 0.060 0.075 0.413
Causal filtering 0.689 0.706 0.702 —0.003 —0.004 —0.003 0.057 0.063 0.066
Scenario II: exp (fy;) = 0.5, exp (f13) = |.1, exp (f4) = 0.5
Naive 0.665 0.682 0.675 0.041 0.055 0.060 0.071 0.086 0.097
Causal censoring 0.626 0.638 0.667 0.003 0.011 0.052 0.041 0.084 0.518
Causal filtering 0.627 0.633 0.621 0.003 0.006 0.007 0.054 0.062 0.070
Scenario Il.a: exp (fg;) = 0.5, exp (B),) = I.1, exp (B4;) = 0.5—no usual censoring
Naive 0.666 0.681 0.673 0.042 0.054 0.057 0.067 0.079 0.084
Causal censoring 0.627 0.636 0.645 0.004 0.008 0.030 0.052 0.065 0.358
Delayed study entry 0.627 0.633 0.620 0.004 0.006 0.005 0.049 0.055 0.057
Scenario lll: exp (Bg,) = 0.6, exp (B),) = 1.0, exp (f4;) = 0.7
Naive 0.724 0.755 0.760 0.034 0.045 0.054 0.070 0.086 0.101
Causal censoring 0.691 0.711 0.745 0.000 0.002 0.039 0.061 0.093 0.577
Causal filtering 0.698 0.721 0.723 0.008 0.012 0.017 0.018 0.060 0.071
Scenario IV: exp (fy,) = 0.6, exp (1) = 1.0, exp (B4,) = 0.9
Naive 0.739 0.781 0.795 0.049 0.072 0.088 0.078 0.104 0.125
Causal censoring 0.692 0.712 0.758 0.001 0.003 0.052 0.061 0.089 0.542
Causal filtering 0.715 0.751 0.762 0.025 0.042 0.055 0.065 0.084 0.102
Scenario V: exp (f3)/ exp (Bp2)/ exp (F23) = 0.6, exp (812) = |, exp (f4;) = 0.6
Naive 0.730 0.676 0.633 0.272 0.271 0.264 0.284 0.285 0.281
Causal censoring 0.484 0.424 0.341 0.027 0.018 —-0.028 0.153 0.223 0.207
Causal filtering 0.465 0411 0.376 0.007 0.006 0.007 0.062 0.062 0.064

M;: evaluation at month i.

exp (fy;) : = direct progression hazard ratio between treatment and control.

exp (f|,) : = hazard ratio between treatment and control during the CH.

exp (f4;) : = hazard ratio between treatment and control after resumption of treatment.
exp (Bg3) : = direct death hazard ratio between treatment and control.

exp (f,3) : = death hazard ratio after progression between treatment and control.

We suggested a censoring approach which censors all progression-free patients of the treatment group at the start of the
CH and a filtering approach which restarts observation after the end of the CH. We showed that estimating the transition
matrix after applying our censoring and filtering approaches can be seen as an implementation of the g-computation
formula. We further discussed requirements on the censoring or filtering mechanism for drawing causal inference in the
presence of a time-varying treatment. An important finding is that we do not necessarily need random censoring (or filter-
ing), but rather the independent censoring (or filtering) assumption has to be fulfilled and, in addition, the state space of the
multistate model has to be rich enough to justify a causal interpretation. In our example, if progression were not in the
model, the treatment effect for OS would be subject to selection bias, as patients who are longer non-progressive are
more likely to be censored. That means that all covariates that we need to produce conditional exchangeability, which
is an essential assumption for the identification of causal effects, must be captured by the multistate model. Censoring
by an external covariate ensures exchangeability. The crucial point here is the correct identification of the causal DAG
and the specification of a suitable Markov model.

The two concepts independent censoring and exchangeability have in common that they claim that the individuals are
representative in a certain way. Independent censoring implies that the observed individuals are “representative” of the
incompletely observed individuals in the sense that the intensity of the counting process in the complete data world can
be estimated. Exchangeability refers to the intervened individuals that are representative of the non-intervened
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Figure 7. Comparison of simulation results of naive, causal censoring and causal filtering approach. Simulation scenario I:
exp (f;) = 0.6, exp (B),) = 1.0, exp (f4,) = 0.6.
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Figure 8. Comparison of simulation results of naive, causal censoring and causal filtering approach. Simulation Scenario II:
exp (fy;) = 0.5, exp (B),) = |.1, exp (f4,) = 0.5.
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Figure 9. Comparison of simulation results of naive, causal censoring and causal filtering approach. Simulation Scenario IV:

exp (By;) = 0.6, exp (B),) = 1.0, exp (f4,) = 0.9.
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Figure 10. Comparison of simulation results of naive, causal censoring and causal filtering approach. Simulation Scenario V.
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individuals—had they been intervened—such that probabilities from a hypothetical world, where the intervention is active,
can be estimated.

An example where independent censoring does not (generally) provide causal estimates is censoring by competing
risks. Censoring by the competing event implies that censoring depends for each individual on the type of event that
occurred. This kind of censoring is independent with regard to the identification of the hazard of the cause-specific
event of interest. However, there will be (unmeasured/unknown) causal parents that affect both types of event.
Consequently, we do not know whether the cause-specific hazards would alter in a world where one could only die
from one cause of failure, if the competing risks are different causes of death. Moreover, we could (generally) not
define a plausible and realistic intervention to remove the competing event.”> Consequently, the effect of treatment on
the event of interest in a world without competing event could not (generally) be identified from the observed data, as
neither the consistency nor the exchangeability assumption is fulfilled. However, there might be situations where the com-
peting event is nothing that inevitably has to happen, and, thus, a realistic intervention could be constructed.
Transplantation as competing risk for dialysis patients is such an example.*®

In simulation studies, we compared the naive approach, which simply ignores the CH, with a causal censoring and a
filtering approach for different scenarios. We found that both approaches provide causal estimates of the treatment
effect which would had been observed in the absence of the CH. Under the additional assumption of the treatment
effect being restored after lifting the CH, the filtering approach is preferable as it incorporates the fact that most of the
patients resume treatment after the CH. Thus, filtering leads to more observed event times and, especially at late time-
points, the estimates of the transition probabilities using filtering are more accurate and the simulation-based Cls are
smaller provided that the treatment effect is more or less restored after the end of the CH. This assumption can be
checked, for instance, by comparing the Nelson-Aalen estimates before and after the treatment interruption due to the
CH. In terms of statistical inference, the standard asymptotic results and mathematical arguments for counting processes'”
can be applied to our censoring and filtering approaches, under the assumption of censoring or filtering being independent.
Moreover, bootstrap techniques are applicable and are a convenient approach for constructing confidence
intervals.?”*®However, the Aalen-Johansen estimates as well as the relative risks that we have considered in the simula-
tions studies are determined at specified time-points. A line of future research would be to provide a single estimate for the
contrast between control and treatment groups including confidence intervals and p-values. An option might be to use
restricted mean survival time (RMST) analysis, Royston and Parmar,e.g. *° which has the advantage that it can deal
with non-proportional hazards. Estimation of the RMST is straightforward using the Aalen-Johansen estimator and
allows the application of re-sampling methods like the wild bootstrap®® that also applies in non i.i.d. scenarios like event-
driven trials.>'? Another possibility would be the multistate resampling method proposed in Bluhmki et al.>* that uses
Nelson-Aalen estimates to generate bootstrap data sets from which we could derive bootstrapped hazard ratios. The
trick here is that the method of Bluhmki et al.>* allows to generate synthetic bootstrap data sets after causal censoring
or filtering.

In addition to the censoring and filtering approaches, we performed an analysis of a treatment effect in the absence of
CH using the popular structural accelerated failure time model (SAFTM). Theoretical considerations and the simulation
results are included in the Supplemental Materials. The SAFTM also makes a number of strong assumptions. Besides
the assumptions of rank-preservation and “no unmeasured confounders,” an equal treatment effect for patients switching
to treatment as for those who initially receive the treatment is assumed. In contrast to our non-parametric censoring
approach, the SAFTM assumes a parametric and deterministic relationship between the counterfactual event times and
the observed event times. Compared to the naive approach, the SAFTM reduced the bias induced by the treatment inter-
ruption considerably in our analyses. As measured by the derived hazard ratios, the results of the SAFTM are comparable,
but not better than the results of our proposed censoring and filtering approaches.

The considerations within this paper also considerably extend earlier investigations of NieBl et al.,”> who proposed a
multistate model incorporating the CH, analyzed the impact of the CH, and suggested several methods to account for
its impact, including a causal censoring approach that censors all patients at the start of the CH regardless of treatment
group and progression status. However, NieBl et al.> did not provide a formal and general argumentation. One advantage
of the censoring and filtering approaches considered in the present article is that the number of observed events included in
the analysis is much higher confirming that the understanding of the causal relations might help to improve the analysis
strategy. In the Supplemental Materials, the censoring approach that censors all patients (see “Censoring by CH” in
Section 3.3.) and the mITT analysis, as applied to the START study and as described in Niefl et al., are applied to the
simulated scenarios I to IV and compared with our censoring and filtering approaches. Overall, we can state that the
mlITT analysis leads to a small bias for all time points. The censoring method is unbiased for early time points, but
shows a large bias for later time points (the bias is larger than for the causal censoring approach), which can be explained
by the smaller number of observed events compared to the other methods.
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We also applied our new methods to the original START trial (results not shown). Until month 30 we see hardly no
differences between the Aalen-Johansen estimates of mITT, naive and the causal method and only a moderate treatment
effect. This is in line with previous analyses.'* After month 30, the causal censoring method approaches more clearly the
placebo curve compared to the other methods, which is probably due to the small number of events, as also observed in the
simulations.

As NieBl et al.,> we assumed that our multistate model fulfills the Markov assumption common in causal reasoning,'®
which is a strong assumption. This implies that we assume that progressive patients have the same risk to die regardless of
whether they have experienced the CH or not in the past. An alternative would be to consider a semi-Markov model, in
which the post-progression hazard depends on the time since progression. However, censoring on the post-progression
time scale will lead to dependent censoring in a non-Markov model and conditioning on an intercurrent event will not
lead to a causal analysis. Another alternative is to model the post-progression hazards with time to progression as a cov-
ariate. Overall, it is a topic of future research to discuss the possibilities and implications of causal censoring also for
non-Markov settings, the latter being an active field of research for ‘standard’ (not necessarily causal) multistate models.>'

Another interesting point for future research are causal censoring approaches in the presence of interval-censored data.
Interval censoring implies that the occurrence of an event is only known to fall in some time interval, but the exact event
time is not known. We refer to Chen et al.** for general methods for interval-censored data including an application for
estimating a causal effect in the presence of interval-censored data. The connection to our motivating trial is that occurrence
of progression is typically interval censored. Hence, our intermediate state has to be interpreted as progression diagnosis,
which is not interval censored. It is progression diagnosis that informs treatment interruption or start of a second line
treatment.

Our developments allow to apply causal censoring or filtering in general settings with externally induced non-adherence
to the study protocol. For example, one possible application of the causal censoring would be to answer the question: What
would be the treatment effect of a clinical trial in the absence of COVID-19? The pandemic has caused many direct and
indirect effects affecting the planned conduct of a clinical trial. The time of censoring could be a defined anchor date indi-
cating the start of indirect impact of the pandemic.”
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