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Abstract

The breast cosmetic outcome after breast conserving therapy is essential for evaluating breast 

treatment and determining patient’s remedy selection. This prompts the need of objective and 

efficient methods for breast cosmesis evaluations. However, current evaluation methods rely on 

ratings from a small group of physicians or semi-automated pipelines, making the processes 

time-consuming and their results inconsistent. To solve the problem, in this study, we proposed: 

1. a fully-automatic Machine Learning Breast Cosmetic evaluation algorithm leveraging the state-

of-the-art Deep Learning algorithms for breast detection and contour annotation, 2. a novel set 

of Breast Cosmesis features, 3. a new Breast Cosmetic dataset consisting 3k+ images from three 

clinical trials with human annotations on both breast components and their cosmesis scores. 

We show our fully-automatic framework can achieve comparable performance to state-of-the-art 

without the need of human inputs, leading to a more objective, low-cost and scalable solution for 

breast cosmetic evaluation in breast cancer treatment.
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1. Introduction

Breast conservation for early stage breast cancer is one of the notable achievements of 

modern cancer care. Breast cancer is the most commonly diagnosed cancer in women. Just 

in the USA over 280,000 new cases were diagnosed in the year of 2021 (Siegel, Miller, 

Fuchs, & Jemal, 2021). The widespread adoption of mammography screening has led to 

earlier detection of smaller, early stage breast cancers that in combination with improved 

treatments over the past decade has resulted in better cancer outcomes and a growing 

number of long-term survivors (Desantis et al., 2017). Over 50% of newly diagnosed breast 

cancers each year are Stage 0 or 1 and most of these patients will elect to undergo Breast 

Conserving Therapy (BCT) as opposed to mastectomy for treatment of their breast cancer 

(Sareigo, 2008; Tuttle et al., 2012). BCT includes surgical removal of the cancer from the 

breast with lumpectomy followed by a course of radiation therapy to the retained breast. 

Cancer control outcomes from BCT have been extensively studied in clinical trials, meta-

analyses and modern registries over the last three decades (Early Breast Cancer Trialists’ 

Collaborative Group (EBCTCG), 2011; van Maaren et al., 2016), demonstrating that breast 

cancer mortality, overall survival as well as local regional recurrence risks are comparable 

to that of mastectomy for disease. Given the expectation of comparable cancer outcomes 

from different local treatment approaches, the appearance of the breast or cosmetic outcome 

has become an important determinant for treatment selection as a quality of life-related end 

point (Volders et al., 2017). Fear of a poor cosmetic outcome from BCT may also lead 

women to select riskier and more costly treatment (e.g., mastectomy with reconstruction 

for local regional treatment), causing additional psychological pressure for patients (Pataky 

& Baliski, 2016; Razdan et al., 2016). Therefore, acquiring relatively objective Breast 

Cosmesis scores is of great importance.

The Breast Cosmesis scores (Harris, Levene, Svensson, & Hellman, 1979) are 4-scale 

ordinals to evaluate the cosmetic appearance of breasts, concerning skin color, breast size, 

breast shape, nipple appearance, scar appearance, and a global score (an overall impression 

of the appearance of the treated breast in comparison to the untreated breast). Although 

the scores grading criterion is defined in details, physicians may still inherently grade 

images differently based on their personal views, experience, or grading scales. For example, 

one physician may grade an image as a “Good” Breast Cosmetic outcome, while another 

physician rates the same image as “Fair”. Besides the inconsistency, evaluating Breast 

Cosmesis scores is also time consuming, and large clinical trials typically acquire thousands 

of images. Therefore, a more efficient and unbiased grading method is urgently needed.

In this paper, we propose a machine-learning algorithm which utilizes digital photographs 

of the breasts as the input and outputs cosmesis score objectively and efficiently. Previous 

attempts like BCCT.core (Brouwers, Werkhoven, Bartelink, & Fourquet, 2016; Cardoso & 
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Cardoso, 2007; Cardoso, da Costa, & Cardoso, 2005) (an intelligent medical software for 

evaluating breast cosmetic outcomes after breast cancer conservative treatment) requires 

manually annotation on the starting and ending points of a breast. Instead, here we propose a 

fully-automatic method without any human supervision with a novel set of Breast Cosmesis 

features. More specifically, given a digital photo of a patient with frontal view of two 

breasts, our algorithm is able to: 1. automatically detect breasts, areolas and nipples, 2. 

automatically extract landmarks of each breast components, 3. automatically extract Breast 

Cosmetic features, 4. automatically predict Breast Cosmesis scores for breast skin color, 

breast shape, breast size, scar appearance, nipple appearance and global cosmetic outcome, 

see Fig. 1. Experiments show that our fully-automatic algorithm can achieve comparable 

performance to the BCCT.core algorithm without the need for human input.1

The remainder of this paper is arranged as follows: Section 5.1 introduces how the 

Breast Cosmesis images, scores and other data are collected and processed. Section 5.2 

describes how the breast compontents detection and landmark detection is designed and 

trained. Section 5.3 illustrates how the Breast Cosmesis features are constructed. Section 

5.4 presents the machine learning algorithms we used for feature selection and Breast 

Cosmesis scores prediction. Section 6 measures the performance of the proposed system 

per components and as a whole. The conclusion and discussion of using machine learning 

algorithms to evaluate Breast Cosmesis scores are given in Section 7.

2. Related work

For evaluating the breast cosmetic outcome after conservative therapy, Harris scoring (Harris 

et al., 1979) with 4-scale (excellent, good, fair, and poor) introduced in 1979 is the most 

widely used subjective approach, both for physicians’ grading and patient-reported self-

scoring. Other score criteria can be either 3-scale (good, fair, and poor) used for non-expert 

breast cosmesis graders, or 2-scale (good versus bad) in a binary evaluation system (Fitzal et 

al., 2007). In this research, we adopt the 4-scale Harris ordinal grading criterion.

Christie, Sharpley, and Curtis (2005) proposed a subjective evaluation system using digital 

photos on a computer which enables observers quantitatively comparing breast retraction 

on the treated side with the untreated side. This system requires the photographed patient 

holding a perspex scaling device as reference for scale calibration in later assessment 

process. A white nipple markers (WNM) adhesive on the patient is also used at the time 

of photography to help reducing numbers of observations required to minimize cosmesis 

evaluation error. This system provides insights on how to design a breast cosmesis subjective 

grading system. Yet, this subjective evaluation system requires careful scale calibration 

for photo standardization and burdensome nipple markers for observation aiding, while 

our proposed framework is fully-automatic without any adjustment requirement during the 

photographing procedure.

As a time-efficient and result-consistent approach compared with subjective evaluation, 

several attempts have been made for breast cosmesis objective assessment and the 

1Codes, models and data are available at https://codeocean.com/capsule/2887058/tree.
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corresponding computer imaging techniques have achieved promising advances. Based on 

the breast symmetry index (BSI) computed by subtracting the size and the shape between 

two breasts from both frontal and side view photos, a software system called Breast 

Analyzing Tool (BAT) (Fitzal et al., 2007) was created and able to differentiate between 

a binary (good versus bad) cosmesis score. However, this method requires additional inputs 

like manual annotations on breast markers and only takes breast shape and size into account. 

The objective evaluation is limited to good and bad cosmesis instead of the 4-scale Harris 

grading criterion, which hinders more detail exploration. In contrast, our method is fully-

automatic without any need of human supervision, also considers breast skin color and 

nipple appearance factors, and predicts on 4-scale Harris scores.

Another well established objective breast cosmesis intelligent evaluation software using 

digital photo is BCCT.core (Brouwers et al., 2016; Cardoso & Cardoso, 2007; Cardoso 

et al., 2005). As a semi-automated pipeline which also requires manual annotations on 

breast, it measures breast asymmetry, skin color difference and scar visibility and predicts 

on a 4-point Harris scoring system with Machine Learning algorithm. Compared with 

BAT, BCCT.core achieves superior results especially when analyzing high-quality digital 

photographs (Cardoso, Cardoso, Wild, Krois, & Fitzal, 2009). In this paper, we mainly focus 

on and compare our algorithms and results with this BCCT.core framework. Compared with 

BCCT.core, our fully-automatic framework takes more breast features into consideration 

and achieves better classification accuracy without the need of any additional manual 

annotations.

Inspired by the previous work, Soror et al. (2016) proposed Objective Breast Cosmesis 

Score (OBCS) for breast conservative therapy by measuring certain anatomic distances 

without scale calibration using breast frontal images. These measurements represent the 

nipple displacement and the asymmetry in breast dimensions and contour. Experiments 

showed that the proposed OBCS is eligible for objective cosmesis assessment without scale 

calibration. Yet, this method does not take breast skin color and scars into account and still 

needs human annotations like the nipple and breast locations as extra inputs, which are 

addressed by our framework.

Recently, Deep Learning (DL) based methods have also been studied on biomedical 

breast detection and classification. To assist radiologists and healthcare professionals in 

the breast cancer diagnosis, Ragab, Albukhari, Alyami, and Mansour (2022) developed 

an Ensemble Deep-Learning-Enabled Clinical Decision Support System for the detection 

and classification of breast cancer using ultrasound images. In this system, a multi-level 

thresholding-based image segmentation technique was designed to identify the tumor-

affected regions, together with an ensemble of three deep learning models for feature 

extraction and a machine learning classifier for breast cancer detection. Althobaiti et al. 

(2022) introduced a social engineering optimization with deep transfer learning-based 

breast cancer detection and classification (SEODTL-BDC) model using photoacoustic 

multimodal imaging. In this model, a lightweight LEDNet is employed for biomedical 

images segmentation, a residual network for feature extraction, and an SEO-RNN classifier 

for biomedical images classification.
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The above DL models are focusing on breast cancer diagnosis on tumor detection and 

classification with medical imaging like ultrasound or photoacoustic, while our study is 

dealing with breast, areola and nipple detection and cosmetic outcome evaluations using 

RGB photographs directly taken by a digital camera. To our knowledge, our method is 

the first fully-automatic breast cosmetic evaluation framework achieving state-of-the-art 

performance without any human supervision.

3. Project objectives

Specifically, the objectives in this breast cosmesis project contain the following:

1. Standardize the breast digital photos from 3 clinical trials by color adjusting and 

image cropping.

2. Grade the standardized images by a group of physicians to subjectively evaluate 

the cosmesis results using 4-scale Harris scoring criterion.

3. Annotate the landmarks manually for breasts, areolas, nipples, surgical scars, and 

areas of radiation changes in images by a radiation oncology physician.

4. Create a fully-automatic algorithm that can objectively generate the cosmetic 

score of a patient’s breast image after conservative therapy for early-stage breast 

cancer. Technically, input breast digital photographs, and output landmarks of 

each breast component and 4-scale Harris breast cosmesis scores.

4. Pipeline algorithm overview

As the flowchart of our fully-automatic Breast Cosmesis evaluation system shown in Fig. 

1, here we provide an overall algorithm for this proposed method in Algorithm 1. The time 

complexity for each step in this algorithm is linear, since it is a one-image-in, one-result-out 

algorithm without any iterations or recursions.

Algorithm 1:

Overall algorithm for our fully-automatic Breast Cosmetic evaluation pipeline

Input: A patient’s frontal-view breast image in RGB Xo ∈ ℝ3 × w × ℎ

Data: Breast component c ∈ {lb, rb, la, ra, ln, rn}

Result: Objective breast cosmesis scores prediction y ∈ ℝ6

1 Pre-processing Xo by color adjusting and image cropping to obtain image X

2 Breast, areola and nipple detection: by YOLO detectors Dc(X) to get bounding boxes bc ∈ ℝ4

3 Breast, areola and nipple landmark detection: by Ensemble Regression Trees detectors Gc (crop(X, bc)) to get 

landmarks Sc ∈ ℝ2 × dc

4 Feature extraction: by Python programs to get p = 298 dimensional breast cosmesis feature vector vf

5 Machine Learning prediction: by Lasso Regression, kSVC and OrdinalNet to get y = FML vf
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5. Material and methods

This section is organized as follows:

Section 5.1 first describes the data collection methods used in this study, including the breast 

image dataset, cosmesis grading scores and landmark annotations. Next, the detection of the 

breast components and landmarks are introduced in Section 5.2. Section 5.3 then illustrates 

the breast feature extractions of our framework. Finally, details of our Machine Learning 

algorithms are described in Section 5.4.

5.1. Data collection

we first describe our data collection method, as data itself plays an important role in any 

data-driven method. The method used for data collection and the quality of the acquired data 

is directly related to the performance of the algorithm.

5.1.1. Image data collection, processing and grading—All images are collected 

from three clinical trials (NRG NSABP B39/RTOG 0413, NRG RTOG 1005 and 

NRG RTOG 1014 with https://clinicaltrials.gov/ registration number NCT00103181, 

NCT01349322 and NCT01082211). All patients signed informed consent forms to 

participate and to permit research study on their breast images. The protocol for taking 

the digital photos consisted of plain background, high image quality and patients naked 

in akimbo position. For image pre-processing, Low-quality images (i.e., too noisy or low 

resolution) were excluded. Color standardization and cropping are then also applied as 

pre-processing (Sekhon et al., 2017). Table 1 describes the number of images from each 

clinical trial before and after selection. Only the frontal view of the breasts is used in this 

study.

After pre-processing, all image were graded by a group of physicians to evaluate the 

cosmesis result from the breast cancer treatment. There are 6 reviewers in the group, all of 

whom are Breast Cancer specific Radiation Oncologists with a range of experience from 

around 6 years to 25 years. All of them are clinical investigators that have run clinical trials 

including an assessment of breast cosmetic outcomes using a validated tool called Global 

Cosmetic Score (GCS). The scores contain a global cosmetic score and five different criteria 

(sub-scores), including breast size, breast shape, nipple appearance, skin color and scar 

appearance. Each of these five criteria is graded with 4 points, 0 = no or minimal difference 

between the treated and untreated breast, 1 = slight or small difference between the treated 

and untreated breast, 2 = more marked difference between breasts, 3 = disturbing difference 

between breasts. The global cosmesis score takes into account the scores from the 5 criteria 

and the overall appearance of the patient’s breasts. The global cosmesis score is also graded 

in 4 points, 1 = Excellent, 2 = Good, 3 = Fair, and 4 = Poor. As the score distributions 

shown in Fig. 2, this dataset is unbalanced, suggesting difficulties in down-stream Machine 

Learning predictions.

5.1.2. Annotation protocol—To achieve fully automated estimation of the global and 

categorical scores, the algorithm needs to first detect the anatomical structures of the breast 

in the image to avoid the information in background and other areas of the patient body 
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being extracted. Landmarks estimation is then performed for each part of the breast to 

extract the precise area and shape. We use machine learning algorithms for both tasks and it 

is thus essential to acquire high-quality manual annotation on the landmarks. In our study, 

we are interested in anatomical annotation on 6 breast components: left breast, right breast, 

left areola, right areola, left nipple, and right nipple.

More specifically, a radiation oncology physician manually annotated the landmarks for 

breasts, areolas, nipples, surgical scars, and areas of radiation changes. The starting 

landmark for a single breast is at the armpit, and the breast contour is outlined until the 

medial part of the breast or where the contour of bottom breast disappears. Due to a lack 

of anatomical definition of landmarks other than the start and end points, we created pseudo-

landmarks by resampling the physician’s contour annotation with equal-arc sampling and 

30 pseudo-landmarks per each breast. For the areolas and nipples, since both contours are 

closed, we choose the top-most landmark with smallest y coordinates as the first (i.e., 

starting) landmark, and then arranged the remaining landmarks counter-clockwise along the 

curve. Equalarc length sampling is also used to generate the pseudo-landmarks for areola 

(12 points) and nipple (6 points). An inspector is asked to check the annotation to assure the 

quality. Example of the annotation is shown in Fig. 3.

5.2. Detection and landmarks estimation

To evaluate breast cosmesis score fully automatically, for a given image, the algorithm 

needs to locate the area of each breast component. Section 5.2.1 describes the algorithm 

for breast, areola and nipple detection. Once the bounding boxes are estimated for each 

breast component, a landmark detection algorithm is used for estimating the shape of each 

component, which is described in Section 5.2.2. The image is then further processed for skin 

analysis and feature extraction in Section 5.2.3.

5.2.1. Breast, areola and nipple detection—For a given pre-processed patient image 

in RGB X ∈ ℝ3 × w × ℎ, the bounding boxes for each component bc ∈ ℝ4 is estimated by,

bc = Dc(X) (1)

for c ∈ {lb, rb, la, ra, ln, rn}. The components includes left breast (lb), right breast (rb), left 

areola (la), right areola (ra), left nipple (ln) and right nipple (rn). Dc denote the detector for 

component c and bc denotes the 4-d bounding box vector of the corresponding component.

We use YOLO-v3 (Redmon, Divvala, Girshick, & Farhadi, 2016) trained on our dataset as 

our breast components detector due to its robust and accurate performance on generic object 

detection. Instead of training one detector for all the components we train individual detector 

for right breast, left breast, areola and nipple. A single YOLO-v3 detector is not preferred 

here since it tends to miss small objects (e.g., nipple or areola) when detects all parts at 

once. Modeling left and right breast separately also improves the performance of detection. 

To improve the robustness of the detectors, we augment the data with affine transformations, 

such as rotation, translation, scaling and sheering.
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5.2.2. Breast, areola and nipple landmark detection—we want a detector that can 

automatically detecting the contours for the left breast, right breast, areola, and nipple given 

the detected bounding boxes, which is also necessary for the breast cosmetic analysis.

For a given image X and the detected bounding box bc for the component c, the landmarks 

Sc ∈ ℝ2 × dc can be estimated by,

Sc = Gc crop X, bc (2)

where crop(·, ·) is the image cropping function. Gc is the landmark detection algorithm for 

the component c and dc is the number of landmarks define for the component which is 30 for 

breast, 12 for areola and 6 for nipple (see Section 5.1.2 for more details).

Specifically, we use the algorithm proposed in Kazemi and Sullivan (2014) for breast 

landmark detection. The model itself is object agnostic thus suitable for modeling breast 

landmarks. Similar to the design in breast components detection, we also train separate 

landmarks detection models for left breast, right breast, nipple and areola. The input to the 

algorithm is the cropped image and bounding boxes detected by the breast, areola and nipple 

detectors.

5.2.3. Image preprocessing for breast skin analysis—To construct features from 

images, the images need to first be preprocessed to remove any man-made markings such as 

tattoos or markings on the breast skin.

The RGB image is first converted to Lab color space since the latter is closer human color 

perception.

After each image is converted into LAB color space, regions containing only two breasts 

(the areolas and nipples are excluded) are segmented from the entire image using landmark 

annotations. An exampled colorful image of breast segmentation result is shown in Fig. 

4(a). Since the A and B channels represent color information, the A and B channels of 

the segmented breasts are chosen to mask out tattoos or markings on the breast skin. 

Specifically, for each segmented breast in LAB color space, a 2D histogram of its nonzero 

A and B channels’ pixel values are estimated with Kernel Density Estimation to generate a 

probability map of nonzero pixel locations on the segmented breast. This probability map 

is then used to filter out small probability values with a threshold to generate a probability 

mask on the segmented breast. Applying this probability mask on the segmented breast, we 

get breast images with holes, as shown in Fig. 4(b), where tattoos or markings are removed 

from breast skin. Finally, the median values of nonzero skin pixels are calculated for each 

breast on A, B channel separately, to fill in those holes, as shown in Fig. 4(c). Resulting 

RGB image after this whole preprocessing procedure is shown in Fig. 4(d).

Note that in the later analysis, for each segmented breast, the same probability mask is also 

applied with the L channel and R, G, B channel, and holes are filled with median values of 

nonzero skin pixels in each corresponding channel.
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5.3. Feature extraction

Once the landmarks and image crop for each breast component is extracted, we then need 

a set of useful features for the subsequent cosmesis score estimation. There are typically 

two categories for feature extraction: data-driven feature learning and hand-crafted feature 

design. The former, represented by Deep Convolutional Neural Networks (DCNN), is to 

learn the appropriate feature representation according to the training data, model architecture 

and objective function. However, this method typically requires a very large amount of 

training data, which is not the case in our study. The second method manually design each 

feature according to the domain specific knowledge, which is more suitable to our study 

due to the explicit clinical definition of all the comesis scores and the lack of very large 

annotated datasets.2

As described in Section 5.1.1, breast cosmesis score composes the global score and 

categorical scores focusing on breast size, breast shape, nipple appearance, scar appearance 

and skin color. In the following sections, we will describe our feature definitions based on 

our knowledge about individual scores.

5.3.1. Breast shape and size feature—To measure the shape and size3 differences 

between the two breasts, we propose to use three features: Relative Breast Area Difference 

(dBA), Breast Bottom Location Difference (dBBL) and Procrustes Distance (dP).

1. Relative Breast Area Difference (dBA) is proposed to measure the size difference 

between left and right breasts. More specifically, two segmentation masks are 

generated for each breast according to their breast contour landmarks as in Fig. 

4(a). The dBA’s are defined as the normalized differences in the number of 

pixels between the two masks with three normalizing factors. Mathematically,

dBAi = Alb − Arb
zi

, for i ∈ {1, 2, 3} (3)

where Alb and Arb are the area of left and right breasts respectively. The 

normalizing factor zi for each of i ∈ {1, 2, 3} are defined as,

z1 = dip/2 2, z2 = min Alb, Arb , z3 = Alb + Arb
2 (4)

where dip/2 denotes half inter-pit distance as shown in Fig. 8(a), 

dip = Slb[1, ] − Srb[1, ] 2.

2. Breast Bottom Location Difference (dBBL) is proposed to mimic one of the 

commonly used heuristic on comparing breast sizes and shapes. The dBBL is 

defined as the normalized height difference between the two breast, i.e.,

2Although our dataset is the largest of this kind, it is still small comparing to the datasets typically used in training deep neural 
networks which is generally in 100K–10M.
3The word “shape” and “size” used here are more aligned with the intuitive definition by physicians rather than the more technical 
definition in computer vision.
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dBBL = ℎlb − ℎrb
0.5 dip

(5)

where the hlb and hrb are the heights of the left and right breasts respectively. 

dip is the inter-pit distance of the patients, which is used to normalize the patient 

body size.

3. Procrustes Distance (dP) is a metric to measure the distance between statistical 

shapes (Dryden & Mardia, 2016). In this application, we want to measure the 

distance between the shapes of left and right breasts. Given the landmarks Slb, 

Srb detected for left and right breasts, the Procrustes distance can be calculated 

by,

dP Slb, Srb = ‖Slb − βSrbR − 1dc t‖2
(6)

where 1dc is a dc-by-2 dimensional matrix with ones. The estimated scaling 

factor β ∈ ℝ, rotation (with reflection) transformation R ∈ ℝ2 × 2 and translation 

vector t ∈ ℝ2 × 1 are the least-square solution of the following orthogonal 

Procrustes problem,

β , R, t = arg min
β, R, t

‖Slb − βSrbR − 1dc t‖2
(7)

5.3.2. Nipple/areola shape and size features—This set of features aim to model 

the intuition and concepts used by physicians when grading the nipple appearance4 score. 

Similar to the last section, we will focus only on the shape and size as the color differences 

is graded in the skin color score per definition (Harris et al., 1979).

1. Areola Area Difference (dAA) measures the difference in areas between two 

areolas. Let us denote the area of left and right areola as Ala and Ara. The relative 

Areola Area Difference (dAA) feature can be defined as

dAA = Ala − Ara
Ala + Ara + ϵ /2 (8)

Comparing to the relative Breast Area Difference (dBA) features, we only use 

one normalizing factor here since the areola has a clear definition of enclosed 

contour comparing to the breast.

2. Areola Perimeter Difference (dAP) measures the perimeter difference between 

two areolas. Let us denote the perimeter of left and right areola as Pla and Pra 

respectively. The relative Areola Perimeter Difference (dAP) can then be defined 

as

4This “appearance” is the common sense definition used by physicians rather than the technical definition used in Computer Vision.
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dAP = P la − Pra
P la + Pra + ϵ /2 (9)

The perimeter of an areola can be calculated by

Pc = ∑
i = 1

11
Sc, i − Sc, mod(i + 1, 12) 2, for c ∈ la, ra (10)

where mod(i + 1, 12) denotes the remainder of i + 1 divided by 12 (recall that 

areola has 12 landmarks, see Section 5.2.2). Sc,i denotes the ith row of matrix Sc 

(landmark matrix for object c).

3. Areola Height Difference (dAH) and Areola Width Difference (dAW) measures 

the relative differences between the heights of areolas and the widths of areolas. 

They can be calculated by

dAH = ℎla − ℎra
ℎla + ℎra + ϵ /2 (11)

and

dAW = wla − wra
wla + wra + ϵ /2 (12)

where hla (hra) and wla (wla) denotes the width and heights of the left (right) 

areola on the 2D image plane, see Fig. 5(a).

4. Areola Shape Difference (dAS) measures the difference between the fatness of 

the left and right areolas, which can be calculated by

dAS= ℎ1a − w1a − ℎra − wra

ℎ1a
2 + w1a

2 + ℎra
2 + wra2 + ϵ /4 (13)

5. Local Nipple Location Difference (dLNL) is defined to measure the difference in 

terms of the location of nipple relative to areola for left and right breasts, which 

contains the difference in x and y axis on the 2D image plane, see Fig. 5(b).

dLNL = dLNLx, dLNLy (14)

dLNLx = Dℎll
Dℎrl + ϵ − Dℎlr

Dℎrr + ϵ (15)
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dLNLy = Dvtl
Dvbl + ϵ − Dvtr

Dvbr + ϵ (16)

The features described above assume all areola and nipples are present in the 

image, which might not be the case (for example, missing due to operation). We 

described our heuristics for handling missing areola and nipple in Section 5.3.3.

5.3.3. Heuristics for missing nipple and areola—Since nipples and areolas from 

either side of the breast could be potentially missing, it is necessary to develop rules to 

handle these cases. Based on the detection result defined in Section 5.2.1, there are three 

possibilities for missing components: areola detected but nipple missing, areola missing but 

nipple detected, or both areola and nipple missing. The heuristics is described in Algorithm 

2.

5.3.4. Skin color features—To measure the skin color difference, an intuitive method 

is to measure the divergence of the color distributions between the left and right breasts. We 

use Jensen–Shannon divergence (JSD) and Earth Mover distance (EMD) for the divergence 

measurement, which is more suitable in our application than Kullback–Leibler divergence 

(KLD) as the side of treated/untreated breast is unknown. Other ones are also tried but no 

good results are provided.

1. JS-divergence between left and right breast sampling pixels (JSD-sample): A 

mere divergence itself between left and right breasts might not be sufficient due 

to lack of reference of its scale. A large between-breast color difference could 

be accompanied by a large within-breast difference. Inspired by discriminant 

analysis methods (e.g., linear discriminant analysis, LDA), we proposed a 

number of features comparing color distributions considering both within-breast 

differences and between-breast differences.

More specifically, given an image of a patient in LAB color space which 

decouple the illumination from colors (L for perceptual lightness, and A and 

B for human vision colors) and its corresponding breast segmentation mask (pre-

processed according to Section 5.1.1), we first calculate per channel histogram 
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pq,c for each breast, with channel q ∈ {L, A, B} and component c ∈ {lb, 

rb}, from m pixels sampled uniformly randomly from non-zero pixels. To 

account for sampling variance, we repeat the aforementioned procedure N times 

independently, resulting in pq,c,i with i = 1, …, N, yielding a total of 3 × 2 × 

N histograms. The within-breast histogram distance (dW,q,c,i,j) for the channel q, 

and breast c, between ith and jth sample is calculated by,

dw, q, c, i, j = JSD pq, c, i pq, c, j (17)

with i = 1, …, N − 1 and j = i + 1, …, N. The JSD(·‖·) is the Jensen-Shannon 

divergence between two distributions. This yields a total of 3 × 2 × N
2  distances 

(3 channels, 2 breasts, 
N
2  pairs within breasts). We represent these distances 

in six 
N
2 -dimensional dw,q,c vectors for each breast and LAB channel, with 

each element of the vector calculated from Eq. (17). Similarly, we can define 

between-breast histogram distance db,q,lb,rb,i,j as

db, q, 1b, rb, i, j = JSD pq, lb, i pq, rb, j (18)

with i = 1, …, N and j = 1, …, N. This yields a total of 3 × N2 distances 

(3 channels, N2 pairs between breasts). We represent these distances in three 

N2-dimensional db,q vectors for each breast and LAB channel, with each element 

inside the vector calculated from Eq. (18).

Once both dw,q,c and db,q are calculated, we estimate the distributions of the 

distances across the elements of each vector, denoting as pw,q,c and pb,q. The 

final JSD-sample feature set that will be use to characterize the color difference 

between the two breasts is calculated by,

JSDq, c = JSD(pw, q, c‖pb, q) for q ∈ {L, A, B}, c ∈ {lb, rb} (19)

We repeat the entire process T times and use the average JSDq,c as our final 

feature to reduce variance of the estimate against sampling variation. This 

process yields a total of 6 features (2 breasts and 3 channels). We use m = 

100, N = 50, T = 5.

2. JS-divergence between left and right breast sampling patches (JSD-patch): The 

feature described in the last section uses pixel samples across the entire breast, 

which characterize the overall color heterogeneity of the breast, but it might 

also overlook local color changes. In this feature, instead of sampling across 

the entire breast, we extract samples from small patches in the breast to better 

preserve the local color pattern.

More specifically, we uniformly randomly sample N patch centers from the 

segmented breast image independently for each LAB channel. Given the q-
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channel of the segmented image of component c, Xq, c ∈ Rw × ℎ, the area of 

each square is equal to (2α min(w, h) + 1)2. α is a pre-determined parameter 

controlling the size of the square. This setup enables a variable patch size 

accounting for different image resolution while preserving the visual angle 

of each patch (similar to the physicians’ grading process). If the number of 

non-zero pixels within the patch is smaller than a pre-defined percentage (θ), 

the algorithm resamples the patch center until there is sufficient number of non-

zero pixels within the patch. We show the pseudo-code of the patch sampling 

algorithm in Algorithm 3.

Once a patch is extracted according to Algorithm 3, a 255-bin histogram is 

used to approximate its distribution across all pixels, denoting as pq,c,i for the 

ith patch Xq,c,i. Note that this notation of histogram is the same as in the last 

feature (List 1), which is an intentional choice since they serve the same purpose. 

Once pq,c,i is extracted, the exact same process as described in the last section 

is used to extract the 6 between breasts features and 3 within breasts features to 

characterize local color heterogeneity.

3. EMD between left and right breast sampling pixels (EMD-sample): Although 

JSD can measure the distance between two distributions, it remains constant 

between two non-overlapping distributions regardless of their distances 

(Arjovsky, Chintala, & Bottou, 2017). The Earth Mover’s Distance (EMD) based 

feature introduced in this section and the next two are proposed to address this 

issue.

The EMD-sample feature is exactly the same as the sample pixel based JSD 

feature (JSD-sample) introduced in List 1, except the use of Earth Mover’s 

Distance (EMD). We replace JSD(·‖·) with EMD(·, ·) for Eqs. (17)–(19). The 

EMD between two distribution represents the minimum amount of “work” 

needed to move the probability mass from one distribution to the other.

We use the same set of features as in JSD-sample features (Section 1) with 

the additional maximum probabilities for within-breast histogram distance (6 

features for two breasts and 3 channels) and between-breast histogram distance 

(3 features for 3 channels). This process yields a total of 15 (6+9) features.
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4. EMD of pixel location & color difference between left and right breast (EMD-

XYLAB): The four sets skin color features introduced earlier only considers 

the color distribution itself, without encoding the spatial information of the 

color pattern between breasts, which leads to identical features even if one 

randomly shuffle the pixels within the breast (and thus destroy all the spatial 

color patterns).

To encode the spatial-color information, it is necessary for it to be shape-

invariant, since we already modeled the shape information in Sections 5.3.1 and 

5.3.2. Otherwise, the spatial-color pattern differences between two breasts might 

be due to the shape differences instead of skin color.

To construct this feature, we first align the shape of each breast to the breast 

mean shape using non-linear warping according to the detected landmarks. For 

every aligned breast image, we extract spatial-color information (x, y, L, A, B) 

for all nonzero pixels in the left and right breast. The (x, y) coordinate for each 

pixel is defined with respect to their own coordinate system whose the origin 

located at the first landmark of the corresponding breast (Fig. 6(c)).

The EMD-XYLAB feature set is then computed as the EMD of the spatial-color 

joint distributions between two breasts in both original and standardized (x, y, 

L), (x, y, A), (x, y, B), (x, y, A, B) and (x, y, L, A, B) spaces. This process yields 

a total of 10 features.

5. PCA in AB space (PCA-AB): For some patients, noticeable skin rashes can 

appear after the treatment. The gradual change in color from normal skin to skin 

rashes is reflected as high correlation between the A and B channels (of LAB 

space). One example is provided in Fig. 7, with left breast treated and right breast 

untreated. As shown in Fig. 7(c), the A and B channel of pixels within the left 

breast are significantly more linearly correlated than the untreated right breast. 

If we inspect the pixels along the axis of treated breast, it can be found that 

increasing values in both A and B channel will move the region from normal skin 

to skin rash (regions 1 to 2 to 3).

To mathematically extract this information, we employ Principle Component 

Analysis (PCA) in the AB space of the two breasts independently, which will 

analyze the extent of linear correlation between A, B channels within each 

breasts.

Let us denote the (variance-)covariance matrices for left and right breasts in 

A–B space as Σlb and Σrb. Then the PCA solves the following eigenvalue 

decomposition problem,

VcΣc = ΛcVc for c = lb, rb (20)

where Λ = diag(λc,1, λc,2) is the diagonal matrix of eigenvalues (in decreasing 

order) and the orthonormal matrix V contains columns of corresponding 

eigenvectors (or in this context Principle Components, PCs).
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If the left breast’s pixels are more correlated in A–B space than the right breast, 

then we will have λlb,2 < λrb,2. We use λc,1, λc,2 and vectorized V of both left 

and right breast as our final feature. This yields a total of 12 (2 × 6) features.

5.4. Machine prediction

Once all features and ground-truth scores are obtained according to Sections 5.1.1 and 5.3, 

we can train a machine learning algorithm to automatically predict the Breast Cosmesis 

scores.

As described in Section 5.1.1, the Breast Cosmesis score has four levels for both global 

score and category criteria (breast size, breast shape, nipple appearance, skin color and 

scar appearance). The four levels are discrete quantization of a continuous perception of 

breast cosmesis quality. Thus the problem of Breast Cosmesis scores prediction can be 

viewed from three perspectives, as a classification problem, a regression problem or a 

ranking problem. We use Lasso regression, Kernel Support Vector Classification (kSVC) 

and OrdinalNet for the regression, classification and ranking formulation respectively.

5.4.1. Machine learning algorithms

1. Lasso Regression: Lasso (Tibshirani, 1996) (Least Absolute Shrinkage and 

Selection Operator) is a linear regression method with least-square loss and 

l1 penalization. Once the Lasso model is fitted to the training set, variables 

corresponding to zero coefficients are discarded.

2. Kernel Support Vector Classification: Kernel Support Vector Machine is a 

classical supervised learning method developed primarily for classification 

purposes (Cortes & Vapnik, 1995) (which we will refer as kernel Support 

Vector Classification, kSVC, to discern from Support Vector Regression). One-

vs-all (i.e., fitting one classifier per class) method is used to convert 4-class 

classification problem to four binary classification problems. kSVC has been 

used for breast cosmesis score classification previously in Cardoso and Cardoso 

(2007) and Cardoso et al. (2005). In this study, we use Radius Basis Function 

(RBF) kernel kSVC.

3. OrdinalNet: As Section 5.1.1 describes, the grading score provided by the 

physicians are naturally ordered as the 4-point scale represents Excellent, Good, 

Fair, Poor (which is also observed by Cardoso et al., 2005). It is thus necessary 

to model the relative relationship between the ratings, rather than treating their 

integer coding as merely continuous variable or discrete categories. To achieve 

this, we model the data with regularized ordinal regression, ordinalNet (Wurm, 

Rathouz, & Hanlon, 2017). Here we use General Linear Model (GLM), non-

parallel formulation Wurm et al., 2017) and elastic net penalty (Zou & Hastie, 

2003) to model relationship between covariate (breast cosmesis feature) and 

response (cumulative probability) with logit link function (McCullagh, 1980).
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6. Experiments and results

A series of experiments are conducted to evaluate the performance of the proposed fully 

automatic algorithm, as well as the effectiveness of each of its components. In this section, 

we will describe the experimental details and results. Section 6.1 first describes the general 

testing framework which includes 10-fold and leave-one-trial-out (LOTO) cross-validation. 

The evaluation metric and results for breast components detection, landmarks detection and 

machine prediction are provided in Sections 6.2–6.4 respectively.

6.1. Testing framework

We test our algorithm using 10-fold cross-validation and leave-one-trial-out (LOTO) cross-

validation. The former provides a well balanced (in terms of bias and variance) estimation 

of the generalization error and the latter provides an estimate on performance when the 

applying our algorithm on a completely new trial.

6.1.1. 10-Fold cross-validation—The entire dataset is randomly split into 10 non-

overlapping partitions. Nine partitions will be used for training and the remaining partition 

will be used for testing. This process repeats 10 times until all the partitions have been 

served as training and testing set. The aggregated evaluation is then reported as the final 

performance of the algorithm.

6.1.2. Leave-one-trial-out (LOTO) cross-validation—Instead of using random data 

split for training and testing as in 10-fold, samples from one trial will be served as testing 

set and the rest as training set. The process will also repeat until all trials have been served 

as training and testing set. We also combine the trial NSABP B39 and trial RTOG 041 due 

to the significantly smaller number of samples from RTOG 1014 trial (89 samples after 

selection).

To our knowledge, it is the first time such algorithm being tested in an across-trial 

setup, which poses significant challenge to the algorithm. One should also notice that 

because our dataset only has two trials with sufficient number of samples, the LOTO 

cross-validation results provided here should be interpreted as an anecdotal report on the 

across-trial generalization of the algorithm. One should be cautious on generalizing reported 

performance to the cases where high statistical power is required.

6.2. Breast, areola and nipple detection

6.2.1. Evaluation metric—We use mean Average Precision (mAP) metric and F1-score 

as evaluation metrics for our breast components detectors, which are commonly used in 

object detection literature (Everingham, Van Gool, Williams, Winn, & Zisserman, 2010; Lin 

et al., 2014). More specifically, a true positive detection is when intersection-over-union 

(IOU) between predicted and ground-truth bounding boxes is above a pre-defined threshold 

(we use 0.5 as in Everingham et al., 2010; Lin et al., 2014).

The mean Average Precision (mAP) for each detector is calculated by the area under 

the precision–recall curve. We use the same 11-point interpolation method introduced in 

Everingham et al. (2010) to calculate the mAP score. Since in our case, each detector only 
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focuses on one class of object, we do not distinguish mAP and AP, which is also commonly 

the case as in Lin et al. (2014). The final mAP and F1-score is aggregated across folds and 

trials in the 10-fold and LOTO cross-validation.

6.2.2. Results—Table 2 shows mAP and F1 score results of each detector tested in 

10-fold and LOTO cross-validation. The first block (first and second rows) shows the 

average mAP and F1 score (s.e. in parenthesis) in 10-fold cross-validation. The second and 

third block shows results in LOTO cross-validation. Since there are two trials in total, we 

report the performance in each LOTO fold instead of aggregating the results (using mean 

and s.e.).

As shown in the Table 2, all of the breast components detectors can perform with > 0.85 

mAP and F1 score even if we train and test them using two independent trials, with very 

different image and score distributions. Among all the detectors, the left/right breast detector 

can accurately detect almost all the breasts at IOU threshold = 0.5, regardless of testing 

setups. The areolas and nipples detector perform slightly worse as their size much smaller. 

For reference, a state-of-the-art generic object detection algorithm like EfficientDet has mAP 

at around 0.734 tested on Microsoft COCO dataset (Tan, Pang, & Le, 2020), trained on 

millions of images. Permutation tests are also conducted on all the experiments in this table, 

which demonstrate a p-value < 0.002 and thus suggest statistical significance.

6.3. Breast, areola and nipple landmarks detection

6.3.1. Evaluation metric—Given a set of detected landmarks, We first use the 

interpolation method described in Section 5.1.2 to create pseudo-landmarks, which will 

provide identical landmarks as long as the detected curve is the same as the ground truth.

Once the pseudo-landmarks are properly resampled, we measure the detection error by 

the Euclidean distance between detected landmarks and the ground truth. To mitigate 

differences in image resolution and breast sizes, the error is normalized by half-inter-pit 

distance (see Fig. 8(a)).

Two methods are used to aggregate the error in landmarks detection, within image and 

within landmarks. The former calculates mean error across landmarks within an image 

then the mean and standard error of the mean across images, which indicates the robustness 

of the algorithm for different images with different skin tone, breast shape, illumination, etc. 

The latter calculates mean error and its standard error per landmark across images, which 

aims to show the performances differences across landmarks (which landmarks are more 

susceptible to detection error). These two evaluation will be reported in the next section as 

quantitative results.

6.3.2. Results—Table 3 shows the quantitative evaluation results for our landmarks 

detectors. More specifically, the table shows the within-image evaluation under 10-fold 

cross-validation. The table shows that both left and right breast landmarks detection has an 

average error below 0.02 (2% of half inter-pit distances) across subjects. Performance is 

slightly worse for areola due to potential ambiguous boundaries. Accuracy computed with 

normalized l2 between the ground truth and detected landmarks smaller than a threshold 
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is also provided. Results show that LOTO breast landmark detection deteriorates and thus 

suggest biases of the model. Overall, the results show that the algorithm can perform well 

across subjects and conditions even if the training and testing set are very different (from 

LOTO cross-validation). Permutation tests are also conducted on all the landmark detectors 

in this table, which demonstrate a p-value < 0.002 and thus suggest statistical significance.

Fig. 8 shows quantitative evaluation for within-landmark metric. Fig. 8(a) shows an 

intuitive visualization of the within-landmark error across images. The radius around each 

landmark indicates the error mean where the thickness of the circle indicates one s.e. 

This figure shows that although the detection error increases moving from arm pit to the 

chest center, the overall magnitude is still consistently small w.r.t breast size regardless of 

image condition. Fig. 8(b)–(e) also provide bar plots for landmark detection error, which 

demonstrate a high detection accuracy.

6.4. Full pipeline

In this section, we report the performance of the full pipeline of the proposed automatic 

breast cosmesis score estimation algorithm, including the breast components detection, 

landmarks detection (which both are tested independently in previous sections) and the 

data-driven predictors defined in Section 5.4.

6.4.1. Evaluation metric—We use 4-way classification accuracy as the evaluation 

metric used for all the Lasso, kSVC, OrdinalNet algorithms described in Section 5.4, due to 

its intuitive interpretation. For Lasso regression, the predicted response is first rounded to the 

closest integer. Once predicted score is acquired for each machine learning methods across 

all the cross-validation folds, the mean accuracy and its standard error (s.e.) will be reported 

for performance evaluation.

6.4.2. Additional setup—Beside the 10-fold and LOTO cross-validation setup that used 

in both evaluating components and landmarks detectors, we also tested our fully automatic 

pipeline with different feature sets. As mentioned in Section 1, although our study is the 

first (to our knowledge) to develop a fully automatic algorithm for breast cosmesis score 

estimation, there is nevertheless previous attempts on using computer vision technique to 

partially automatize the grading procedure such as BCCT.core algorithms (Brouwers et al., 

2016; Cardoso & Cardoso, 2007; Cardoso et al., 2005). By adapting the BCCT.core features 

to our fully automatic framework, we can compare the BCCT.core feature with our full 

feature set, gaining more insight on the effectiveness of our machine learning predictors and 

additional features.

The feature sets used for testing are, BCCT features (adapted to fully automated landmarks 

section), full features (BCCT features + our additional features as described in Section 

5.3) and Lasso selected features described in Section 1. The Lasso selected feature is used 

only with kSVC since the Lasso Regression and OrdinalNet both already equipped with l1 

penalty.

As discussed in 1, Lasso regression selects a subset of the original p dimensional breast 

cosmesis features defined in Section 5.3 (p = 298 in our study). To further understand 
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the performance differences between Lasso regression and kSVC is due to the feature 

set differences or the algorithmic differences, we apply kSVC on the feature set selected 

by Lasso. The number of features selected by Lasso from the full set for each global 

and categorical score are provided in Table 4. As shown in this table, the number of 

selected features vary according to the breast cosmesis aspects. For skin color score and 

scar appearance score, the selected features (i.e., those with non-zero Lasso regression 

coefficients) mainly include the skin color features described in Section 5.3.4, and, the 

Relative Breast Area Difference (dBA) feature which measures the size difference between 

left and right breast in Section 5.3.1. While for breast size, shape and nipple appearance 

score, they are mainly about the breast, nipple and areola shape and size features as in 

Sections 5.3.1 5.3.2. For global score, they are mainly about the breast shape and size 

features in Section 5.3.1. From these feature selection results, it is obvious that breast shape 

and size features play an essential role in determining all the breast cosmetic scores. This 

correlates with previous studies in Fitzal et al. (2007) and Soror et al. (2016) demonstrating 

that the breast symmetry index is important for breast cosmesis evaluation.

6.4.3. Results—Fig. 9 shows the bar plot for average cross-validation accuracy for our 

algorithm under 3 machine learning (ML) frameworks estimating 6 scores (1 global score 

+ 5 categorical scores). The height of the each bar denotes average accuracy using the 

corresponding ML framework and feature set and the error bar denotes standard error of the 

mean. A priori chance level is 25% for each score.

As shown in Fig. 9, when Lasso regression or OrdinalNet is used, the proposed full feature 

set outperforms or as good as BCCT features. When kSVC is used the proposed full 

feature set outperforms or equal to BCCT features in all but nipple score. This shows that 

our fully-automatic Breast Cosmetic evaluation pipeline with proposed feature set achieves 

comparable performance to BCCT.core without human supervision.

In practice, physicians’ grading on size and shape are typically affected by other cosmesis 

like breast scars and nipple appearances, and grading on skin color and scare are often 

interfered with each other. These scores require inferences from all cosmetic aspects. 

Therefore, for global, size and shape scores, one may use OrdinalNet on all features, and for 

skin color and scare score, one need to use kSVC on all features. For nipple score, one may 

use kSVC on Lasso selected features since physicians’ focuses are only limited to the nipple 

and areola regions during grading.

To test the generalizability of each of the methods across different trials, we also run 

experiments with LOTO cross-validation setup. The results is provided in Table 5.

6.5. Ablation study

In Sections 6.2 and 6.3, we directly measure the performance of the breast components 

and landmarks detection algorithm using commonly used performance metric. However, a 

high mAP or F1-score does not necessarily means effective for the downstream cosmesis 

score prediction. To further test the effectiveness of the breast components detection and 

landmarks detection in the full pipeline, we ablate both detection modules with ground truth 

physician annotation. If our fully automatic framework can produce similar result with the 
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human landmarks annotation, then it is reasonable to conclude that both components and 

landmarks detection are effective.

Additionally, we also tests the proposed algorithm with additional information on the side 

of treated/untreated breast. This information is added by reordering the left/right breast 

feature concatenation in PCAAB, EMD-XYLAB, KMEANS-XYLAB, BOVW-XYLAB and 

GLCM features. In a practical application, when a physician inputs a patient’s image to the 

system, it is usually trivial to provide additional information on which side of the breasts is 

treated/untreated. However, if a system can perform equally well without such information, 

the capability of such system to process large batches of images without human input can be 

drastically improved.

Table 6 shows results for the ablation study when using OrdinalNet methods. The other 

two ML methods behaves similarly in this experiment. The table shows that when replacing 

the detected landmarks with ground-truth landmarks, the performance change of the final 

prediction is negligible. Same applies when adding treated/untreated information to the 

algorithm. This shows that our detection framework can performs effectively in the fully 

automatic framework and the additional treated/untreated breast input is not necessary.

7. Conclusion and discussion

In this study, we propose a fully-automatic Breast Cosmetic appearance grading system, 

which contains automatic breast components detection, landmarks detection and cosmesis 

score prediction. We evaluated both components detection and landmarks detection 

individually with quantitative methods, showing that both detectors are accurate and robust. 

When combined with machine learning predictors, both detector can provide sufficient 

information to the level similar to human annotation. We also propose a new set of features 

characterizing breast cosmesis score estimation, which is shown to be more effective and 

accurate than the previous attempts.

Hindrances to clinical adoption of our proposed method lie in concerns about the ability 

to integrate AI framework into the existing clinical workflow, the issues on clinical breast 

data privacy and integrity, the biases of models when trained on specific clinical trials 

but applied on a different one, the lack of ethics regulation on AI system applications, 

the acceptance and explainability of AI diagnosing breast cosmesis by patients, and costs 

and return on investment (ROI). More data from different clinical trials are also required 

for training a robust system to reduce the inherent biases. Ideally, if we can make this 

whole framework a website and available publicly, radiation oncologists will be able to 

send images of their patients and evaluate the cosmetic outcomes objectively compared to 

their own grading. Therefore, the breast database can grow by collecting more data, and 

the radiation oncologists will have the opportunity to improve the radiation delivery and get 

better breast cosmesis results for the patients.

However, there are still limitations of the proposed system. Areolas or nipples are 

occasionally difficult to be detected, particularly when they are inverted or occluded. This 

issue could be addressed with a finer-grained annotation. It is also hard for our algorithm to 
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predict on the scar appearance score, partially because of inconsistent physicians’ grading 

and vague definition of scars. Besides, the prediction results skew to class excellent due to 

the unbalanced data distribution with excellent as the head class, suggesting difficulties in 

other down-stream Machine Learning tasks. Finally, our model purely operated in 2D image 

plane, where physician’s grading on breast shape and size are typically based on their 3D 

understanding of the breast. Thus a 3D reconstructed breast model might be more suitable to 

describe breast shape or size (volume).

In conclusion, a fully-automatic Breast Cosmesis analysis system was proposed as a more 

objective and time-efficient method assisting in physicians’ evaluation on breast cancer 

recovery and patients’ decision on breast reconstruction surgery. We believe this grading 

system, together with its design methods shown in this paper, provides great potential for 

improving Breast Cancer patients’ life quality, improving productivity of physicians and 

might be potentially beneficial for other breast cancer medical imaging research.
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Appendix

Appendix

Appendix A. Implementation details, running time, and memory usage

Here we provide the implementation details as follow:

1. MATLAB is used for the implementation of image color standardization before 

subjective grading, as in Section 5.1.1.

2. For the breast, areola and nipple detection described in Section 5.2.1, we use 

a PyTorch-YOLOv3 implementation https://github.com/eriklindernoren/PyTorch-

YOLOv3/.

3. For the breast, areola and nipple landmark detection provided in Section 5.2.2, 

we use the Ensemble Regression Trees landmark detector implemented by 

Python dlib.shape_predictor package.

4. Python is used to implement the image preprocessing in Section 5.2.3 and 

feature extractions in Section 5.3.
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5. For the Machine Prediction described in Section 5.4, Lasso regression is 

implemented with Python sklearn.linear_model.Lasso package, Kernel Support 

Vector Classification (kSVC) with Python sklearn.svm.SVC package, and 

OrdinalNet with R language ordinalNet package.

Running time and memory usage are also provided when running on a GPU machine with 

Quadro RTX 6000 GPU, Intel i9-7900X CPU and 128 GB memory, as in Table 7.

Fig. 10. 
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Confusion matrices of our framework with 3 machine learning algorithms estimating 6 

scores (1 global score and 5 categorical scores).

Appendix B. Extracted breast cosmesis feature summary

Feature extraction is one of the key factors of our fully-automatic breast cosmesis evaluation 

framework. Here we provide a detailed table of all the 298 features for illustration to help 

the readers better understand, as in Table 8.

Previous studies Fitzal et al. (2007) and Soror et al. (2016) have demonstrated that the breast 

symmetry index is important for breast cosmesis evaluation. In our proposed full breast 

cosmesis feature set shown in Table 8, the features dBA, dBBL, dP, BRA, LBC, BCD, BAD, 

BOD are related to the symmetry index.

Appendix C. Experimental results of patients with different levels of 

cosmesis score

To show our prediction performance on the patients with different levels of the breast 

cosmesis score, Fig. 10 provides the confusion matrices on each score using 3 machine 

learning algorithms (Lasso regression, kSVC and OrdinalNet), full pipeline 10-fold Cross 

Validation and the feature set with highest accuracy for each algorithm (as in Fig. 9).

Table 8

List of full breast cosmesis feature set (including the BCCT.core features adapted to our 

fully-automatic framework).

Feature name Feature 
numbers

Mathematical meaning Clinical significance

dBA
a

  3 Relative breast area difference Breast size and shape asymmetry

dBBL
a

  1 Breast bottom location difference Breast size and shape asymmetry

dP
a

  1 Procrustes distance Breast size and shape asymmetry

dAA   1 Areola area difference Nipple appearance asymmetry

dAP   1 Areola perimeter difference Nipple appearance asymmetry

dAH   1 Areola height difference Nipple appearance asymmetry

dAW   1 Areola width difference Nipple appearance asymmetry

dAS   1 Areola shape difference Nipple appearance asymmetry

dLNL   3 Local nipple location difference Nipple appearance asymmetry

JSD-sample   6 JS-divergence between left and right breast 
sampling pixels Skin color and scar appearance

JSD-patch   9 JS-divergence between left and right breast 
sampling patches Skin color and scar appearance

EMD-sample 15 EMD between left and right breast 
sampling pixels Skin color and scar appearance

EMD-global   2 EMD between left and right breast globally Skin color and scar appearance

EMD-XYLAB 10 EMD of pixel location & color difference 
between left and right breast Skin color and scar appearance
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Feature name Feature 
numbers

Mathematical meaning Clinical significance

PCA-AB 12 PCA eigenvalues & eigenvectors in breast 
AB space Skin color and scar appearance

KMEANS-
XYLAB 90 K-means clustering of pixel location-color 

information for left and right breast Skin color and scar appearance

BoVW-XYLAB 40 Bag-of-Visual-Word on pixel location-color 
information for left and right breast Skin color and scar appearance

GLCM-texture 24 Grey Level Co-occurrence Matrix texture 
measurement on left and right breast Skin color and scar appearance

BRA
a,b

  1 Breast retraction assessment Breast size and shape asymmetry

LBC
a,b

  1 Level of lower breast contour Breast size and shape asymmetry

BCD
a,b

  1 Breast contour difference Breast size and shape asymmetry

BAD
a,b

  1 Breast area difference Breast size and shape asymmetry

BOD
a,b

  1 Breast overlap difference Breast size and shape asymmetry

UNR
b

  1 Upward nipple retraction Nipple appearance asymmetry

BCE
b

  1 Breast compliance evaluation Nipple appearance asymmetry

ang-sec EMD
b

65 EMD between angular sections of left and 
right breast Skin color and scar appearance

ar&np EMD
b

  5 EMD between left and right areola+nipple 
region Skin color and scar appearance

a
Features related to the breast symmetry index.

b
Features adapted from the BCCT.core algorithm.

As demonstrated in these confusion matrices, score fair and poor, as well as score excellent 

and good, are difficult to be distinguished from each other, partly due to inconsistent 

physicians’ grading and vague definition of fair versus poor and excellent versus good 

during the subjective grading sessions. However, our algorithm hardly predicts score 

excellent as poor and vice versa, suggesting a decent performance on binary classification 

task. In addition, the prediction results skew to class excellent (1 for global score and 0 

for other cosmesis scores) because of the unbalanced data distribution with excellent as the 

head class. Scar scores which is hard to detect from digital images, show unsatisfactory 

performance with OrdinalNet algorithm by predicting most of the sample as excellent. 

Global scores achieve better performance compared with other breast cosmesis scores in 

terms of the True Positive (TP) and thus have the highest precision values.
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Fig. 1. 
Overview of the proposed Breast Cosmesis evaluation system.
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Fig. 2. 
Score distributions for (a) individual categories and (b) global score.
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Fig. 3. 
Landmark annotations used in our study. There are 30 landmarks on each breast, 12 

landmarks on each areola, and 6 landmarks on each nipple.

Guo et al. Page 30

Mach Learn Appl. Author manuscript; available in PMC 2022 December 27.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Fig. 4. 
Image preprocessing to mask out tattoos or markers on breast skin. (a) Segmentation from 

landmarks. (b) A channel after thresholding. (c) A channel after correction. (d) Resulting 

RGB image after this preprocessing.
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Fig. 5. 
Here the areola is highlighted using the black contour. (a) This diagram illustrates the 

definitions of the width and height of areola, denoted as ωa and ha, respectively, when the 

areola exists. The black cross denotes the center of areola. If the areola does not exist but 

the nipple exists, compute these values from the nipple instead. (b) For cases where both the 

areola and nipple exist, this diagram illustrates the definitions of the nipple location relative 

to the areola, denoted as Dut, Dub, Dhl, and Dhr. The yellow cross denotes the center of 

nipple. If only the areola exists, then these relative locations are set to be semi-vertical and 

semi-horizontal axis length of the existing areola. If only the nipple exists, then these relative 

locations are set to the semi-vertical and semi-horizontal axis length of the existing nipple. 

(For interpretation of the references to color in this figure legend, the reader is referred to the 

web version of this article.)
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Fig. 6. 
Example of breast mean shape warping and coordinate systems. To calculate EMD-XYLAB 

features, each breast of the patient needs to be warped to the mean breast shape of the same 

side. (a) A patient’s image before warping. (b) The same image after warping and masking. 

(c) mean breast shape used for warping and left (right) coordinate system for pixel location 

(x, y) used in the EMD-XYLAB features.
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Fig. 7. 
Color distribution differences between treated and untreated breast of a patient. The left 

breast of this patient is treated and the right is untreated. (a) Patient’s image in RGB 

color space. (b) 2D histogram in AB space for right breast. (c) 2D histogram in AB space 

for left breast. Comparing to the untreated breast, the pixels of treated breast are more 

linearly correlated between A and B channels. The color contour shows the breast pixels 

with corresponding color range in the histogram. Regions smaller than contour width are 

discarded for visual clarity. (For interpretation of the references to color in this figure 

legend, the reader is referred to the web version of this article.)
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Fig. 8. 
Quantitative results for landmarks detection using within landmark evaluation. (a) 

Visualization of the mean and standard error of the normalized Euclidean distance for each 

landmark across images. The radius of each circle represents the average Euclidean distance 

(across images) between the ground truth and the detected breast landmark after equal arc 

sampling. The thickness of each circle equals 2 times the standard error. The half-inter-pit 

distance is defined as half of the distance between the starting landmarks of left breast and 

right breast, and both are defined at the armpit of each side. (b) within landmarks result of 

detection error for left breast, (c) right breast, (d) areolas and (e) nipples.
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Fig. 9. 
Bar plot of full pipeline performance with 10-fold Cross Validation, for each individual 

categorical score and global score. Bar heights represent average accuracy with error bar 

denoting standard error.
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Table 1

The number of images from each clinical trial before and after selection, for both frontal and lateral view.

Clinical trial Before selection: frontal (lateral) After selection: frontal (lateral)

NSABP B39/RTOG 0413 2172 (2343) 1920 (2341)

RTOG 1014 94 (94) 89 (94)

RTOG 1005 1760 (1884) 1753 (1881)

Total number 4026 (4321) 3762 (4316)

In this study, only the frontal view images after selection were graded during the grading sessions and used to train and test our algorithm.
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Table 4

The number of selected features for each score.

Total Skin color Size Shape Scar Nipple Global

298 67 40 50 79 53 61
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