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	   Abstract: According to the WHO, cancer is the second most common cause of death worldwide. 
The social and economic damage caused by cancer is high and rising. In Europe, the annual direct 
medical expenses alone amount to more than €129 billion. This results in an urgent need for new 
and sustainable therapeutics, which has currently not been met by the pharmaceutical industry; only 
3.4% of cancer drugs entering Phase I clinical trials get to market. Phosphorylation sites are parts 
of the core machinery of kinase signaling networks, which are known to be dysfunctional in all types 
of cancer. Indeed, kinases are the second most common drug target yet. However, these inhibitors 
block all functions of a protein, and they commonly lead to the development of resistance and in-
creased toxicity. To facilitate global and mechanistic modeling of cancer and clinically relevant cell 
signaling networks, the community will have to develop sophisticated data-driven deep-learning and 
mechanistic computational models that generate in silico probabilistic predictions of molecular signal-
ing network rearrangements causally implicated in cancer. 
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1. INTRODUCTION 

 The protein kinases are a family of enzymes that transfer phosphate groups to proteins [1-3]. This phosphate can then be 
recognized and bound by another protein or removed by a protein phosphatase [4]. Together these three simple processes rep-
resent one of the most important regulatory mechanisms of eukaryotic cells, directing nearly every aspect of cell biology. 
They are arranged in complex, kinase/substrate signaling networks (in which kinase substrates can themselves be kinases) that 
are used by cells, tissues, and multi-cellular organisms to interpret and respond to environmental cues and challenges. The con-
sequences of breakdowns in th ese signaling networks underlie all cancers, diabetes, and dis orders of the immune, neurological 
and cardiovascular systems in humans, and also some rare diseases. 
 The causality of cell signaling networks in cancer is prominent across multiple hallmarks of the disease [5]. For example, it 
is already well known that specific phosphorylation sites can have specific cellular functions; the well-characterized extracel-
lular signal-regulated kinases 1/2 (ERK) are activated by dual phosphorylation of specific residues on the kinase. ERK is ini-
tially phosphorylated by the MAPK/ERK kinase (MEK) on the Thr-202/Glu-203/Tyr-204 (TEY) motif [6], with subsequent 
phosphorylation on the Ser-244/Pro-245/Ser-246 (SPS) nuclear translocation sequence (NTS) mainly by casein kinase 2 
(CK2) to generate pSPS-pERK [7]. These events lead to the nuclear translocation of ERK and are essential for cell cycle pro-
gression [8]. Another example is the inhibition of cyclin-dependent kinase 1 (CDK1) activity by Tyr-15 phosphorylation, 
which directly regulates entry into mitosis and is an important element in the control of the unperturbed cell cycle [9]. 
 Kinases are the second most common drug target [10]. Typically, kinase inhibitors are designed to target one specif ic ki-
nase, completely perturbing its activity. This strategy has resulted in the approval of 52 kinase inhibitors (as of February 
2020) overwhelmingly for the treatment of cancer [11]. However, despite this success, issues remain, such as kinase inhibitors 
are often toxic, and many cancers develop resistance to kinase inhibitors, either mutating in such a way that the inhibitor can 
no longer bind or bypassing the inhibit ed kinase by rewiring the signaling network. A first step to understand and, later on, to 
work around this mechanism by targeted therapeutics consists of combining machine learning-based algorithms with data 
from proteomic, genomic, and phenotypic screens in order to understand the signaling network in its entirety. 
 This challenge rests at the border between recent developments in deep machine learning and traditional computational 
modeling based on ordinary differential equations (ODE), Boolean formalism, or comparable approaches that assume an un-
derlying molecular interaction network. 
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 Currently, ODE models for biological processes and especially signaling networks have typically formulated ad hoc, based 
on the biological understanding of the instance, specifically created data, and the aim of the modeling exercise. Then, data are 
used to estimate the model parameters [12, 13]. In the best case, an ensemble of plausible models is formulated and data are 
also used to evaluate which model out of the whole ensemble explains the data best [14]. Given that our biological knowledge 
is still limited, this traditional approach also has its limitations. Thus, theoretically speaking, it should be possible to use the 
(big amount of) data also to teach the model itself and, thereby, overcoming the bias/limitation in our current knowledge. 
 It is evident that such efforts would be timely and of great importance in enabling mechanistic models to be derived from 
complex data sets. This, in turn, will enable us to challenge our concepts about the dynamics of signaling networks relevant for 
cancer development and their connection to various cellular properties including gene expression and e.g. cell morphology. 
 Cellular signaling pathways have attracted quite some at tention in order to understand the wiring of the network, con ceptu-
alize the modes of signal transmission, and integrate and analyze different types of data because of their importance in cancer 
development. Few examples of network mod els are EGFR, WNT, TGFbeta, and/or MAP kinase signaling networks [15-18]. 
Other models consider the interaction of signaling with metabolism [19]. Despite the vast amount of data, networks are mainly 
reconstructed manually, while data are used to estimate parameters and to decide which model to favor. 
 Recently, there have also been attempts to understand how the cell shape influences the way a cell perceives and transmits 
the signal [20, 21]. Furthermore, Heinonen et al. published a landmark paper [22] in applied mathematics and machine learn-
ing (Proceedings of the 35th International Conference on Machine Learning, Stockholm, Sweden, PMLR 80, 2018., 
https://arxiv.org/abs/1803.04303) in which they presented a novel paradigm for non-parametric ODE model ing. 
 In recent years, we have focused our research on big data network biology, exploring biological systems by develop ing 
and deploying algorithms aimed to predict cell behavior, particularly looking at cellular signal processing and decision 
making [23-26]. Our laboratories have developed computational tools and deployed these on genome-scale quanti tative 
data obtained by, for example, mass spectrometry, genomics, and phenotypic screens to understand the principles of how 
spatial and temporal assembly of mammalian signal ing networks transmit and process information at a systems level in 
order to alter cell behavior. 
 Our overarching research aims to advance network medicine by identifying and targeting signaling networks associated 
with complex diseases. To this end, we have developed algorithms such as KINomeXplorer and NetworKIN that model ki-
nase-substrate interactions from the linear motif (classified by NetPhorest), a sequence of amino acids on a substrate that is 
recognised by a specific kinase [27]. KIN- spect predicts the impact on mutations in those residues in a kinase catalytic do-
main that are responsible for its specificity and activity [28]. ReKINect predicts the effect of non-synonymous point muta-
tions on kinase signaling networks, which can lead to rewiring of the network, constitutive activation, or inactivation of the 
loss or generation of a phospho rylation site [29]. 
 In parallel, the group based in Berlin has created a series of mathematical models and modeling approaches with rele- 
vance to signaling in eukaryotic cells and with relevance to various processes in cancer cells. The mathematical methods in-
clude ordinary and partial differential equations, Boolean and Bayesian networks, agent-based models, deterministic and sto-
chastic simulations as well as various aspects of dynamic systems theory. Efforts to develop computational tools for the pro-
cessing of such models, including parameter estimation, sensitivity analysis, and semantic assignments, have proven very use-
ful in developing mechanistic and stochastic models of signaling networks [30]; this includes reaction-contingency based bi-
partite Boolean modelling, an approach for qualitative modeling of signaling networks taking into account their precise chem-
ical modification, e.g. which residue has to be phosphorylated to change activity. This approach can then be extended to a 
quantitative, stochastic model using stochastic simulation of Boolean models [31] by assigning probabilities to each event in 
the signaling cascade. A major research focus has previously been given to demonstrate the feasibility of large-scale recon-
struction of regulatory networks for compiling large num bers of compounds and reactions into an executable network allowing 
for Boolean simulations [32], that stochastic model ing of signaling networks can be used to calculate information transfer [33] 
and that kinetic parameters can be determined using Bayesian statistics [34, 35]. 
 To facilitate the creation of predictive models algorithmi cally derived from comprehensive data sets, we propose that it is 
vital that the community adopts SOPs (Standard Operat ing Procedures) and best practices for the basic quality control of the 
deployed machine learning (these are a generaliza tion of the principles first published in another study [36]): 
 1. Data Organization: It is evident that organizing big data according to a graph (e.g. a phylogenetic tree or network) can 
be of great help for the subsequent handling of data in a machine learning pipeline. 
 2. Data Compilation: Extracting from the data graph positive and negative examples for the different objects and classes 
that are to be ‘perceived’ by the machine learning al gorithms can easily be automated because of the graph. 
 3. Redundancy Reduction: A critical step, which is often forgotten, is to eliminate examples from training data that 
are highly similar. In sequence analysis, this can be done based on similarity but across domains, different metrics can be 
used. It is vital in ensuring generalization of the algorithm but also to get realistic performance metrics. 
 4. Data Partitioning: Following redundancy reduction, the data can be automatically split into parts that are used for train-
ing, test, and validation of the machine learning model. 
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 5. Selecting a Nonredundant set of Classifiers/Models: The selection of the best classifiers/models should also be auto-
mated and transparent. Often, it is desirable to have general/broad classifiers but also not too diverse sets of clas sifiers as this 
may render it more difficult to extract detailed information. 

 6. Benchmarking: Validation and benchmarking are the most critical step of any deployment of machine learning and 
modeling in biology. It must be conducted with the utmost rigor. Historically, most bioinformatics predictors are overestimat-
ed in performance due to lack of redundancy reduction (this is also a major reason for the rejection of publi cations). However, 
the principles of benchmarking are important to consider. Using a standard metric like, for binary classification problems, 
AUC (Area under the receiver-oper ating curve) with an independent test/validation data set is imperative, but a thorough dis-
cussion of systematic and statistical sources of error is also important. 

 7. Significance Testing: What is less common but just as important is that a classifier should be proven to be better in 
performance than other classifiers, while at the same time minimizing bias and variance in a controlled manner. This can be 
achieved by computing p-values (e.g. resampling of scores of positive and negative samples to construct a boots- trapped AUC 
distribution) or conducting more complex, e.g. Bayesian analysis. Of course, a goal is still to optimize the performance for 
classifiers, but given the steps taken to balance and render the data more realistic (redundancy), it is possible to expect that the 
models have been challenged enough to make this a safe and sound selection process. 

 8. Dimensionality Reduction: For years, most efforts in reducing the dimensionality of big data biology relied on PCA 
(Principal Component Analysis). However, this is problematic because this method transmits errors and can even boost these 
in combination with certain regression type models but more importantly it is a linear method, and biology and underlying cas-
ualties and mechanisms are highly non-linear. We propose that moving forward the community deploys machine learning (deep 
learning in particular) itself to reduce dimensionality, this can be done by automating the funneling of data spaces through a 
lower number of dimensions at the deepest levels of a model. For example, deep au toencoders are highly nonlinear, and pow-
erful generalizations of PCA, and t-SNE, UMAP, and related techniques have proven especially helpful in particular in the 
visualization of high-dimensional datasets. 

 9. Integration of Heterogeneous Models: Previously, we have shown how machine learning models (e.g. ANNs) can be 
integrated with other models (e.g. PSSMs) by designing a scoring scheme in which the primary scores from classifiers are 
calibrated by benchmarking the models to a common reference data set. By converting the benchmarking scores into probabil-
istic scores, it is possible to directly compare classifiers even from very distinct regimes of machine learning algorithms. In 
recent years, it has become more streamlined using the tools in Google's TensorFlow and alike. 

 10. Gaining Insight: A leading principle in any life-science project is to gain insight and understand new biology. This is 
often forgotten in machine learning projects, however, if the new algorithm/classifier/model cannot project or make predic-
tions for globally descriptive data (e.g. cell behavior) then a model does not have much real value. The take-home message is 
that fully utilizing machine/deep learning tools in biology require deep biological understanding and the ability to challenge 
such models with very specific questions/knowledge/unsolved problems which only can happen if the people involved are 
highly trained in biology/bio-chemistry/genetics and, thus, such projects should always be conducted in an interdisciplinary 
environment. 

CONCLUSION 

 Moving forward, our work using machine learning and mechanistic modelling aims to enable further developments 
through the collaboration of platforms to cover and target other cancers and other complex or orphan diseases. We find it 
plausible that the tools we aim to develop will enable both basic research in cell biology as well as industrial drug discovery 
research and clinical research. This is indeed a great motivation to undertake such development work. In ad dition, we will also 
continue our efforts to establish multi-scale models of cell signaling networks involved in cancer metastasis, which is the pri-
mary (>90%) cause for cancer deaths. 
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