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Lapatinib is used for the treatment of metastatic HER2(+) breast cancer. We aim to
establish a prediction model for lapatinib dose using machine learning and deep learning
techniques based on a real-world study. There were 149 breast cancer patients enrolled
from July 2016 to June 2017 at Fudan University Shanghai Cancer Center. The sequential
forward selection algorithm based on random forest was applied for variable selection.
Twelve machine learning and deep learning algorithms were compared in terms of their
predictive abilities (logistic regression, SVM, random forest, Adaboost, XGBoost, GBDT,
LightGBM, CatBoost, TabNet, ANN, Super TML, and Wide&Deep). As a result, TabNet
was chosen to construct the prediction model with the best performance (accuracy = 0.82
and AUC = 0.83). Afterward, four variables that strongly correlated with lapatinib dose
were ranked via importance score as follows: treatment protocols, weight, number of
chemotherapy treatments, and number of metastases. Finally, the confusion matrix was
used to validate the model for a dose regimen of 1,250 mg lapatinib (precision = 81% and
recall = 95%), and for a dose regimen of 1,000 mg lapatinib (precision = 87% and recall =
64%). To conclude, we established a deep learning model to predict lapatinib dose based
on important influencing variables selected from real-world evidence, to achieve an
optimal individualized dose regimen with good predictive performance.

Keywords: lapatinib, machine learning, deep learning, TabNet, breast cancer, real-world study, individualized
medication model
HIGHLIGHTS

1. What is the current knowledge on the topic?
Lapatinib was approved in China to treat patients with HER2(+) metastatic breast cancer in

combination with capecitabine based on a single-arm, open-label study (EGF10949). Two dose
regimens are commonly recommended for lapatinib, 1,250 mg of lapatinib in combination with
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capecitabine and 1,000 mg of lapatinib in combination with
trastuzumab. Under the recommended dose regimen, lapatinib
can be well tolerated with minimal avoidance of drug toxicities.

2. What question did this study address?
In this study, we established a deep learning model to predict

the lapatinib dose based on important influencing variables from
real-world evidence, resulting in getting the optimal
individualized dose regimen.

3. What does this study add to our knowledge?
This study provides a new perspective and guidance for

lapatinib dose administration where few studies focused on
individualized lapatinib dose treatment in breast cancer
patients previously.

4. How might this change clinical pharmacology or
translational science?

Models based on machine learning and deep learning
methods could help clinicians treat breast cancer patients with
individualized lapatinib dose regimens to get the optimal effect
and reduce adverse events.
INTRODUCTION

Lapatinib is a selective inhibitor of the tyrosine kinase receptor
and human epidermal growth factor receptor-2 (HER2) and has
activity in HER2-overexpressing breast cancer (1–3). By binding
to the ATP-binding site of the receptor’s intracellular domain,
lapatinib blocks HER2 tyrosine kinase activity leading to
inhibition of tumor cell growth (4). After the progress with
anthracycline, taxane, and trastuzumab in China, lapatinib
has been introduced for the treatment of advanced/metastatic
HER2(+) breast cancer (1, 4–6). Two dose regimens are
commonly recommended for lapatinib, which can be optimally
tolerated (7). For patients with advanced HER2(+) breast cancer
progressing with therapy with anthracyclines, taxanes, and
trastuzumab, it is recommended to administer 1,250 mg of
lapatinib in combination with capecitabine (4). For patients
with metastatic HER2(+), hormone receptor(-) breast cancer
upon progressing with therapy with trastuzumab and
chemotherapy, it is recommended to administer 1,000 mg of
lapatinib in combination with trastuzumab (4). Under the
recommended dose regimen, lapatinib can be well tolerated
with minimal avoidance of drug toxicities, which are skin rash
and diarrhea predominantly (6, 8–10). Therefore, a promising
model to predict an appropriate individualized dose regimen is
important to get a balance of lapatinib efficacy and toxicities to
improve the treatment outcome.

With the rapid development of information technology, real-
world study has become an important data source for clinical
research (11). Most real-world studies use information from
electronic medical records, examination data, and follow-up
records during diagnosis and treatment. Real-world study is a
process of data mining, model building, and clinical feature data
extraction. The main advantages of real-world studies include rich
evidence resources, good external validity, individualized program
application, and being closer to clinical practice (12, 13).
Frontiers in Oncology | www.frontiersin.org 2
Compared with conventional modeling methods, machine
learning and deep learning techniques have indubitable
advantages in dealing with real-world evidence, such as the
following: (1) machine learning and deep learning can deal with
more complex, high-dimensional, and interactive variables, which
is lacking in traditional models, and (2) machine learning and
deep learning models have stronger generalization and better
accuracy than traditional models (14–16). Recently, some
algorithms with more sophisticated principles have been
developed, such as eXtreme Gradient Boosting (XGBoost), light
gradient boosting machine (LightGBM), Categorical Boosting
(CatBoost), Gradient Boosting Decision Tree (GBDT), and
TabNet, which have been highly recognized in algorithm
competitions (17–21). Recently, the application of machine
learning and deep learning techniques based on real-world study
has been a trend, such as a novel prognostic scoring system of
intrahepatic cholangiocarcinoma with ensemble machine learning
algorithms (XGBoost, random forest, and GBDT), a prediction
model of tacrolimus blood concentration in patients with
autoimmune diseases using XGBoost, a novel vancomycin dose
prediction model through XGBoost, and warfarin maintenance
dose prediction through LightGBM (22–25). Many studies have
demonstrated the advantages of machine learning algorithms over
traditional statistical methods. With the increasing number of
input subject data, machine learning and deep learningmodels can
continually optimize parameters to achieve better performance
and practicality.

In order to achieve a balance of drug efficacy and toxicities, an
appropriate dose regimen is important for patients’ treatment
outcome. In this study, we aim to establish a model based on
machine learning and deep learning techniques to predict the
lapatinib dose based on important influencing variables from
real-world evidence, resulting in getting the optimal
individualized dose regimen.
METHODS

Study Population
This is a retrospective, real-world study. Patients who were
diagnosed with breast cancer and treated with lapatinib were
included from July 2016 and June 2017 at Fudan University
Shanghai Cancer Center (FUSCC). One hundred fifty-four
patients were enrolled, including 55 at the initial dose of 1,000 mg,
94 at the initial dose of 1,250 mg, and 5 at the initial dose of 500 mg.
This study mainly considered patients with commonly
recommended dose regimens, namely, 1,000 mg and 1,250 mg.
Therefore, after excluding patients with an initial dose of 500mg, 149
patients remained. This study was approved by the ethics committee
(No. 2016-106-1159-K1), and informed consents were included.

Data Collection and Processing
All data were collected from electronic medical records.
Demographic information included continuous variables, such
as age, height, and weight, and binary variables, such as age ≥52
years or not. Combination medication information included the
June 2022 | Volume 12 | Article 893966
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prior use of anthracycline, taxane, platinum, fluorouracil, and
trastuzumab. Physiopathological conditions indicated that
patients had hypertension, diabetes, heart disease, other
underlying diseases (including small samples of epilepsy,
hepatitis, hyperthyroidism, chronic enteritis, Hashimoto’s
thyroiditis, hepatitis B), and postmenopausal or not. Treatment
protocol information included number of previous
chemotherapy regiments, Ki-67, prior endocrine therapy,
estrogen receptors (ER), progesterone receptors (PR), disease
stage, operation, Eastern Cooperative Oncology Group (ECOG),
number of metastases, lung metastases, liver metastases, bone
metastases, brain metastases, protocol_1 (combination regimen
of lapatinib + capecitabine), protocol_2 (combination regimen of
paclitaxel + carboplatin + herceptin + lapatinib), protocol_3
(combination regimen of vinorelbine + lapatinib), and
protocol_4 (other combination regimens).

There were two initial dose regimens of lapatinib, 1,000 and
1,250 mg, which were converted to binary variables, where 1,250
mg corresponds to “1” and 1,000 mg corresponds to “0.”
According to the National Cancer Institute Common
Terminology Criteria for Adverse Events (NCI-CTCAE,
version 5.0), patients with adverse drug reactions of grade ≤ 2
were considered to have drug safety. In addition, according to a
previous study on lapatinib in breast cancer patients at FUSCC,
the median progression-free survival (PFS) was 8.1 months;
therefore, patients with PFS >8.1 months were considered to
have drug effectiveness herein (1). The safety and effectiveness of
the drug regimen were also converted to binary variables, where
patients showing both safety and effectiveness correspond to “1,”
and other situations (either showing safety or effectiveness; not
showing safety or effectiveness) correspond to “0.” The target
variable was the initial dose regimen of lapatinib (1,000 or 1,250
mg). The variables with extremely imbalanced positive and
Frontiers in Oncology | www.frontiersin.org 3
negative sample sizes in the dataset were eliminated. In terms
of data with missing values, the variables were interpolated by the
random forest algorithm through learning information about
similar patients.

Variable Selection and Model
Establishment
The modeling process is illustrated in Figure 1. After collecting
and processing data of all eligible samples, the sequential forward
selection (SFS) algorithm based on RF was applied for selecting
the minimum size and optimum performance of the feature
subset (26). The SFS algorithm added one feature to the feature
subset each time, iteratively generated a new model, and
calculated the model performance (f1_score). F1_score is a
comprehensive evaluation index of precision and recall, and
higher f1_score indicates better model robustness. The
iteration stopped when f1_score of the feature subset reached
the optimal value. The feature subset with the minimum size and
optimum f1_score was therefore selected.

The training cohort and test cohort were divided according to
8:2. The dose prediction model was established and compared by 12
algorithms, which were algorithms with good predictive ability in
various common algorithm types, including logistic regression,
support vector machine (SVM), random forest (RF), Adaboost,
XGBoost, gradient-boosted decision tree, LightGBM, CatBoost,
TabNet, Artificial Neural Network (ANN), Super TML, and
Wide&Deep, respectively. As a novel deep learning architecture,
we implemented the TabNet model exactly as described in Arik and
Pfister, used a sparsemax attention, and included the sparsification
term in the loss function (21). The model-specific hyperparameters
were n_d = 8, n_a = 8, n_steps = 3, gamma = 1.3, cat_emb_dim = 1,
n_independent = 2, n_shared = 2, epsilon = 1e-15, momentum =
0.02, lambda_sparse = 0.001, seed = 0, clip_value = 1, verbose = 1,
FIGURE 1 | Workflow of data process and model establishment.
June 2022 | Volume 12 | Article 893966
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max_epochs = 200, virtual_batch_size = 16, batch_size = 64.
TabNet architecture and implementation details are illustrated in
Supplementary Figures S1–S4.

Statistical Analysis
Subsequently, based on the selected important variables, the
evaluation metrics for model performance were calculated,
including precision, recall, f1_score, accuracy, and area under
the curve (AUC). The model with the best predictive
performance in the test cohort was selected to predict the
lapatinib dose regimen. The specific formula of evaluation
metrics are as follows:

Accuracy = (TP + TN)/(TP+FN+FP+TN)
Precision = TP/(TP + FP)
Recall = TP/(TP + FN)
f1_score = 2 × TP/(2 × TP + FP + FN)
TP: true positive, indicating that the positive class is predicted

as the number of positive classes; TN: true negative, indicating
that the negative class is predicted as the number of negative
classes; FP: false positive, indicating that the negative class is
predicted as the number of positive classes; FN: false negative,
indicating that the positive class is predicted as the number of
negative classes.

f1_score is used to measure the merits and defects of the
model; higher f1_score indicates better model performance.

The importance of variables refers to the degree to which each
variable in the model contributes to improving the predictive
power of the whole model. Herein, we used the algorithm with
the best model performance to calculate and rank the variable
importance scores. In terms of importance score calculation and
Frontiers in Oncology | www.frontiersin.org 4
ranking by TabNet, the Feature Transformer layer realizes the
calculation and processing of features selected by the current
step. Analogous to a decision tree, for a given set of features, a
decision tree constructs a combination of size relations of
individual features, namely, a decision manifold. A simple
neural network is used to simulate the decision manifold of the
decision tree through a fully connected (FC) layer, but the FC
layer constructs a set of simple linear relations and does not
consider more complicated cases. TabNet performs feature
calculation through a more complex Feature Transformer
layer. Its decision manifold may not be similar to that of the
decision tree, and it may do better than the decision tree in some
Feature combinations (21). Univariate analysis was performed
through the Mann–Whitney U test on continuous variables and
the chi-square test on classified variables.

Eventually, the confusion matrix was used to visualize the
performance of the algorithm and further analyze the model
performance. The confusion matrix was realized by the
Matplotlib package. All experiments of machine learning and
deep learning algorithms were run on Windows 10 with Intel(R)
Core(TM) i5-10400F CPU @ 2.90GHz 12CPUs and 512GB
memory. Data analysis was conducted using python 3.8.8 and
IBM SPSS Statistics 22.

We carried out six-fold cross-validation for each model with
calculating the mean, standard deviation, and P-value of each
indicator. As shown in Table 1, the better performance of the
TabNet model on stability and robustness was observed
compared with other models. As shown in Table 2, the
importance of “Treatment protocols” has always ranked ahead
of other variables.
TABLE 1 | Prediction performance of different algorithms with six-fold cross-validation.

Metrics Algorithms Dose
regimena

Precision
(mean ± std, P)

Recall
(mean ± std, P)

f1_score
(mean ± std, P)

Support Accuracy
(mean ± std, P)

AUC
(mean ± std, P)

LR 0 0.47 ± 0.34 (0.317) 0.15 ± 0.11 (0.785) 0.23 ± 0.16 (0.668) 11 0.68 ± 0.06 (0.463) 0.59 ± 0.11 (0.489)
1 0.65 ± 0.03 (0.482) 0.91 ± 0.05 (0.317) 0.78 ± 0.04 (0.409) 19

SVM 0 0.92 ± 0.09 (0.317) 0.31 ± 0.10 (0.585) 0.42 ± 0.14 (0.48) 11 0.71 ± 0.07 (0.405) 0.30 ± 0.13 (0.408)
1 0.71 ± 0.06 (0.429) 0.99 ± 0.02 (0.317) 0.81 ± 0.04 (0.377) 19

RF 0 0.81 ± 0.15 (0.317) 0.42 ± 0.18 (0.525) 0.56 ± 0.17 (0.484) 11 0.75 ± 0.05 (0.424) 0.79 ± 0.03 (0.397)
1 0.73 ± 0.05 (0.418) 0.94 ± 0.04 (0.317) 0.83 ± 0.03 (0.388) 19

AdaBoost 0 0.81 ± 0.07 (0.431) 0.42 ± 0.10 (0.435) 0.58 ± 0.07 (0.305) 11 0.76 ± 0.04 (0.418) 0.77 ± 0.06 (0.363)
1 0.74 ± 0.06 (0.394) 0.92 ± 0.09 (0.373) 0.82 ± 0.09 (0.381) 19

XGBoost 0 0.80 ± 0.14 (0.317) 0.44 ± 0.07 (0.585) 0.58 ± 0.09 (0.48) 11 0.76 ± 0.05 (0.405) 0.76 ± 0.04 (0.406)
1 0.74 ± 0.03 (0.429) 0.93 ± 0.04 (0.317) 0.83 ± 0.04 (0.377) 19

GBDT 0 0.77 ± 0.17 (0.317) 0.59 ± 0.14 (0.467) 0.67 ± 0.14 (0.4) 11 0.79 ± 0.08 (0.368) 0.81 ± 0.11 (0.357)
1 0.79 ± 0.06 (0.388) 0.88 ± 0.06 (0.317) 0.84 ± 0.06 (0.354) 19

LightGBM 0 0.69 ± 0.16 (0.391) 0.44 ± 0.07 (0.585) 0.54 ± 0.11 (0.505) 11 0.72 ± 0.08 (0.424) 0.76 ± 0.06 (0.413)
1 0.74 ± 0.09 (0.434) 0.87 ± 0.12 (0.343) 0.80 ± 0.07 (0.391) 19

CatBoost 0 0.84 ± 0.11 (0.317) 0.53 ± 0.11 (0.467) 0.65 ± 0.09 (0.4) 11 0.79 ± 0.09 (0.368) 0.78 ± 0.04 (0.362)
1 0.77 ± 0.04 (0.388) 0.93 ± 0.05 (0.317) 0.85 ± 0.04 (0.354) 19

TabNet 0 0.87 ± 0.03 (0.317) 0.64 ± 0.01 (0.525) 0.73 ± 0.01 (0.461) 11 0.82 ± 0.05 (0.405) 0.83 ± 0.01 (0.397)
1 0.81 ± 0.02 (0.413) 0.95 ± 0.03 (0.317) 0.87 ± 0.02 (0.38) 19

ANN 0 0.42 ± 0.11 (0.549) 0.45 ± 0.15 (0.585) 0.44 ± 0.13 (0.568) 11 0.55 ± 0.06 (0.484) 0.58 ± 0.07 (0.482)
1 0.67 ± 0.05 (0.453) 0.54 ± 0.06 (0.43) 0.62 ± 0.04 (0.442) 19

Super TML 0 0.78 ± 0.11 (0.427) 0.34 ± 0.11 (0.415) 0.48 ± 0.09 (0.361) 11 0.71 ± 0.05 (0.385) 0.56 ± 0.07 (0.354)
1 0.70 ± 0.04 (0.323) 0.93 ± 0.05 (0.367) 0.80 ± 0.04 (0.381) 19

Wide&Deep 0 0.69 ± 0.09 (0.549) 0.43 ± 0.12 (0.585) 0.54 ± 0.11 (0.568) 11 0.72 ± 0.07 (0.328) 0.74 ± 0.12 (0.389)
1 0.72 ± 0.03 (0.355) 0.87 ± 0.04 (0.243) 0.79 ± 0.04 (0.355) 19
June 2022 | Volume
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RESULTS

Patients and Treatments
A total of 149 breast cancer patients were enrolled from FUSCC
in this study; the population characteristics are illustrated in
Table 3. There were 55 (36.90%) patients administered an initial
lapatinib regimen of 1,000 mg, and 94 (63.10%) patients
administered an initial lapatinib regimen of 1,250 mg. The
median age of the patients was 51 years (interquartile range
[IQR] 42~58 years), and 51.78% of patients were aged over 51
years. Patients using anthracycline, taxane, platinum,
fluorouracil, and trastuzumab occupied 67.79%, 89.93%,
42.28%, 50.34%, and 91.28%, respectively. Comorbidities
including hypertension, diabetes, and heart disease occupied
12.08%, 4.03%, and 3.36%, respectively. A percentage of
59.73% of patients were postmenopausal; 51.68% of patients
had ≥3 previous chemotherapy regiments. Patients having ER
and PR occupied 55.03% and 68.46%, respectively. A percentage
of 75.84% of patients were in stage IV, 19.46% in stage III, and
4.70% in stage II. The most common metastatic site was in the
lung (42.28%), bone (31.54%), liver (26.85%), and brain
(18.12%). Patients using protocol_1, protocol_2, protocol_3,
and protocol_4 were 67.11%, 16.11%, 6.71%, and 10.07%,
respectively. There were 46 (30.87%) patients showing both
safety and effectiveness of lapatinib treatment.

Variable Selection
After deleting variables with extremely imbalanced positive and
negative sample sizes (such as diabetes, heart disease, operation,
and ECOG), features were selected based on 26 variables through
the SFS method. RF models were established using the selected 1
to 26 variables, and the f1_score of each model was obtained
(Figure 2). With increasing number of included variables,
f1_score rises first and then reaches its maximum value at four
variables (f1_score = 0.68). As we pursued a concise and accurate
model with minimal variables but high predictive performance,
the first four important variables were selected to establish the
prediction model, including weight, number of chemotherapy
treatments, number of metastases, and treatment protocols.

Model Establishment
In Table 1, we presented the predictive performance of 12
models. TabNet had precision = 0.87, recall = 0.64, and
f1_score = 0.73 for the 1,000-mg regimen prediction, and
precision = 0.81, recall = 0.95, and f1_score = 0.87 for 1,250-
mg regimen prediction, which indicate a comprehensive good
predictive ability. In addition, accuracy = 0.82 and AUC = 0.83
Frontiers in Oncology | www.frontiersin.org 5
for the whole TabNet model, which were higher than those for
other algorithms. This shows that TabNet has competitiveness to
predict the initial dose regimen of lapatinib accurately and
establish a robust prediction model. On this basis, the
importance scores of four selected variables were calculated
and ranked by TabNet (Table 2). It can be seen that the most
important variables were treatment protocols, weight, number of
chemotherapy treatments, and number of metastases, with the
importance scores of 0.47, 0.23, 0.16, and 0.05, in descending
order. The P-values of treatment protocols, weight, and number
of chemotherapy treatments were 0.612, 0.345, 0.472, and
0.247, respectively.

The test cohort consisted of 30 patients, among which 19
patients took lapatinib 1,250 mg and 11 patients took lapatinib
1,000 mg. The dose of lapatinib was recommended for patients
by establishing a confusion matrix based on the TabNet
prediction model (Figure 3). The model recommended a dose
regimen of 1,250 mg lapatinib accurately for 18 patients, and four
patients were recommended the wrong dose, with a precision of
82% and a recall rate of 95%; the model recommended a dose
regimen of 1,000 mg lapatinib accurately for seven patients, and
one patient was recommended the wrong dose, with a precision
of 88% and a recall rate of 64%.
DISCUSSION

Lapatinib was approved in China to treat patients with HER2(+)
metastatic breast cancer in combination with capecitabine based
on a single-arm, open-label study (EGF10949), which evaluates
the drug efficacy and safety (1, 27). Our study focused on the
establishment of a prediction model for lapatinib dose, mainly
evaluating two dose regimens (1,000 and 1,250 mg). We used
TabNet, a leading-edge deep learning technique, to construct the
prediction model with good performance (accuracy = 0.82 and
AUC = 0.83). Afterward, important variables that strongly
correlated with lapatinib dose were ranked via an importance
score, including treatment protocols, weight, number of
chemotherapy treatments, and number of metastases. Lastly,
the confusion matrix was used to validate the model; it can be
seen that the dose regimen of 1,000 mg lapatinib had a precision
of 88% and a recall rate of 64%, and the dose regimen of 1,250 mg
lapatinib had a precision of 82% and a recall rate of 95%.

As a novel deep learning technique, TabNet uses a sequential
attention mechanism to choose a subset of meaningful features
to process at each decision step, enabling interpretability and
TABLE 2 | Feature importance from TabNet with six-fold cross-validation.

Feature Importance (mean ± std) P value

Treatment protocols 0.47 ± 0.05 0.612
Weight 0.23 ± 0.07 0.345
Number of chemotherapy treatments 0.16 ± 0.05 0.472
Number of metastases 0.05 ± 0.09 0.247
June 2022 | Volume 12 | Article
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TABLE 3 | Description of demographic and clinical characteristics.

Categories Variables Cases (N = 149) Missing rate

Lapatinib information Initial dose regimen, n (%)a 0
0 55 (36.90%)
1 94 (63.10%)

Demographic information Age, year, median (IQR) 51 (42.0–58.0) 0
Height, cm, median (IQR) 160.2 (158.0–162.0) 0
Weight, kg, median (IQR) 58.3 (53.0–64.0) 0
Age ≥ 52 years, n (%) 77 (51.78%) 0

Drug combination Prior use of anthracycline, n (%) 101 (67.79%) 0
Prior use of taxane, n (%) 134 (89.93%) 0
Prior use of platinum, n (%) 63 (42.28%) 0
Prior use of fluorouracil, n (%) 75 (50.34%) 0
Prior use of trastuzumab, n (%) 136 (91.28%) 0

Physiopathological condition Hypertension, n (%) 18 (12.08%) 0
Diabetes, n (%) 6 (4.03%) 0
Heart disease, n (%) 5 (3.36%) 0
Other underlying diseases, n (%) 14 (9.4%) 0
Postmenopausal, n (%) 89 (59.73%) 2.7%

Treatment information Number of chemotherapy treatments, n (%) 0
<3 72 (48.32%)
≥3 77 (51.68%)
Ki-67, median (IQR) 38.1 (20.0–50.0) 8.7%
Prior endocrine therapy, n (%) 54 (36.24%) 0
ER, n (%) 0
0 67 (44.97%)
1 82 (55.03%)
PR, n (%) 0
0 47 (31.54%)
1 102 (68.46%)
Stage, n (%) 0
2 7 (4.70%)
3 29 (19.46%)
4 113 (75.84%)
Operation, n (%) 0
0 13 (8.72%)
1 131 (87.92%)
2 2 (1.34%)
ECOG, n (%) 2.0%
1 145 (97.32%)
2 4 (2.68%)
Number of metastases, n (%) 0
0 36 (24.16%)
1 60 (40.27%)
2 33 (22.15%)
3 14 (9.04%)
4 6 (4.03%)
Metastases, n (%) 0
<2 96 (64.43%)
≥2 53 (35.57%)
Lung metastases, n (%) 63 (42.28%) 0
Liver metastases, n (%) 40 (26.85%) 0
Bone metastases, n (%) 47 (31.54%) 0
Brain metastases, n (%) 27 (18.12%) 0
Other metastases, n (%) 35 (23.49%) 0
Treatment protocols, n (%)b 0
Protocol_1 100 (67.11%)
Protocol_2 24 (16.11%)
Protocol_3 10 (6.71%)
Protocol_4 15 (10.07%)

Safety and effectiveness Safety and effectiveness, n (%)c 0
1 46 (30.87%)
0 103 (69.13%)
Frontiers in Oncology | www.frontiersin.org
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aRegimen of 1250 mg lapatinib corresponds to “1,” and regimen of 1,000 mg lapatinib corresponds to “0.”
bProtocol_1 indicates combination regimen of lapatinib + capecitabine, protocol_2 indicates combination regimen of paclitaxel + carboplatin + herceptin + lapatinib, protocol_3 indicates
combination regimen of vinorelbine + lapatinib, and protocol_4 indicates other combination regimens.
cPatient showing both safety and effectiveness corresponds to “1,” and other situations (either showing safety or effectiveness; not showing safety nor effectiveness) corresponds to “0.”
IQR, interquartile range; ER, estrogen receptors; PR, progesterone receptors; ECOG, Eastern Cooperative Oncology Group.
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more efficient learning as the learning capacity used for the most
salient features (21). Additionally, based on retaining the end-to-
end and representation learning characteristics of deep neural
networks, TabNet also has the advantages of tree model
interpretability and sparse feature selection (28). Other studies
based on real-world evidence show that TabNet outperforms
ensemble tree-based algorithms, since it can process a highly
nonlinear relationship with its depth, without overfitting due to
instance-wise feature selection (21). In this study, we applied
TabNet, super TML, Wide&Deep, and ANN, which are
algorithms with good predictive ability in various network
algorithm types. After comparing the different network models,
the TabNet model shows the best prediction performance
(Table S1). Later, we will increase multicenter data. With
larger data volume, we will build different network models and
explore the optimum one to predict the dose of lapatinib to assist
clinical medication.
Frontiers in Oncology | www.frontiersin.org 7
As one of the most important variables influencing lapatinib
dose, protocols of combination therapy accounted for a different
proportion in this study as follows: protocol_1, protocol_2,
protocol_3, and protocol_4 accounted for 67.11%, 16.11%, 6.71%,
and 10.07%, respectively. The combination of lapatinib + cape
citabine (protocol_1) was one of the common recommended
regimens for patients with HER2(+) breast cancer with prior
treatment of taxanes, anthracyclines, and/or trastuzumab (29, 30).
Clinicians generally used lapatinib at a dose of 1,250 mg daily
continuously plus capecitabine at a dose of 2,000 mg daily, and the
combination can achieve superior treatment efficacy than
capecitabine monotherapy (29, 31). In addition, a study on
Japanese breast cancer patients found a drug–drug interaction
and pharmacokinetics interaction between lapatinib and
paclitaxel, as the AUC and Cmax of these patients given the
combination therapy were affected (32). In Rezai et al.’s study, a
pharmacokinetic interaction was found between lapatinib and
FIGURE 2 | F1_score of RF model corresponding to the number of ranked variables. RF, random forest.
FIGURE 3 | Confusion matrix in TabNet model.
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vinorelbine, and the use of lapatinib can remarkably decrease the
vinorelbine clearance (33). It has been proven that therapy of
lapatinib combined with other drugs can commonly improve the
time to progression and/or achieve longer survival time in these
patients (29, 34, 35). Normally, previous studies focused on the
efficacy and safety of combination therapy; few investigated
the effect on dose regimen. Further research is needed to confirm
the relationships between combination therapy and drug doses.

For the physiological features, previous studies found that
patients with lower weight were more likely to have higher
lapatinib plasma levels (P = 0.055) (36). The researchers
believed that patients without fasting and lapatinib dose were
not adjusted to low body weight during drug intake, which would
lead to increased lapatinib body levels (36). The number of
chemotherapy treatments was identified as an important
influencing variable for lapatinib dose, and a previous study
showed that three or more prior treatments strongly correlated
with worse survival (1). Additionally, some studies found that
organ metastases (such as liver and brain metastases) show a
strong relationship with morbidity, mortality, and survival rate
in breast cancer patients, which may affect the lapatinib dose
regimen (37–39). In this study, the number of metastases has a
remarkable effect on lapatinib dose whose correlation was
previously investigated by few studies, which warranted
further research.

According to the confusion matrix results, the classifier
correctly identified 82% of patients using the 1,250-mg
lapatinib regimen and 88% of patients using the 1,000-mg
lapatinib regimen, indicating a remarkable prediction
performance. Nevertheless, the sample size in the training and
test cohorts was small. Large samples are required to verify
this result.
CONCLUSION

Our study endeavored to build a dose prediction model via
machine learning and deep learning methods, which could mine
deep data based on real-world evidence. Through a comparison
of different algorithms, TabNet was selected to establish the
model based on the strength of its predictive ability. To our
knowledge, few studies focused on lapatinib dose prediction
previously, and this study provides a new perspective and
guidance for lapatinib dose administration with a more concise
and accurate model. Compared with conventional models,
machine learning and deep learning models mine and use
unexploited variables to cover the shortage of clinical
Frontiers in Oncology | www.frontiersin.org 8
experience from the real world. One limitation in this study
was the limited sample size that affected the model to further
optimize the performance. In future, more real-world evidence
should be added in the model to optimize its performance, and
larger prospective clinical studies will be needed to investigate
the further interactions between different variables and
lapatinib dose.
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38. Göksu SS, Bozcuk H, Koral L, Çakar B, Gündüz S, Tatlı AM, et al. Factors
Predicting Lapatinib Efficacy in HER-2+ Metastatic Breast Carcinoma: Does it
Work Better in Different Histologic Subtypes? Indian J Cancer (2015) 52
(4):517–9. doi: 10.4103/0019-509X.178382

39. Tomasello G, Bedard PL, de Azambuja E, Lossignol D, Devriendt D, Piccart-
Gebhart MJ. Brain Metastases in HER2-Positive Breast Cancer: The Evolving
Role of Lapatinib. Crit Rev Oncol Hematol (2010) 75(2):110–21. doi: 10.1016/
j.critrevonc.2009.11.003

Conflict of Interest: Author JZ and FG are employed by Beijing Medicinovo
Technology Co. Ltd., China. Author XH is employed by Dalian Medicinovo
Technology Co., Ltd., China.

The remaining authors declare that the research was conducted in the absence of
any commercial or financial relationships that could be construed as a potential
conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors
and do not necessarily represent those of their affiliated organizations, or those of
the publisher, the editors and the reviewers. Any product that may be evaluated in
June 2022 | Volume 12 | Article 893966

https://doi.org/10.1186/bcr3695
https://doi.org/10.1093/annonc/mdt222
https://doi.org/10.1093/annonc/mdt222
https://doi.org/10.1188/10.CJON.223-233
https://doi.org/10.1200/JCO.2014.57.0499
https://doi.org/10.1200/JCO.2014.57.0499
https://doi.org/10.1093/toxres/tfab026
https://doi.org/10.1007/s12325-018-0805-y
https://doi.org/10.25100/cm.v50i3.4259
https://doi.org/10.3389/fphar.2019.01155
https://doi.org/10.3390/jcm7110428
https://doi.org/10.1007/s00439-012-1194-y
https://doi.org/10.1021/acs.jcim.9b00633
https://doi.org/10.1080/17512433.2021.1911642
https://doi.org/10.1080/17512433.2021.1911642
https://doi.org/10.1016/j.compbiomed.2021.104242
https://doi.org/10.3389/fonc.2020.576901
https://doi.org/10.3389/fonc.2020.576901
https://doi.org/10.3389/fphar.2021.727245
https://doi.org/10.4103/2228-7477.137777
https://doi.org/10.5732/cjc.010.10507
https://doi.org/10.3390/w13091272
https://doi.org/10.1007/s10549-007-9885-0
https://doi.org/10.1007/s10549-007-9885-0
https://doi.org/10.1200/JCO.19.00108
https://doi.org/10.1056/NEJMoa064320
https://doi.org/10.1007/s10147-015-0832-5
https://doi.org/10.1007/s00280-011-1650-8
https://doi.org/10.1186/s13058-019-1186-0
https://doi.org/10.1634/theoncologist.2009-0181
https://doi.org/10.1177/030089161209800123
https://doi.org/10.1634/theoncologist.2009-0181
https://doi.org/10.4103/0019-509X.178382
https://doi.org/10.1016/j.critrevonc.2009.11.003
https://doi.org/10.1016/j.critrevonc.2009.11.003
https://www.frontiersin.org/journals/oncology
http://www.frontiersin.org/
https://www.frontiersin.org/journals/oncology#articles


Yu et al. Predicting Lapatinib Dose Regimen
this article, or claim that may be made by its manufacturer, is not guaranteed or
endorsed by the publisher.

Copyright © 2022 Yu, Ye, Liu, Li, Hao, Zhang, Kou, Wang, Wei, Gao and Zhai. This
is an open-access article distributed under the terms of the Creative Commons
Frontiers in Oncology | www.frontiersin.org 10
Attribution License (CC BY). The use, distribution or reproduction in other forums is
permitted, provided the original author(s) and the copyright owner(s) are credited and
that the original publication in this journal is cited, in accordance with accepted
academic practice. No use, distribution or reproduction is permitted which does not
comply with these terms.
June 2022 | Volume 12 | Article 893966

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/oncology
http://www.frontiersin.org/
https://www.frontiersin.org/journals/oncology#articles

	Predicting Lapatinib Dose Regimen Using Machine Learning and Deep Learning Techniques Based on a Real-World Study
	Highlights
	Introduction
	Methods
	Study Population
	Data Collection and Processing
	Variable Selection and Model Establishment
	Statistical Analysis

	Results
	Patients and Treatments
	Variable Selection
	Model Establishment

	Discussion
	Conclusion
	Data Availability Statement
	Ethics Statement
	Author Contributions
	Funding
	Supplementary Material
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /PageByPage
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages false
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 1
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /ENU (T&F settings for black and white printer PDFs 20081208)
  >>
  /ExportLayers /ExportVisibleLayers
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 1200
        /PresetName ([High Resolution])
        /PresetSelector /HighResolution
        /RasterVectorBalance 1
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks true
      /IncludeHyperlinks true
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


