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a b s t r a c t 

It’s been more than a year that the entire world is fighting against COVID-19 pandemic. Starting from the Wuhan 

city in China, COVID-19 has conquered the entire world with its rapid progression. But seeking the importance 

towards the human situation, it has become essential to build such an automated model to diagnose COVID-19 

within less computational time easily. As the disease has spread, there is not enough data to implement an accurate 

COVID-19 predicting model. But technology is a boon, which makes it possible. Effective techniques based on 

medical imaging using artificial intelligence have approached to assist humans in needful time. It has become 

very essential to detect COVID-19 in humans at an early stage to prevent it from becoming more infectious. 

The neural networks have shown promising results in medical imaging. In this research, a deep learning-based 

approach is used for image classification to detect COVID-19 using chest X-ray images (CXR). A CNN classifier 

have been used to classify the normal-healthy images from the COVID-19 images, using transfer learning. The 

concept of early stopping is used to enhance the accuracy of the proposed DenseNet model. The results of the 

system have been evaluated using accuracy, precision, recall and F1-score metrics. An automated comparative 

analysis among multiple optimizers, LR Scheduler and Loss Function is performed to get the highest accuracy 

suitable for the proposed system. The Adamax optimizer with Cross Entropy loss function and StepLR scheduler 

have outperformed with 98.45% accuracy for normal-healthy CXR images and 98.32% accuracy for COVID-19 

images. 
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. Introduction 

Technology is that stroke of luck which humans did not even con-

emplate could even transpire and shape the human living. Digital trans-

ormation has brought the world too close to connect over worldwide.

echnology has secured the life of humans through its victory over dis-

ases like cancer and Ebola. It was December 31, 2019, when Wuhan

ity in China notified the World Health Organization about the rapid

pread of disease pneumonia. On January 30, 2020, the World Health

rganization declared the outbreak of disease a Public Health catastro-

he of the worldwide concern. And on March 11, 2020, the disease was

eclared a pandemic. This was worldwide identified as SARS-CoV-2.

he virus went rolling out from China to all over the world. The pos-

ible identical element common between SARS and COVID-19 was the

rigination of virus from specific species called bats. As COVID-19 was

oonotic, it was likely that humans who handled animals could get af-

ected by the transmission of coronavirus ( Kumar et al., 2020; Rothan

 Byrareddy, 2020 ). It is the global urgency wherein people are endeav-
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ring to live in peace and safe. This pandemic has enforced people to

ive in their own cocoon. Human interaction is over an end, by then

echnology made it possible to connect to people anywhere around the

lobe. Pandemic has put forward an opportunity for learning technol-

gy to people. Pandemic has affected the humankind of almost all age

roups divergently ( Xiang et al., 2021 ). Since COVID-19 can proliferate

hrough direct transfer of viruses or direct communication, social dis-

ancing has accompanied people to stay protected. Also, wearing masks

as been proved a healthy habit to prevent from COVID-19 ( Liao et al.,

021 ). The coronavirus eventually started spreading across Europe and

he United States, reaching an average of more than 10,000 new cases

y the month of February 2020 ( Gupta, Raghuwanshi, & Chanda, 2020;

chuchat, 2020 ). China being an epicenter of COVID-19, Asia-Pacific

ector is at high risk of disease transmission ( Sen-Crowe, McKenney,

oneva, & Elkbuli, 2020 ). Within certain times, there have been mul-

iple variants of coronavirus including SARS-CoV-2, B.1.1.7, B.1.3.5.1,

.1, B.1.427, B.1.429, black fungus. After struggling to battle with the

nown variant SARS-CoV-2, there emerged multiple variants that came

p dreadfully. The very first was the Variant of Interest (VOI), then came

p the Variant of Concern (VOC), and next was hazardous, known as
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Fig. 1. Statistics of active growing COVID-19 cases world wide. 
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ariant of High Consequence (VOHC). Each of these three categories

omprised additional breeds of variants that mutate to produce the

ew variants of themselves. There are five kinds of VOC which include

.1.1.7 variant, B.1.351 identified in the United States during December

020. P.1 was the first variant found in the United States, and was exam-

ned in brazil travelers around January 2021 ( Duong, 2021 ). In India,

he vaccine against the global outbreak COVID-19, began on January

6th, 2021 ( Abu-Raddad, Chemaitelly, & Butt, 2021 ). Besides multiple

ariants, the vaccine could resist the new variants that are less harmful

nd on the other hand would make it more infectious and difficult to

revent against COVID-19 ( Sah et al., 2021 ). It has been becoming a

eart wrenching journey for the planet, while at the present time also

here has been uplift in the cases of COVID-19. Day by day the journey

as been seeming to grow lengthy. Fig. 1 shows the statistical graph of

pread of the COVID-19 disease worldwide, from January 21st 2020 to

ay 15th 2021. It shows the gradual rise in the number of new COVID-

9 cases, with the planet losing an abundant number of lives in April.

his suffices to let know the catastrophic urge and need to construct a

odel that aids to reveal the COVID-19 in humans in optimum time and

ith utmost ease. 

Having to deal with the pandemic situation, recent technologies like

achine learning, natural language processing, deep learning and neu-

al networks have gained importance because of their satisfactory re-

ults. These technologies have helped in treating COVID-19, through

he lung X-ray images, which is the most ordinary suspect of having

oronavirus disease. COVID-19 rules over the lungs of people. With

he increasing progression of COVID-19, it became essential for people

o learn about its symptoms. The chief symptoms included insufficient

reath, drowsiness, fever, dry cough, headache, drop of taste and smell

 Chang, Park, Kim, & Park, 2020; Gaythorpe et al., 2020 ). Naturally, it

hen became challenging to treat people with the specific treatment so

hat recovery rate gets more sped up. Various techniques have been get-

ing involved treating coronavirus patients in the shortest possible hour.

everse-Transcription Polymerase Chain Reaction (RT-PCR) is found to

e the technique for diagnosis of COVID-19 ( Lan et al., 2020 ). But in-

ufficient cellular content has resulted in false negatives of PCR perfor-

ance, even when the radiological images have stated positive results

 Wu et al., 2020 ). It’s possible that the lungs could become inflamed,

aking breathing difficult. This can cause pneumonia, which is a dis-

ase that could lead to the next stage causing respiratory problem where

ossibility of being COVID-19 positive is the highest. According to the

esearchers, CT-scan is a subtle method for detecting COVID-19 pneu-

onia and can be used as a diagnostic appliance with RT-PCR ( Lee, Ng,

 Khong, 2020 ). This is the reason chest X-ray (CXR) and CT-scan play

 vital role in diagnosing COVID-19 ( Mukherjee et al., 2021 ). So, chest

-ray and CT- scan have a significant character during the entire pro-

ess of detecting COVID-19 disease ( Blain et al., 2021; Hira, Bai, & Hira,

021 ). 

Presently, the world needs a helping hand that could rescue the life

f living beings from the current state of devastation. In consequence,

he foremost deed is to assemble such a technique that could precisely

etect COVID-19 during the early stage, in the shortest possible time.
2 
here have been many machine learning models that do detect COVID-

9 automatically but shortfalls in time check, or even in accurate diag-

osis of COVID-19 ( Muhammad et al., 2021; Müller, Ehlen, & Valeske,

021; Rasheed, Hameed, Djeddi, Jamil, & Al-Turjman, 2021; Sun, Hong,

ong, Li, & Wang, 2021 ). As the planet scuffles with COVID-19, every

unce of technical creativity and imagination is deployed to combat this

andemic and bring COVID-19 to an end. Machine learning has proved

ts innovative approach of dealing with the sudden crisis of COVID-19.

arious machine learning methods such as clustering, regression, clas-

ification, transfer learning, reinforcement learning, natural language

rocessing have helped in medical imaging and for the treatment of

OVID19 ( Kushwaha et al., 2020 ). Also, decision tree-based techniques

ave been tried to predict COVID-19 diagnosis on the basis of symptoms

 Zoabi, Deri-Rozov, & Shomron, 2021 ). Along with machine learning,

rtificial intelligence has also made efforts into diagnosis of COVID-19

isease. Artificial Intelligence have been performing a key role in con-

ributing to the crisis of COVID-19 ( Ahuja, Reddy, & Marques, 2020 ).

n this paper ( Jamshidi et al., 2020 ), artificial intelligence has been

sed to combat against COVID-19 disease, along with deep learning ap-

roaches. Also, various techniques including Long-Short Term Memory

LSTM), Generative Adversarial Networks (GANs) are used. Over these

xtreme Learning Machines (ELM) were also used. But Artificial Intel-

igence possesses some limitations over COVID-19, and careful balance

etween data privacy and public health, as well as robust human-AI

nteraction to control these limitations ( Naudé, 2020 ). 

The rest elements of the paper are assembled as follows. For the

ext Section 2 , the insights have been acquired from the reviews of re-

ated work in regard with diagnosing of COVID-19. Section 3 , provides

 glimpse of details on the dataset as well as the major steps involved

n building this model. Section 4 , exhibits about the proposed model ar-

hitecture and introduces the mechanism of how DenseNet works. The

erformance evaluation of the model is done in Section 5 , where model

s evaluated on the basis of accuracy, precision, F1-score and recall met-

ic based on the comparative analysis of multiple optimizers and vari-

us loss functions. We also present an inference technique. Ultimately,

ection 6 , talks about the conclusions. 

. Related work 

Chest X-ray has become the requirement of current times. Chest X-

ay is used to monitor the patient’s lung condition including progres-

ion of disease or even any wound relating to accident. Considering the

imes of COVID-19, chest X-ray have shown promising results in con-

rast to CT-scan images ( Sverzellati et al., 2021 ). Furthermore, because

f the domain’s rapid expansion, researchers are becoming increasingly

blivious of progress across diverse approaches, and therefore aware-

ess across algorithms is dwindling. As a result, the literature on bio-

nspired computing is biased with algorithms including neural networks,

nt colony optimization, particle swarm and genetic algorithms. The au-

hors have then analysed various algorithms relating to bio-inspired do-

ain and addressed the algorithms so that it will be easy to choose the

est fit algorithm for respective study ( Kar, 2016 ). Big-data is present

lmost in every domain. However, the authors of this paper bring back

he importance of use of the information system, rather than the cur-

ent use of technologies like text mining, neural networks for manipu-

ation of data ( Kar & Dwivedi, 2020 ). In this paper, a neural network

ased method of learning tree is used which enhances picture informa-

ion storage efficiency ( Han, Li, Liu, & Yan, 2020 ). Here, the goal of

uthors is to present the notion of image word of mouth (IWOM) and a

horough framework for it, which defines UGI as visual articulations of

ervice experiences that lead to consumer assessments of service brand

mage ( Bakri, Krisjanous, & Richard, 2020 ). The authors of this paper

ave said about the importance of generative adversarial networks and

ts various applications in the field of image segmentation. Applications

f GAN that were found includes medicine, pandemics, face detection,

raffic control, texture transfer, image processing and 3-D object gen-
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Fig. 2. COVID-19 Image data distribution in accordance with diagnosis. 
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ration ( Aggarwal, Mittal, & Battineni, 2021 ). The state-of-art compu-

ation and deep learning have explored a number of opportunities in

ealing radiography images to achieve diagnostic analysis. Since, 1980s

he rapid growth of convolutional neural networks and its contributions

owards the healthcare sector is boundless. Convolutional Neural Net-

orks (CNN) have been working dynamically to benefit in the diagnosis

f COVID-19, gradient-weighted class activation mapping having been

olding up with CNN to subjugate over the detection of COVID-19. Apart

rom time constraints, convolutional neural networks (CNN) are acting

s reassurance to diagnose COVID-19 using chest X-ray images, with no

alse negatives ( Mukherjee et al., 2021 ). The key benefit of CNN is that it

utomatically identifies essential features with no human intervention. 

Knowing the current situation, and regardless of COVID-19 diagno-

is, it is essential to detect COVID-19 in limited time such that COVID-19

ositive patient can be recovered from further lung infection. Consider-

ng the character of chest X-ray and medical imaging techniques, image

lassification and image segmentation have a major part. A convolution

eep and wide network (CDWN) was used to extract relevant features

nd segment the lung area more precisely based on automatic lungs

egmentation ( Agnes, Anitha, & Peter, 2018 ). In this paper ( Tan et al.,

021 ), SRGAN + VGG model is proposed, where visual geometry group

etwork (VGG16) has been used which is deep convolutional neural

etwork to identify the COVID-19 positive and negative result from the

hest image and to reconstruct those chest images to high quality, a

eep learning method called Super Resolution Generative Adversarial

etwork (SRGAN) is used. In Abbas, Abdelsamea, & Gaber (2021) ,

or the purpose of classification of chest X-ray images of COVID-19 dis-

ase, a deep convolutional neural network (CNN) known as Decompose,

ransfer, and Compose (DeTraC) has been used. DeTraC can deal with

ny inconsistencies in the image dataset by investigating its class bor-

ers using a class breakdown methodology. Multiple state-of-art pre-

rained models can be used for image classification including VGG16,

esNet50 (residual neural network), Inceptionv3, EfficientNet ( Zebin &

ezvy, 2021 ), where transfer learning pipeline have been implemented

or classification of COVID-19 chest X-ray images from a healthy chest

-ray image and the one affected with pneumonia. 

To enhance the findings of COVID-19 disease using our proposed

eep learning model, DenseNet is used for this research. DenseNet as

he name suggests the denser connections higher will be the accuracy.

or our Deep Learning Model, the DenseNet-121 architecture have been

sed as the foundation and used pre-trained weights as the concept

f Transfer Learning. Dense connections are essentially feed-forward

etworks, which is DenseNet’s main advantage over other networks

 Zhang et al., 2021 ). The central concept of DenseNet is the feature

euse, which results in extremely compact versions. They intensify fea-

ure propagation and also stimulate feature regeneration, and turn down

he number of parameters which has improved our model’s accuracy

aster. DenseNet makes the connectivity of each layer much easier by

imply connecting every layer directly with each layer. DenseNets make

se of the network’s capacity by reusing features. Also torchvision is

sed to build and train our deep learning model from scratch. DenseNet

s the name suggests the denser connections higher will be the accuracy.

lso a deep learning library PyTorch is used and torchvision which is a

re-trained data learning model which has a maximum of control across

verfitting and it also enhances the optimization of results from the very

rst. 

. Materials and methods 

.1. X-ray image dataset 

For diagnosis of COVID-19, the chest X-ray images have been gath-

red from two different origins. The COVID-19 chest X-ray data set

as magnified by Cohen et al. (2020) using pictures from a variety

f public domain sources. This is a constantly expanding dataset, and

resently the dataset contains information about 950 patients of which
3 
84 patients have been diagnosed with COVID-19 positive. Fig. 2 shows

he image distribution as a percentage of the diagnosis, with COVID-

9 findings in 53.3 percent of the images whereas 46.7 percent of

ormal-healthy X-ray images. And the normal-healthy Chest X-ray im-

ges were developed by Mooney (2020) inspired in context with an ar-

icle ( Kermany et al., 2018 ). In this dataset there are in all 1341 nor-

al - healthy images. Amongst those, 300 random images have been

elected. Only a few images for normal-healthy chest X-ray images are

sed because learning with an unbalanced dataset will lead to a skewed

rediction model that favors classes with multiple samples. The dataset

s assembled in two classes, one with label normal-healthy chest X-ray

nd second class labelled as COVID-19 chest X-ray. Considering the gen-

er information count for diagnosing COVID-19, there are in all 346 pa-

ients who are male, whereas there are 175 patients who are female who

ave been detected to get affected by the disease COVID-19. Consider-

ng the age of patients, there have been 88 patients in a range of 20–40

ears of age who have been diagnosed with disease COVID-19 positive.

hereas, the highest count of 175 patients was received yielding from

he age group between 41–61. While 172 patients from age group 62–82

ere found COVID-19 positive. 

Taking a glance of view at Fig. 3 , have you noticed how close they

eem to be? Truly fair, every so often even for a medical specialist, the

-ray images could be arduous to diagnose. As a result, our proposed

odel can assist them. For implementing the model, PyTorch is used.

yTorch is a Deep Learning library that performs Tensor Computations,

hich are a key component of Deep Learning algorithms. The Facebook

I Research Lab created it and has been using it. It has been a library that

as attracted many researchers and has created many State-of-the-Art

lgorithms in all areas of Deep Learning, involving Natural Language

rocessing and Computer Vision. 

The most essential purpose of using PyTorch is to implement the

odel for image classification purposes for the diagnosing of COVID-19

hest X-ray. By putting up an image classification model could grip up

 lot of worries for doctors, specially the one in X-ray diagnosis. 

.2. Pre-processing: image scaling 

To identify the lung image scenario and its affected infection, two

inds of views have been selected which are Postero-anterior (PA) and

ntero-posterior (AP). The Postero-anterior (PA) view is the chest X-ray

hich is covered from posterior to anterior side of the patient. While

ntero-posterior is the chest-Xray taken from anterior to posterior cov-

rage of the patient. Before image labelling, the images need to be scaled

hich is the requirement for data augmentation. As various transforma-

ions are to be applied on the image, it is necessary to scale it before

ormalizing. The COVID-19 data is small whereas the chest X-ray im-

ges or normal patients is readily available. Having such difference in

he amount of dataset is called to be the skewed datasets, which need to

e developed by various methods such as K-Fold Cross Validation. While
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Fig. 3. Diagnosis of normal - healthy and COVID-19 chest X-ray images. (a) Analytical vision of comparing normal and COVID-19 chest X-ray images, (b) COVID-19 

negative (normal - healthy) chest X-ray images, (c) COVID-19 positive chest X-ray images. 
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taging throughout the data all the images were taken in correspondence

o proportions to keep away from the over-fitted results. 

.3. Data transforms: data augmentation and normalizing 

It is the next stride after loading the dataset for COVID-19 positive

nd normal -healthy images. The synthesis of new data using existing

ata and a few minor manipulations and image processing is known as

ata transforms or augmentation. Augmentation will aid in the model’s

eneralisation and will prevent overfitting to the training results. Im-

ge augmentation allows to add more data to the current dataset with-

ut having to spend hours manually doing so. These tasks can be per-

ormed using torchvision from PyTorch. Torchvision provides tools for

ata transformation, data handling and for pre-defined deep learning

tate-of-art (SOTA) models. 

Example image rotation, shifting the image (geometric transforma-

ion that maps the location of every object in the image to a new location

n the last image), image flipping, image noising are few image augmen-

ation techniques. As only a small amount of data is used for training and

alidation, Image Transforms have been used to create some extra data.

ll pre-trained models need input images that have been normalised in

he same way. To pre-process the file, we create a transformation se-

uence where the datasets are read into PILImage (Python imaging for-

at) by Torchvision. And ToTensor transforms a PIL Image with a range

f [0, 255] with a shape of (C x H x W) to FloatTensor with a range of

0, 1]. During the normalization of image, every input gets converted

n the range of 0 to 1 using the formula below, with 0.5 as the standard

o  

4 
eviation: 

 𝑛𝑝𝑢𝑡 = 

𝐼 𝑛𝑝𝑢𝑡 − 𝜇

𝑠𝑡𝑎𝑛𝑑 𝑎𝑟𝑑 𝑑 𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 
(1)

 𝑛𝑝𝑢𝑡 = 

𝐼 𝑛𝑝𝑢𝑡 − 0 . 5 
0 . 5 

here 𝜇 is equal to standard deviation which is equal to 0.5. C is the

ini-batch of the channel, H is the height and W is the width. H and W

re expected to be of minimum 224. Mean and standard deviation has

een used for normalization with mean range of [0.485, 0.456, 0.406]

nd standard deviation of [0.229, 0.224, 0.225]. The normalization is

erformed on the ImageNet dataset. ImageNet is one of the most well-

nown datasets for training high-end neural networks. It contains over

.2 million images divided into 10,000 categories. This dataset is typi-

ally loaded into a high-end hardware device because a CPU alone can-

ot support datasets this large. 

.4. Image labelling: training and validation 

To avoid the skewed datasets, the dataset is split into the 80 is to

0 ratios for training and validating the model with the distinguished

atasets. This takes the images from each folder named after the class

ame and automatically labels them. And DataLoader loads those la-

elled images and tracks of the Train Data (Image) and Label (Class

ame). This assembles our dataset in two classes, one with label nor-

al - healthy chest X-ray and second class labelled as COVID-19 chest

-ray. Once the classes are ready, data is loaded in either CUDA (GPU)

r CPU heading towards model defining. Torchvision also includes a sub
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Fig. 4. Block diagram of DenseNet. 

s  

a  

 

c  

c  

n  

C

4

 

m  

d  

t  

a  

m  

l  

t  

m  

t  

t  

t  

h  

d  

t

 

n  

S  

s  

a  

p  

i  

e  

l  

t

 

n  

r  

a  

t  

f

 

d  

c

ackage of definition of models for various functions including image

lassification, object detection, semantic segmentation and many more.

n regard to image classification, the DenseNet model is one of the pre-

rained deep learning model architectures included in torchvision. 

. The model architecture 

For our Deep Learning Model, the DenseNet-121 Architecture is used

s the foundation. Also transfer learning have been used for DenseNet

ramework to enhance the performance of model ( Maghdid et al., 2021;

ontalbo, 2021 ). DenseNets on contrary to popular belief, need fewer

arameters than conventional CNNs because they do not require to learn

nessential feature maps. Some ResNet disparities have shown that num-

er of several layers have not been enhancing the framework of ResNet

nd so they can be removed. ResNets have numerous parameters since

very layer has its own weights to understand whereas DenseNets layers

re narrow and they introduce new feature-maps in negligible quantity.

nother issue with it was the difficulty in training them because of the

reviously described data and gradients. Since each layer can connect

o the gradients through the loss function and the actual image, then

enseNets solve this problem. 

The key difference with ResNet is that instead of incorporating func-

ion maps, they can concatenate. The central concept of DenseNet is the

eature reuse, which results in extremely compact versions. As a result,

t needs fewer parameters than other CNNs since no feature-maps are

eplicated. When CNNs go deeper, they run into issues. The reason be-

ind this is the mapping of data from the inner layer to the outer layer

as well as the gradient in the opposite direction) gets so long that it can

isappear before entering any further side. DenseNet makes this con-

ectivity much easier by simply connecting every layer directly with

ach layer. DenseNets make use of the network’s capacity by reusing

eatures. As conveyed in, DenseNet is a form of convolutional neural

etwork and a typical DenseNet architecture uses dense blocks to link

ll layers (with corresponding feature-map sizes) directly to each other,

esulting in dense connections between layers. DenseNet as the name

uggests the denser connections higher will be the accuracy. Each layer

n DenseNet receives additional input across each previous layer and

ends its feature-maps to the successive layers. Each layer receives col-

ective understanding from the layers above it, that is the concept of

oncatenation which is used. To maximise computation recycling be-

ween the classifiers, integrating multiple classifiers into an ideal and

eep convolutional neural network and interconnects them with dense

onnectivity for efficient image classification ( Huang et al., 2017a ). Re-

earch has shown that convolutional networks with small connections

etween layers and those near to the output can be significantly deeper,

nd will be much more accurate to train ( Huang, Liu, Van Der Maaten,

 Weinberger, 2017b ). On most them, DenseNet achieves substantial ad-

ancements over the state-of-the-art while consuming minimal memory

nd processing to enhance its effectiveness. 

.1. Introduction to DenseNet 

In correspondence with this research, our aim for the classification

f COVID-19 chest X-ray images into COVID-19 positive and normal-

ealthy image. A CNN classifier is created to diagnose COVID-19 dis-

ase using chest X-ray images. Also a deep learning library PyTorch and

orchvision are used, which is a pre-trained data learning model which

as a maximum of control across overfitting and it also enhances the

ptimization of results from the very first. As shown in Fig. 4 the block

iagram of DenseNet defines a five-layer dense block having a growth

ate of k = 4. The number 121 in DenseNet-121 shows the total num-

er of layers in the neural network. A typical composition of DenseNet-

21 is the combination of various layers. It includes five convolution

nd pooling layers, three transition layers (6, 12, 24), one classification

ayer (16), and two DenseBlocks ( 1 × 1 and 3 × 3 convs). The DenseNet
5 
timulates feature reuse and reduces the parameters which enhances the

ccuracy of model for diagnosis of COVID-19 using chest X-ray images.

Following the composite function operation, the result of the pre-

eding layer becomes an input of the second layer. The composite pro-

ess is composed of a non-linear activation layer, pooling layer, batch

ormalization and convolution layer. A detailed process of diagnosing

OVID-19 has been mentioned in the following sections. 

.2. Transfer learning 

Transfer Learning is a robust deep learning method in whichthe

odel parameters are used, that have already been trained on a larger

ataset (ImageNet Dataset comprises 1000 Classes). Also use of pre-

rained weights is made for transfer learning, to learn and achieve higher

ccuracy in our model faster. For example, it is transferring a learned

an’s knowledge to another. During transfer learning process, all the

ayers are trained, rather than freezing the CNN layer and training only

he Fully connected layers. One way to increase the performance of

odel is to train only the CNN layers either completely or partially, as

here is need to deal with the chest X-ray images. This lets the weights

o get tuned from the pre-trained dataset features to the specialized fea-

ured of COVID-19 chest X-ray image dataset. And backward function

as been used for backpropagation. There is no need to rack up the gra-

ients from previous loss, and that is why zero-grad optimizer is used

o clear all the old gradients from the last stage. 

In Kingma & Ba (2014) , as a function extractor, various pre-trained

etworks including VGG16, ResNet50, and EfficientNetB0 were used.

ince all of these supporting techniques were pre-trained on the mas-

ive ImageNet dataset, they have gained low-level features for appropri-

te representation which can be shared across different computer vision

roblems for the transfer of information and ultimately for new images

t will set out as a feature extractor. The pretrained model was used for

xtraction of certain features from these images that rely on transfer

earning concepts. The new images will have various classes other than

he original dataset. 

As shown in the Fig. 5 below, the transfer learning process for diag-

osis of COVID-19 chest X-ray images has been demonstrated. On an al-

eady pre-trained dataset of images called ImageNet, the COVID-19 im-

ges are being added, with the pre-trained weights and learned weights,

he knowledge transfer gets enabled and behaves as a feature extractor

or the new set of images. 

Transfer learning also plays a major role in diagnosing COVID-19

isease. The Fig. 6 . below shows the working of our proposed mode

lassification of COVID-19 chest X-ray images. 
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Fig. 5. Transfer learning procedure. 
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.3. Fine tuning: early stopping 

Early Stopping is a technique for selecting the model that performs

est under given conditions. There is a point where the validation

ataset ceases and does not improve for the output of the model, such a

umber of training epochs technique is known as Early Stopping. Best

alidation Accuracy or Lowest Validation Loss are the most common

onditions. For this model, the model needs to be chosen with the low-

st validation loss to achieve high accurate results. There is no any need

f a false positive or false negative because mostly the medical systems

re going to diagnose a human. At the time of training, there is no need

o update the weights of pre-trained network. So, the newly created

lassifier is trained to obtain the weights in accordance with new com-

 

t  

6 
inations. The aim of fine tuning is to learn the new features and work

ith the newly added COVID-19 data on top of the pre-trained dataset.

.4. Image visualization 

Besides predicting the class label of image, the function of image

isualization will also display the image with the predicted class label.

nce this process is finished, following is the output that is achieved as

hown in Fig. 7 above. 

.5. Mechanisms based on densenet 

The ideal concept of DenseNet is the feed-forward networks which is

he major benefit of DenseNet over other networks. There are multiple
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Fig. 6. Transfer learning for DenseNet using chest X-ray images. 
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esmerizing advantages of DenseNet. Firstly, DenseNet diminishes the

anishing-gradient problem. Secondly, they intensify feature propaga-

ion and also stimulate feature regeneration, and turn down the num-

er of parameters. A dense layer receives all previous layer’s outputs

nd concatenates according to the depth dimension. Fig. 8 illustrates

he function of DenseNet workflow that includes combination of Dense

locks and Transition Layers for classification of given input chest X-

ay image. An image is given as an input to the DenseNet, and passes

hrough several dense blocks where each layer’s feature maps remain

ame in the block except for the number of filters that varies within the
Fig. 7. The actual output predi

7 
locks. After a dense block, it passes to the transition layer. The transi-

ion layer performs two operations, namely the convolution and pooling.

he transition layer carries out the down sampling operations outside

he dense blocks. To perform feature concatenation, there is need to con-

rm that the feature maps are of the similar size in the dense block. To

ring down the number of input feature-maps and thus improve overall

omputational performance, bottleneck convolution layer can be added

rior to every convolution. The transition layers present in DenseNet

rchitecture include a layer of batch normalization (BN), convolution

ayer accompanied along average pooling layer. 

A detailed working to activities in the dense block is shown in Fig. 9 .

he dense block present in DenseNet architecture includes a layer of

atch normalization (BN), a rectified linear unit (ReLU) activation, ac-

ompanied along convolution (convs). A global average pooling layer

ollows the final dense block, which is then fed into a Softmax classi-

er. Considering that L layers are present in DenseNet, there will be

ollowing direct connections in correspondence to L layers: 𝐿 ( 𝐿 + 1)∕2 . 
As shown in Fig. 9 . for non-linear transformations 𝐻 𝑙 , the layer 𝑥 𝑙 

eceives the following input: 

 𝑙 = 𝐻 𝑙 ([ 𝑥 0 , 𝑥 1 , … , 𝑥 𝑙−1 ]) (2)

here [ 𝑥 0 , 𝑥 1 , … , 𝑥 𝑙−1 ] pertains to the concatenation of feature-maps

rom layer 0 to 𝑙 − 1 . Each layer uses the feature maps of all previous

ayers as inputs, and each subsequent layer uses its own feature maps

s inputs. Thus, for layer l , and collection of layers on the top of depth

imension H , as illustrated in Fig. 9 the DenseNet shows the output as

ollows: 

 [ 𝑙] = 𝑓 ( 𝑤 

∗ 𝐻( 𝑥 [ 𝑙 − 1] , 𝑥 [ 𝑙 − 2] , 𝑥 [ 𝑙 − 3] , … ., 𝑥 [1])) (3)

All the inputs of H in Eq. (2) , get concatenated into an ideal tensor at

he time of execution. In DenseNet architecture, feature-map sizes can

e changed through convolution and pooling. 

Batch normalisation is a technique for standardising network inputs

hat can apply to either the activations of a previous layer or the inputs

hemselves. When constructing transfer learning and convolutional neu-

al networks, the rectified linear activation is the default activation that

akes place. The DenseNet diverges into Dense blocks, each of which has

 unique set of filters but the same dimensions. Down-sampling is used

y Transition Layer to apply batch normalisation. Average pooling in-

ludes determining the average for each section of the feature map. This

eans that each of the function map’s squares is then down-sampled to

he square’s average value. 
ction of proposed model. 
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Fig. 8. A deep DenseNet with two dense blocks. 

Fig. 9. Dense Block’s nonlinear transformation 

structure. 
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The model was trained for 10 epochs. Also the Cross Entropy loss

unction have been implemented and an Adamax optimizer to upgrade

he weights and the learning rate is chosen as 1e3, having batch size

f 8. The developed deep learning model comprises of 6,955,906 pa-

ameters. The training of proposed model has been done on Windows

achine using an AMD Threadripper processor of 64 cores, 128 threads

nd 256 MB cache. The graphic card used was RTX3080 and RAM of

bout 128 GB. 

. Results and evaluation 

The model must now recognize the images that the model has not

oticed. It should be able to flawlessly distinguish the image having

OVID-19 class and the ones with normal class. As the model is trained

o produce minimum validation loss, so it must identify the appropri-

te image class among the precise set of images that are provide as

nput. Also, the model is trained to achieve a good accuracy and this

rocedure is known as Model Evaluation. The dataset used belongs to

he COVID-19 Radiography database which was collected and published

y Tawsifur Rahm. As the dataset have been assembled in two classes,

ne with label normal- healthy chest X-ray and second class labelled

s COVID-19 chest X-ray. So, for evaluation we have taken 100 images

rom each class for testing from the above-mentioned repository. The

atabase contains numerous amounts of images among which we set-

led to choose 100 images from the individual classes that is COVID-19

nd normal - healthy. The model is evaluated using accuracy, precision,

1-score and recall. Each of the metric is identified for both the classes of

ut proposed model that is COVID-19 and normal-healthy. Additionally,

he use of multiple optimizers is done, to evaluate our proposed model.

nd subsequently we have obtained accuracy, precision, F1-score and

ecall metrics for each of the corresponding optimizers. While trying to

nalyse the highest accuracy given by respective optimizer, there have
8 
een an attempted to enhance the accuracy of model on the basis of

arious loss functions as well as LR Scheduler. A comparative analy-

is among the optimizers and various loss functions is effectively per-

ormed in order to examine the chief optimizer and loss function and

chieve a higher accuracy. Comparative analysis is done among optimiz-

rs that include Adamax, Adam, AdamW and stochastic gradient descent

SGD). While various loss functions consist of Cross Entropy, NLLLoss,

nd MultiMarginLoss and different LR Schedulers include StepLR and

ultiStepLR. 

.1. Optimizers 

Based on deep learning and CNN framework, various optimizers have

een compared to reach out to the highest accuracy of our proposed

odel. The optimizers to be differentiated include Adamax, Adam,

damW and Stochastic Gradient Descent (SGD). Adam is the blend of

tochastic Gradient Decent and RMSProp with momentum. Adam com-

utes the learning rate of each parameter separately. Basically, Adamax

s obtained from Adam optimizer and it calculates gradient form the

rst two moments of it. Since few models have embeddings which is

hy Adamax is more useful as compared to other optimizers ( Kingma

 Ba, 2014 ). 

𝑑𝑎𝑚 ∶ 𝑚 𝑛 = 𝐸[ 𝐴 

𝑛 ] (4)

here ‘ m ’ stands for the moment of that certain variable, ‘ A ’ is any vari-

ble and ‘ E ’ is expected value of n variable. 

damax ∶ 𝑣 𝑡 = 𝛽2 𝑣 𝑡 + (1 − 𝛽2 ) |𝑔 𝑡 |2 
 𝑡 = 𝛽∞2 𝑣 𝑡 −1 + (1 − 𝛽∞2 ) |𝑔 𝑡 |

∞

 𝑡 = max ( 𝛽2 .𝑣 𝑡 −1 , |𝑔 𝑡 |) (5)

here 𝑣 𝑡 stands for updating of norms and 𝑢 𝑡 examines the extensiveness

f norm 𝑣 
𝑡 
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Fig. 10. Train accuracy vs. number of epochs. 
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In Vani & Rao (2019) , comparative analysis of multiple optimiz-

rs has been done and the results showed that among Adadelta, Adam,

damax, Adagrad, RMSEProp, Nadam and SGD; Adamax outperformed

ith 99.58% accuracy. The proposed deep learning and CNN based

enseNet model have successfully achieved 98% of accuracy with the

se of Adamax optimizer, Cross Entropy loss function and namely the

tepLR LR Scheduler. 

.2. Accuracy estimates for the proposed model 

There are different Parameters to evaluate the performance of the

odel like Training Accuracy, Training loss, Validation Accuracy and

alidation Loss. Accuracy is a most important for evaluating the classi-

cation models. Accuracy is fraction of number of predictions and total

umber of predictions. Now coming on to the training accuracy it is clear

hat the accuracy of a model is based on the examples it was trained on.

he plot describes the accuracy on every epoch. Here for every epoch

he accuracy was recorded and then a final plot was constructed. So,

he Plot tells us that as the number of epochs increases the accuracy of

he model also increases. So, training accuracy should be high. Here the

ighest training accuracy is 98.94%. In our case Training Accuracy is

mportant because it is necessary to identify a greater number of cor-

ect COVID-19 cases. Here Training Accuracy shows us that model is

earning all the parameters in a very right way and there will be less

isclassification as shown in Fig. 10 . 

Validation Accuracy is also called as testing accuracy. It is the ac-

uracy that needs to be calculated on the dataset on which the model

as not been trained. We only provide that set of which the model has

ot seen yet. It is used for finding how much generalized our model is.

alidation accuracy should be less than or equal to the training accu-

acy. If there is a significance difference between validation accuracy

nd training accuracy then it can be said that our model is overfitting.

he plot says the validation accuracy on every epoch and there the re-

ult is slightly greater than the training accuracy. Here the validation is

ccuracy is important to identify the test data in a correct way as both

he classifications are important. It basically tells us how the model will

e classifying the COVID-19 and normal cases for the real chest X-rays.

o, model should be able to classify a greater number of correct cases

ere Fig. 11 . 

Training loss is the error occurred on the training data. Loss is the

gure which indicate how bad the model is. If a model is predicting

erfectly then it can be said that the loss is zero. Otherwise, we can say

hat loss is greater. The main aim of training the model is to find the

et of weights which can give us low loss. Here for every loss occurred

he weights get updated to minimize the loss. So, it is clear that training

oss should be low as possible. Because the less the loss is the more

erfect is our model. In this there is a try to see the loss of model on

very epoch and similarly the number of epochs is getting increased
9 
he loss is decreasing. In some cases, it has risen up. So, training loss

ere represents for every iteration how much well the model is actually

earning and which features to be included so that for next iteration

odel will commit less mistakes and can distinguish the COVID-19 and

ormal cases in a better way. Less number of loss represents that model

s very much accurate and there are less errors for classification of covid

nd normal cases as shown in Fig. 12 . 

Validation loss is almost similar to the training loss but the differ-

nce is that it is the loss which is calculated on the validation set. Here

he weight doesn’t get updated while training. Validation loss should

e also similar to the training loss. If the validation loss is greater

han the training loss then the model is overfitting. And if the vali-

ation loss is less than training then it is underfitting. Validation loss

hould also be as low as possible and a small overfitting can be ac-

epted. So here the plot says the validation loss on every epoch and

arallely the validation loss is getting decreased as the number of epochs

ncreases as shown in Fig. 13 . Validation loss will tell that model is hav-

ng how much error while classifying the COVID-19 and normal cases

or test data. If the validation loss is less, it means the model is hav-

ng less errors for classifying the covid and normal cases for the test

ata. 

The following Table 1 . gives a precise view about comparative anal-

sis to automate the highest accuracy among multiple optimizers, loss

unctions, LR Schedulers and the class label to detect COVID-19 chest

-ray that is either normal-healthy or COVID-19 

. Discussion 

The COVID-19 literature has dramatically risen to over thousands

f scholarly articles in just a minimal time. Numerous researchers have

pent their valuable time in designing an approach to diagnose COVID-

9, to rescue the life of humans at earliest. Our approach provides an

erial perspective to understand the spread and the treatment of COVID-

9 by using deep neural networks. 

.1. Theoretical contributions 

The determined finding can help researchers with relevant study.

his research includes advantages that contribute in early detection

f COVID-19. Our theoretical contributions includes multiple concepts.

irstly, a deep learning based densenet model is built from scratch to

nhance our model. Secondly, fine-tuning is performed based on pre-

rained networks and re-training them to learn about the new features

nvolved in the dataset. Also, a concept of early stopping have been used

o improve the accuracy of our proposed model. 
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Fig. 11. Validation accuracy vs. number of epochs. 

Fig. 12. Train loss vs. number of epochs. 

Fig. 13. Validation loss vs. number of epochs. 
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.2. Implications for practice 

With the constant growing of COVID-19 disease and its research,

here is need to assess articles in a methodical and effective manner.

his study will help researchers and educators get a quantitative study

f the literature. Journals will also get a better understanding of the

ost commonly discussed diseases, and also a better understanding of

OVID-19 can be made which could help the policymakers and funding
10 
rganisations to avail about the upcoming plans. Our approach towards

ssisting human in detection of COVID-19, uses a deep learning method-

logy. The accelerated growth of COVID-19 have left no other solution

ther than technology that could gradually help in aiding COVID-19.

ather than individually identifying the best optimizer, loss function,

r LR Schedulers for our proposed model; a comparative analysis have

een provided to automate the selection of best hyperparamaeters. An

utomated analysis of optimizer is done to assist throughout the evalua-
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Table 1 

Fine tuning of DenseNet model for classification of COVID-19 cases. 

Fine tuning - parameters Accuracy Precision Recall F1-score 

Optimizer-Adamax 

Loss Function-Cross Entropy 

Epoch-10 98.45 96.63 1 98.27 

LR Scheduler-Steplr 

Class-Normal 

Optimizer-Adamax 

Loss Function-Cross Entropy 

Epoch-10 98.32 1 97.62 99.34 

LR Scheduler-Steplr 

Class-COVID-19 

Optimizer-Adamax 

Loss Function-NLLLoss 

Epoch-10 98.24 1 97.37 98.12 

LR Scheduler-Steplr 

Class-Normal 

Optimizer-Adamax 

Loss Function-NLLLoss 

Epoch-10 98.23 97.21 1 99.09 

LR Scheduler-Steplr 

Class-COVID-19 

Optimizer-Adamax 

Loss Function-NLLLoss 

Epoch-10 98.19 1 97.25 98.17 

LR Scheduler-MultiStepLR 

Class-Normal 

Optimizer-Adamax 

Loss Function-NLLLoss 

Epoch-10 98.17 97.14 1 99.08 

LR Scheduler-MultiStepLR 

Class-COVID-19 

Optimizer-Adam 

Loss Function-Cross Entropy 

Epoch-10 97.89 1 92.67 96.43 

LR Scheduler-Steplr 

Class-Normal 

Optimizer-Adam 

Loss Function-Cross Entropy 

Epoch-10 97.99 95.52 1 97.28 

LR Scheduler-Steplr 

Class-COVID-19 

Optimizer-Adamax 

Loss Function-MultiMarginLoss 

Epoch-10 95.56 1 90.74 95.17 

LR Scheduler-Steplr 

Class-Normal 

Optimizer-Adamax 

Loss Function-MultiMarginLoss 

Epoch-10 95.43 92.49 1 96.23 

LR Scheduler-Steplr 

Class-COVID-19 

Optimizer-AdamW 

Loss Function-Cross Entropy 

Epoch-10 95.62 1 91.67 95.04 

LR Scheduler-Steplr 

Class-Normal 

Optimizer-AdamW 

Loss Function-Cross Entropy 

Epoch-10 95.59 91.29 1 96.13 

LR Scheduler-Steplr 

Class-COVID-19 

Optimizer-SGD 

Loss Function-Cross Entropy 

Epoch-10 63.21 63.18 86.24 73.42 

LR Scheduler-Steplr 

Class-Normal 

Optimizer-SGD 

Loss Function-Cross Entropy 

Epoch-10 63.15 64.29 32.09 43.22 

LR Scheduler-Steplr 

Class-COVID-19 
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11 
ion of the model. Among optimizer including Adamax, Adam, AdamW

nd SGD; Adamax outperforms from others. Also various loss functions

re analyzed including cross entropy, NLLLoss and multimargin loss

here cross entropy function enhanced the accuracy of the model. Along

ith optimizer and loss functions, LR Scheduler also have been analyzed

o achieve the best possible scheduler. The stepLR scheduler proved in

chieving higher accuracy than MultistepLR. 

. Conclusion and future work 

In this research, a model have been proposed using a combination

f deep learning and convolutional neural networks (CNN) with the use

f DenseNet architecture to diagnose COVID-19 using the Chest X-ray

ataset. Automated comparison among multiple optimizers, loss func-

ions and LR Schedulers have been done to achieve the highest accu-

acy for classification of COVID-19 chest X-ray images. Among multiple

ptimizers, Adamax optimizer having Cross Entropy loss function and

tep LR Scheduler has outperformed showing an accuracy of 98.45%

or normal-healthy class and 98.32% for COVID-19 class. The model

as trained at 10 epochs. Additionally the concept of Early Learning

s applied which enhances the performance of the system. Also transfer

earning is introduced in DenseNet model using PyTorch and torchvision

rom scratch. Using Early Stopping, various optimizers, loss functions

nd LR Scheduler have been automated with their values to achieve the

ighest acuuracy of the proposed model. In future, if data such as in-

erence code is obtained, then it is possible to integrate the model into

eb app or any mobile devices, for better ease of application use. 
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