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Testing representative populations to determine the prevalence or the percentage of the population with active
severe acute respiratory syndrome coronavirus 2 infection and/or antibodies to infection is being recommended
as essential for making public policy decisions to ease restrictions or to continue enforcing national, state, and
local government rules to shelter in place. However, all laboratory tests are imperfect and have estimates of
sensitivity and specificity less than 100%—in some cases, considerably less than 100%. That error will lead to
biased prevalence estimates. If the true prevalence is low, possibly in the range of 1%–5%, then testing error
will lead to a constant background of bias that most likely will be larger, and possibly much larger, than the
true prevalence itself. As a result, what is needed is a method for adjusting prevalence estimates for testing
error. Methods are outlined in this article for adjusting prevalence estimates for testing error both prospectively in
studies being planned and retrospectively in studies that have been conducted. If used, these methods also would
help harmonize study results within countries and worldwide. Adjustment can lead to more accurate prevalence
estimates and to better policy decisions. However, adjustment will not improve the accuracy of an individual test.

coronavirus; COVID-19; cross-sectional study; false-positive rate; prevalence; SARS-Cov-2; screening;
sensitivity; seroprevalence; specificity; Vitamin D Standardization Program

Abbreviations: COVID-19, coronavirus disease 2019; NPV, negative predictive value; PCR, polymerase chain reaction; PPV,
positive predictive value; SARS-CoV-2, severe acute respiratory syndrome coronavirus 2.

IMPLICATIONS OF TEST KIT ERROR

Testing for the severe acute respiratory syndrome coron-
avirus 2 (SARS-CoV-2) or of those who had the associated
disease (coronavirus disease 2019 (COVID-19)) and have
formed antibodies to it in representative populations is being
recommended as essential for making public policy deci-
sions to ease restrictions or to continue enforcing national,
state, and local government rules to shelter in place (1,
2). Important objectives of testing are to estimate either
the percentage of the population currently infected with
SARS-CoV-2 or the percentage of the population who have
developed antibodies to SARS-CoV-2 after exposure (i.e.,
IgM and IgG) (3–5). Although cross-sectional studies are
useful for estimating the current prevalence and trends in
prevalence, it must be realized that all laboratory tests have
measurement error.

Two key statistics used to characterize laboratory test
performance are sensitivity and specificity. Sensitivity is
defined as the ability of a test to correctly identify those
who have the disease (6). It is calculated as the proportion
of the population who test positive among those having the
disease (Table 1). Specificity, on the other hand, is defined
as the ability of the test to correctly identify those who do not
have the disease (6). It is calculated as the proportion of the
population who test negative among those who do not have
the disease (7, 8). Similarly, one may use positive predictive
value (PPV) and negative predictive value (NPV) to char-
acterize the laboratory performance. Specifically, the PPV
is the probability that a positive test sample is confirmed to
be a case. The NPV is the probability that a negative test
sample is confirmed to be negative or a control sample.

No laboratory test is 100% sensitive and specific, and
many will likely include substantial measurement error, as
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Table 1. Theoretical Screening Table Used to Define Sensitivity, Specificity, and False-Positive Ratea

True COVID-19 Disease State
Laboratory Test Results

Infected Not Infected

Total

Positive True positive (a) False positive (b) a + b

Negative False negative (c) True negative (d) c + d

Total a + c b + d a + b + c + d

COVID-19, coronavirus 2019.
a Sensitivity (%) = a / (a + c) × 100. Specificity (%) = d / (b + d) × 100. False-positive rate

(%) = b / (a + b) × 100. Positive predictive value (%) = a / (a + b) × 100. Negative predictive value
(%) = d / (c + d) × 100.

recent results have shown (9–12). That measurement error
will result in biased prevalence estimates. Consequently, it
is important to understand the impact of laboratory test error
and how it changes with the true prevalence. There is an
urgent need to develop a strategy to adjust for that error
in estimating prevalence, which may affect other important
population summary statistics such as case-fatality rate. In
this article, we recommend a strategy to adjust prevalence
estimates, on the basis of our experience in successfully
adjusting laboratory measurements of vitamin D as part of
the Vitamin D Standardization Program, and that is tailored
to the unique circumstances surrounding COVID-19 testing
(13, 14).

To date, most emphasis has been placed on the sensitivity
of test kits to identify patients with SARS-CoV-2 infec-
tion using, for example, reverse transcription–polymerase
chain reaction (PCR) testing (15). That was done initially
because the focus was on clinical diagnostic testing of peo-
ple who displayed COVID-19 symptoms or who were at
high risk of infection. The main concern was not to miss
cases that should be treated and/or quarantined to prevent
the spread of the infection. Many states have also encour-
aged universal testing for SARS-CoV-2 in specific popu-
lations. In addition, to determine how and when to relax
the shelter-in-place decrees, many states and local govern-
ments are attempting to document the percentage of the
population that has been infected with SARS-CoV-2, using
serologic assays, under the assumption that those individ-
uals may have developed immunity that will last for some
time. Public Health England is conducting representative
surveys to estimate the incidence of SARS-CoV-2 infection
as well as trends in prevalence of antibodies to prior infection
(16, 17).

The true COVID-19 prevalence estimate is currently
thought to be quite low—possibly in the range of 0% to
5%—in many areas (18, 19). In that case, it is essential to
understand the impact of specificity in addition to sensitivity,
because even small deviations of specificity from 100% may
lead to identifying a set of positive samples that is largely
composed of false positives.

For example, assume that a cross-sectional study is being
conducted to determine the percentage of the population
that has developed antibodies to SARS-CoV-2. Moreover,

assume that the testing kit of interest has outstanding
performance characteristics: sensitivity of 100% and
specificity of 99% (Table 2). Also assume that the true
COVID-19 prevalence rate, the proportion of the population
with antibodies to SARS-CoV-2, among those tested is 1%.

Then among 1 million persons tested, 10,000 COVID-19
cases will be correctly identified as true positives by the
test kit and there will be no false negatives—a sensitivity of
100% (Tables 1 and 2). Among the 990,000 truly uninfected
individuals, there will be 9,900 false-positive cases and
980,100 true- negative cases, based on a specificity of 99%.
Therefore, the false-positive rate—the proportion of those
not infected with COVID-19 among all those who tested
positive (3)—will be approximately equal to 50% (i.e.,
[9,900 / (9,900 + 10,000)] × 100 = 49.7%). At a prevalence
of 5%, the false-positive rate will still be as high as 17%.

On the other hand, when the sensitivity and specificity are
both 95% and the true prevalence is 1%, the false-positive
rate will be 83.94% (Figure 1). As the true prevalence
increases, the false-positive rate will decrease. However,
at a true prevalence of 5%, the false-positive rate will still
be as high as 50%. These calculations apply both to studies
to determine, using a PCR assay, the presence of the virus
in an individual and to studies using immunoassays (e.g.,
IgM and IgG) to determine the development of antibodies
in response to an infection.

Three factors essential for estimating the false-positive
rate are: 1) sensitivity, 2) specificity of the testing kit, and
3) the proportion of true COVID-19 cases among all those
tested. Therefore, depending on performance characteristics
of the test kits in use, erroneous false-positive results may
lead to dramatically inflated COVID-19 prevalence esti-
mates as COVID-19 testing becomes more common in the
United States and in other countries.

Consequently, studies to determine prevalence in repre-
sentative samples need to have a plan imbedded in their study
design to determine the sensitivity and specificity of the lab-
oratory test kits used. Moreover, because the laboratory error
will vary from study to study even if the same test kit is used,
it is essential that each study include a harmonization plan
so adjusted prevalence estimates from different studies are
comparable. On the basis of our experience in standardizing
the measurement of serum total 25-hydroxyvitamin D as
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Table 2. Screening Table Resultsa for Example Assumptionsb

True COVID-19 Disease State
Laboratory Test Results

Infected Not Infected

Total

Positive 10,000 (a) 9,900 (b) 19,900 (a + b)

Negative 0 (c) 980,100 (d) 980,100 (c + d)

Total 10,000 (a + c) 990,000 (b + d) 1,000,000 (a + b + c + d)

COVID-19, coronavirus 2019.
a Sensitivity = (a / (a + c)) × 100 = 10,000 / 10,000 × 100 = 100%. Specificity = (d / (b + d)) × 100 =

980,100 / 990,000 × 100 = 99%. False-negative rate (%) = c/(a + c) × 100 = 0/ 10,000 × 100 = 0%. False-
positive rate = (b / (a + b)) × 100 = 9,900 / 19,900 × 100 ≈ 50%. Positive predictive value (%) = a / (a + b) × 100 =
10,000 / 19,900 × 100 = 50%. Negative predictive value (%) = d / (c + d) × 100 = 980,100 / 980,100 × 100 = 100%.

b Assumptions: 100% sensitivity and 99% specificity; true COVID-19 prevalence of 1% among those tested; and a
total of 1 million persons tested.

part of the Vitamin D Standardization Program (13, 14), we
propose a general plan in which all representative studies
would be adjusted and harmonized to a common base in a
manner similar to age-adjusting mortality data. That plan
includes methods for adjusting prospectively studies being
planned and adjusting retrospectively studies that have been
completed. Moreover, all studies should include plans to
collect and bank duplicate patient samples for future use
(e.g., retrospective harmonization).

Most of the COVID-19 test kits, both PCR and antibody/
serology assays, are qualitative tests that provide yes/no
results, which is different from the situation for serum 25-
hydroxyvitamin D tests, which provide a continuous quan-
titative result. Some serology tests may be semiquantitative,
wherein a numeric value in arbitrary units is compared
against a cutoff value to determine a positive result. Whether
these tests provide a linear range of results is still being
established (20, 21). However, even in this situation, it is still
important to develop a framework that can be used to adjust

Figure 1. False-positive rate (%) by true coronavirus disease 2019
(COVID-19) prevalence assuming 95% sensitivity and 95% speci-
ficity.

the bias of crude prevalence estimates (18, 19). The frame-
work would consist of: 1) selecting an established well-
validated test, with documented sensitivity and specificity as
close to 100% as possible to use as the reference-point assay
or test kit; 2) using that reference-point test kit to develop
a series of true-positive and true-negative test samples; and
3) using that set of test samples to estimate the sensitivity
and specificity of the study test kit or PPV and NPV of the
study test kit in the study. It may also be important to know
the sensitivity and specificity of the reference-point assay or
test kit.

These steps are similar to what assay manufacturers are
required to do in their validation of test kits but which may
differ from how the test kits are actually used in the field.
For example, the way in which samples are collected, the
way the assay is used and cared for in the field, and the
way results are recorded may differ from the conditions and
procedures used by the assay manufacturer to validate the
assay. Those differences may contribute to measurement
error. As we describe later in this article, the framework
for determining levels of sensitivity and specificity should
resemble normal conditions of use as much as possible and
take into account sources of error, including those that may
occur in the preanalytical, analytical, and postanalytical
phases (22–24).

Estimates of sensitivity and specificity could then be used
to adjust the crude prevalence estimates from representative
surveys using Equation 1 (see also the Web Appendix avail-
able at https://academic.oup.com/aje):

adjusted prevalence = crude prevalence + specificity-1

sensitivity + specificity − 1
(1)

where the crude or observed prevalence is the proportion of
the positive tests using the test kit, and sensitivity and speci-
ficity are their respective estimates. Moreover, if everyone
used the same framework throughout the US and around
the world, then data could be pooled to provide even larger
data sets that could be used to study COVID-19 in greater
detail.
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HARMONIZATION VERSUS STANDARDIZATION

Harmonization is a process that brings laboratory results
from different laboratories into alignment with each other
(25, 26). Standardization accomplishes harmonization, but
it does something much more important: it brings all labo-
ratory results into alignment (i.e., they are traceable), to the
true value as defined by primary (pure substance) reference
materials and/or reference measurement procedures that are
certified by an international committee (e.g., Joint Com-
mittee for Traceability in Laboratory Medicine). Reference
measurement procedures are the only gold standard assay;
however, because they require experienced analysts and have
a very low output, they are inappropriate for normal clinical
chemistry and research laboratory use.

Harmonization is generally accomplished by establish-
ing traceability to a pure substance, which may not be
the same as the clinical measurand, through a designated
comparison procedure. The material is called an interna-
tional conventional calibrator or international conventional
reference material. However, in the case of COVID-19, there
is no common calibrator. As a result, the final option is
to develop method-specific reference intervals or decision
values. At present, that is the option we are compelled to use.
Therefore, we are proposing 2 possible procedures for the
development of method-specific reference intervals based on
the selection of 1 or possible multiple different test kits.

Key points to consider in attempting to design a study to
estimate SARS-CoV-2 and/or COVID-19 infection preva-
lence include the following:

• All test kits have measurement error (i.e., sensitivity
and/or specificity < 100%).

• Assay manufacturer estimates of sensitivity and speci-
ficity may not reflect the true test kit sensitivity and
specificity under actual field conditions.

• Measurement error is the cumulative result of errors asso-
ciated with biological sample collection, sample prepara-
tion, sample application to the test kit system, and then
the use of the test kit system to measure an individual
biological sample for either the presence of the SARS-
CoV-2 or antibodies to it.

• Numerous test kit systems for the measurement of SARS-
CoV-2 or antibodies to it will use a variety of biological
samples (e.g., nasal, nasopharyngeal, and throat swabs,
whole blood, serum).

A common set of principles is needed, therefore, that,
taking into account those key points, can be used to develop
a procedure measuring the sensitivity and specificity or PPV
and NPV of assays used in studies estimating the prevalence.
Those procedures can be used to determine the sensitivity
and specificity and PPV and NPV of the test kit or assay and
then finally adjust survey prevalence estimates using those
estimates of test performance summaries. This sequence, in
turn, will result in the collection of harmonized estimates
of prevalence that are comparable from 1 study to another.
Such a system should require that all studies collect sets of
duplicate samples or excess serum or plasma, or conduct
additional tests on reference samples.

SUGGESTED FRAMEWORKS TO HARMONIZE DATA
COLLECTION

In 2 recent study reports of COVID-19 antibody sero-
prevalence, 1 in Santa Clara County, California, and 1 in
Denmark, authors suggested 2 general approaches for devel-
oping a framework to address harmonization of data collec-
tion (18, 19). They are:

1. Select a reference-point assay to detect the presence of
COVID-19 and/or to detect IgM and IgG antibodies to
SARS-CoV-2. The selected assay should be well estab-
lished and validated (e.g., the World Health Organization
(27) or Centers for Disease Control and Prevention re-
verse transcription PCR assays (28) and the new Centers
for Disease Control and Prevention immunoassay (29),
or possibly a commercial immunoassay (20)). Those
assays could then be the reference point for developing
a set of true-positive and true-negative test samples as
trueness controls that study laboratories could use to
determine the sensitivity and specificity of the test kits
deployed in a prevalence study. This is the traditional
approach.

2. The second approach also includes the selection of refer-
ence-point assays with an important difference. Instead
of using the reference-point assays to develop a universal
set of trueness controls that each study would use, each
study would prepare a set of positive and negative test
samples using their measurement systems. Furthermore,
those positive and negative samples from the study would
then be sent for verification by those with the reference-
point assay. Verification results could then directly lead
to an adjusted prevalence estimate.

In the second approach, the reference-point test kit will
be used to verify or validate the positive and negative test
samples. Those results will be used to estimate the PPV and
NPV of the study assay. We can then derive a formula for
calculating the adjusted prevalence based on Equation 2 (see
also the Web Appendix):

adjusted prevalence =crude prevalence × PPV

+ (1-crude prevalence) × (1-NPV)
(2)

where PPV and NPV are their respective estimates.
The first option provides sensitivity and specificity esti-

mates so we can adjust the prevalence; the second option
provides PPV and NPV estimates that also can be used to
calculate the adjusted prevalence. In either case, the resulting
adjusted prevalence is the same.

Another possible modification to both options is to select
2 or more reference-point assays. One reference-point assay
or test kit might have 100% sensitivity but an unsatisfactory
specificity level and another might be just the reverse. For
example, an assay with 100% sensitivity could then be used
to verify the positive study samples and the assay with
100% specificity would be used to verify the negative study
samples. As a result, using the 2 assays might then lead to a
more precise test result. By the same token, it might also be

Am J Epidemiol. 2021;190(1):109–115



Adjusting COVID-19 Prevalence Estimates 113

possible for prevalence studies themselves to take the same
approach and use 2 assays that complement themselves for
sensitivity and specificity to increase the accuracy of case
and noncase identification. In both cases, 1 test kit would
be used to determine if RNA from the virus/or antibodies to
the virus are present and the other would be used to affirm
antibodies are not present. In practice, the test results for
the same sample from 2 assays may be correlated and the
test performance by combining 2 assays needs to be assessed
empirically.

On the basis of how test materials are prepared, we pro-
posed 2 sets of different equations would be used to cali-
brate the population prevalence-rate estimate to a specific
method or methods based on sensitivity and specificity or
on PPV and NPV. Those 2 equations highlight the different
approaches of the 2 suggested options. In the end, much
work will need to be done to develop a working harmoniza-
tion system based on either option.

Three more examples can help to show the potential
impact of test kit error (30). For example, through April
28, 2020, 45,218 people in California tested positive for
COVID-19 out of 526,084 people tested. That is a crude or
unadjusted prevalence of 8.6%. If all the tests used had
a sensitivity of 95% and a specificity of 95%, then the
adjusted prevalence would be 4% (i.e., [(0.086 + 0.95 – 1)/
(0.95 + 0.95 – 1)] × 100 = 4% (Web Appendix)), less
than half the crude prevalence of 8.6%. On the other hand,
this combination of sensitivity and specificity corresponds
to a PPV of 44.2% and an NPV of 99.8%. The adjusted
prevalence using option 2 would again be 4% (i.e.,
[0.086 × 0.442 + (1 – 0.998) × (1 – 0.086)] × 100 = 4%).

For the second example, in the state of New York,
the number of people who tested positive for COVID-19
(n = 300,334) was a much higher percentage of all those
tested (n = 844,994; crude % = 36%) (28). Again, assuming
that test kit sensitivity and specificity were both 95%, the
adjusted percentage is 34.4%. In this case, adjustment had
little effect on the estimate of true prevalence.

The third example has a direct application to the use of
casually collected SARS-CoV-2 positive-test rate data to
make a policy decision. The New York Public School system
is going to use a 3% SARS-CoV-2 positivity rate to deter-
mine if school instruction will be in-person or virtual. Say
the observed positivity rate is 4%. Easy decision? However,
if test kit sensitivity is 100% and specificity is 99%—a
near-perfect test kit—then the adjusted or true percentage is
3.03% (Equation 1). Moreover, if the specificity is slightly
less, say 0.985, then the true positivity rate is 2.54%! In
this case, a difference in specificity of 0.005 is the differ-
ence between in-person and virtual instruction. Surely such
consequential decisions demand the accuracy afforded by
adjustment.

These results reinforce the point we discussed previously
and illustrate in Figure 1 that when testing is restricted to
symptomatic individuals, among whom the true prevalence
is high, the impact of test kit error is likely to be much less.
But when testing is opened to all, and especially in studies
of representative samples where the true prevalence in many
areas is likely to be small, possibly on the order of 0%–5%,
adjustment for test kit error is essential in determining the

true prevalence. Therefore, if possible, states need to adjust
the crude estimates posted on websites to interpret them
properly.

Using this or a similar set of guidelines not only would
help promote adjustment of prevalence estimates from rep-
resentative studies around the world, it would harmonize
all results to 1 standard. That, in turn, would guarantee
comparability of study results from 1 locality to another and
from 1 time point to another to investigate the temporal and
spatial trends of the COVID-19 pandemic. This ability, in
turn, would promote the development of sound public policy.

Two final thoughts: First, assays have been and continue
to be developed to measure antibody responses to SARS-
CoV-2 as a continuous variable (31). At this time, there-
fore, it may be useful for the public health community to
begin discussing how those measurements can be standard-
ized so research and /clinical results around the world are
truly comparable. We believe the methods developed by
the Vitamin D Standardization Program for standardizing
25-hydroxyyvitamin D measurement would be applicable,
and we suggest they be taken up by the field of public health,
as well (14). Those methods include the development of
reference measurement system including: 1) reference mea-
surement procedures, and/or primary reference materials
(32); 2) a traceability scheme that includes international con-
ventional calibrators or international conventional reference
materials (33); 3) statistical criteria to define traceability
(34); 4) accuracy-based performance testing and external
quality assessment schemes to certify laboratories (35–37);
and 5) methods for prospective and retrospective adjustment
of cross-sectional prevalence studies (38–40). Work on these
issues is taking place rapidly. Performance testing and exter-
nal quality assessment schemes are being established (41,
42). Moreover, we are approaching the point where we can
speak of primary or secondary calibrators that can be used
to harmonize laboratory results (43–45).

At this time, an essential point that must be emphasized is
that adjustment will neither change nor improve the accuracy
of an individual test when you have a qualitative yes/no
assay. That is not the case for continuous data (13, 39, 40).
Another point we acknowledge is that we have left many
details to be resolved. Developing a harmonization plan is a
complex, long-term effort. To plan for that, studies need to
assess the sensitivity and specificity of the test kit(s) to be
used and to collect and bank duplicate or triplicate samples
(e.g., nasal and throat swab, excess plasma or serum) for
use in future efforts to retrospectively harmonize study data.
Once a harmonization system is in place, stored samples
could be used to develop retrospective adjustment proce-
dures.

CONCLUSIONS

All laboratory assays contain measurement error that must
be estimated empirically. That is true of all COVID-19
assays. In representative cross-sectional COVID-19 studies,
even small deviations from 100% sensitivity and specificity
will result in biased prevalence estimates. This is equally
true for studies estimating the proportion of the population
currently infected and for studies estimating the proportion
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of the population who have developed antibodies to past
exposure. Here, we have outlined a series of steps that may
be used to adjust representative studies for test kit error and
to harmonize results over time and place to promote the
development of effective public policy.
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