
Sequence and conformation effects on ionization potential and charge distribution of
homo-nucleobase stacks using M06-2X hybrid density functional theory calculations

Marianne Roomana* and René Wintjensb

aBioModeling, BioInformatics and BioProcesses Department, CP 165/61 Université Libre de Bruxelles, 50 Roosevelt ave, 1050
Brussels, Belgium; bLaboratory of Biopolymers and Supramolecular Nanomaterials/Structural Biology Unit, CP 206/04, Université
Libre de Bruxelles, 50 Roosevelt ave, 1050 Brussels, Belgium

Communicated by Ramaswamy H. Sarma

(Received 7 February 2013; final version received 5 March 2013)

DNA is subject to oxidative damage due to radiation or by-products of cellular metabolism, thereby creating electron
holes that migrate along the DNA stacks. A systematic computational analysis of the dependence of the electronic prop-
erties of nucleobase stacks on sequence and conformation was performed here, on the basis of single- and double-
stranded homo-nucleobase stacks of 1–10 bases or 1–8 base pairs in standard A-, B-, and Z-conformation. First, several
levels of theory were tested for calculating the vertical ionization potentials of individual nucleobases; the M06-2X/6-
31G⁄ hybrid density functional theory method was selected by comparison with experimental data. Next, the vertical
ionization potential, and the Mulliken charge and spin density distributions were calculated and considered on all nucleo-
base stacks. We found that (1) the ionization potential decreases with the number of bases, the lowest being reached by
Gua≡Cyt tracts; (2) the association of two single strands into a double-stranded tract lowers the ionization potential sig-
nificantly (3) differences in ionization potential due to sequence variation are roughly three times larger than those due
to conformational modifications. The charge and spin density distributions were found (1) to be located toward the 5′-
end for single-stranded Gua-stacks and toward the 3′-end for Cyt-stacks and basically delocalized over all bases for
Ade- and Thy-stacks; (2) the association into double-stranded tracts empties the Cyt- and Thy-strands of most of the
charge and all the spin density and concentrates them on the Gua- and Ade-strands. The possible biological implications
of these results for transcription are discussed.
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Introduction

Nucleic acids, DNA and RNA, are the building blocks of
all living organisms, from plants and animals to bacteria
and viruses. The basic chemical unit of a nucleic acid,
the nucleotide, consists of a sugar bound on one side to a
phosphate group and on the other side to a nucleobase
(Saenger, 1984). Although the chemical nature of nucleic
acids is well established, the study of the electronic prop-
erties of nucleic acid bases is still an area of intense
research and continuing progress (Barnett, Cleveland,
Joy, Landman, & Schuster, 2001; Chakraborty, 2007;
Kumar & Sevilla, 2011; Šponer & Hobza, 1999; Šponer,
Riley, & Hobza, 2008). Such electronic properties, in
particular the charge transport resulting from oxidized
DNA sites, are expected to play an important role in many
biological processes (Genereux, Boal, & Barton, 2010;

Heller, 2000; Merino, Boal, & Barton, 2008). In particular,
DNA or RNA conformations with particular electronic
properties are found in many sites known to be biologi-
cally important (Rooman, Cauët, Liévin, & Wintjens,
2011). Recently, a statistical correlation between the
occurrence of mutations in disease-related genes and the
DNA electronic properties has been reported, thereby sug-
gesting that the change in DNA electronic structure
induced by mutations strongly alters fundamental biologi-
cal processes (Shih, Wells, Hsu, Cheng, & Römer, 2012).

Oxidative DNA damage, triggered by exposure either
to high-energy radiations or to reactive oxygen species
generated as by-products of cellular metabolism, is
inherent to the biochemistry of the cells, resulting in a
variety of physical and chemical changes in DNA
(Cerón-Carrasco & Jacquemin, 2012; Kumar & Sevilla,
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2010; Schuster, 2009; Zhang & Eriksson, 2007). An
important feature of such damage is the ionization of
DNA and thus the production of electron holes and
ground-state cation radicals (DNA•+). Guanines, which
have the lowest ionization potentials of the four nucleo-
bases, tend to trap the electron hole after a base-to-base
charge transfer process through the stacked nucleobases,
resulting from coupling between the overlapping
π-orbitals (Giese, 2002). However, direct experimental
measurements of long-distance hole transfer in DNA
remain the subject of intense debate mainly due to the
challenging experimental requirement of working at the
nanoscale (Triberis & Dimakogianni, 2009).

Several theoretical models of hole transport in DNA
have been proposed. The simplest one is defined by an
effective one-dimensional Hückel-Hamiltonian for charge
transfer through the highest occupied molecular orbital
(HOMO) states of the nucleobases (Chakraborty, 2007).
The most often used models describe the dynamics of
hole migration in terms of tunneling or hopping
mechanisms (Giese, 2000; Boon & Barton, 2002). For
most of the charge-transfer modeling, a correct determi-
nation of vertical ionization potentials (vIPs) is of great
importance. Over the last two decades, there have been
numerous studies to calculate vIP of isolated bases and
DNA base pair stacks (Cauët, Dehareng, & Liévin,
2006; Close, 2003; Close, 2004; Close & Øhman, 2008;
Colson, Besler, & Sevilla, 1993; Colson & Sevilla,
1995; Crespo-Hernández et al., 2004; Fernando, Papa-
dantonakis, Kim, & LeBreton, 1998; Paukku & Hill,
2011; Prat, Houk, & Foote, 1998; Roca-Sanjuán, Rubio,
Merchán, & Serrano-Andrés, 2006; Sevilla, Besler, &
Colson, 1995; Šponer & Hobza, 1994; Šponer,
Leszczynski, & Hobza 1996).

In contrast, reports on ab initio vIP calculations of
long-sequence DNA stacks (more than two stacked bases)
are much less numerous. In a series of articles (Saito,
Takayama, Sugiyama, & Nakatani, 1995; Saito et al.,
1998; Sugiyama & Saito, 1996), vIPs of DNA trimer and
pentamer stacks in B-form with various nucleobase
sequences were computed using Koopmans’ theorem
(Koopmans, 1934), at HF/6-31G⁄ calculation level. It has
been shown that calculated vIPs of different B-form DNA
sequences are correlated with the experimentally observed
relative reactivity toward photo-induced one-electron oxi-
dation. This indicates that the vIP values represent a sim-
ple way to estimate how different DNA sequences
impinge to the reactivity of one-electron oxidation.

Later, molecular dynamics simulations of long base
pair duplexes have been performed in the context of
charge migration (Barnett et al., 2001; Bongiorno, 2009).
In the tetrameric base pair duplex 5′-Gua–Ade–Gua–Gua-
3′, the hole distribution was estimated to be of 20% on
Gua1 (the first Gua), 5% on Ade2, and 40% on the Gua3–
Gua4 pair (Barnett et al., 2001). Simulation of a B-DNA

5′-Ade–Gua–Gua–Ade-3′ duplex indicated that the hole
delocalizes over the two central guanines (Bongiorno,
2009). A mixed quantum-mechanical /molecular mechan-
ics (MD) simulation on a fully hydrated 38-base pair B-
DNA showed that the electron hole is localized on the
three proximal guanines 5′-Gua–Gua–Gua … -3′ with a
density peak on the central Gua2 (Gervasio, Boero, &
Parrinello, 2006). Pentameric Ade stacks in B-conforma-
tion have also been studied by mixed MD and density
functional theory (DFT) calculations (Improta, 2008) and
showed that the HOMO of the cationic species is delocal-
ized over the three central adenines. The ionization poten-
tial of B-form Gua ≡Cyt duplexes consisting of up to 6
nucleotide pairs was evaluated in gas phase and water
using semi-empirical AM1 calculations (Yokojima, Yoshi-
ki, Yanoi, & Okada, 2009). It was shown to decrease with
increasing duplex length in gas phase, but this decrease is
reduced in water. The major part of the hole’s charge was
found localized on a particular Gua that depends on
duplex length, both in gas and in aqueous phases.

More recently, vIPs and hole delocalization were
investigated using the M06-2X/6-31G⁄ level of theory in
one-electron oxidized single-stranded Ade stacks from
dimer to octamer, and of Gua stacks from dimer to tri-
mer (Kumar & Sevilla, 2011). In the latter report, the
hole in the multimeric Ade stacks was found largely
localized on Ade2, whereas, as experimentally estab-
lished (Hall, Holmlin, & Barton, 1996; Saito et al.,
1995; Saito et al., 1998), it was preferentially located on
Gua1 in the Gua–Gua–Gua trimer.

The present study focuses on the theoretical evaluation
of the vIPs, and of the charge and spin density distribu-
tions, of single- and double-stranded homo-nucleobase
stacks with up to 10 stacked bases or 8 stacked base pairs,
in the three standard DNA conformations A, B, and Z.
Although several reports have already been published on
calculations of these features on single nucleobases
or short stacks, calculations on such long single- and
double-stranded nucleobase stacks have, to the best of our
knowledge, not yet been extensively and systematically
performed. Moreover, the effects of DNA conformation
on these features had not been thoroughly analyzed either.
These calculations allowed us to demonstrate consistent
and interesting findings and trends, which could not be
seen on shorter molecules.

Computational methods

In a first stage, the four nucleobases Ade, Cyt, Gua, and
Thy were considered separately. Their sugar cycle and
phosphate group were omitted, and the glycosidic bond
was replaced by a hydrogen atom. Their initial geome-
tries were taken from the molecular-modeling program
package Insight 2000 (Accelrys Inc.). These geometries
were then optimized at different levels of calculation:
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Hartree-Fock (HF) (Roothaan, 1951), second-order
Møller-Plesset perturbation theory (MP2) (Møller &
Plesset, 1934), and three different hybrid DFT methods,
named BLYP (for Becke-Lee-Yang-Parr) (Becke, 1988;
Miehlich, Savin, Stoll, & Preuss, 1989), B3LYP (for
Becke, 3-parameter, Lee-Yang-Parr) (Lee, Yang, & Parr,
1988), and M06-2X (Zhao & Truhlar, 2008). In conjunc-
tion with these methods, several basis sets for atomic
orbitals were used: the split-valence polarized basis sets
6-31G⁄ and 6-31G⁄⁄ (Ditchfield, Hehre, & Pople, 1971;
Hariharan & Pople, 1973), as well as 6-311++G⁄⁄ that
has in addition double diffuse functions (Clark, Chandra-
sekhar, Spitznagel, & Schleyer, 1983; Frisch, Pople, &
Binkley, 1984). The Gaussian 09 program suite (Frisch
et al., 2010) was used for these, and all subsequent, cal-
culations. The energy in gas phase of all these optimized
geometries was then computed, both for the neutral spe-
cies and for the radical cationic species, with one missing
electron, that adopts the same geometry as the neutral
molecule. All calculations on cationic molecules were
performed with restricted open-shell procedures, which
prevent spin contamination problems. Note that the indi-
cator of the quality of treatment of this problem, that is,
the total spin-squared operator hS2i, was systematically
checked in all calculations on DNA•+ cation radicals. The
values of hS2i turned out to be always equal to the
expected value of 0.75.

To compute the vIP in gas phase of the four individ-
ual nucleobases, we used two methods. The first calcu-
lates the vIP as the difference between the energy of the
radical cationic species and of the neutral species, both
adopting the optimized geometry of the neutral molecule.
The second estimates the vIP as minus the energy of the
HOMO level of the neutral closed-shell molecule, calcu-
lated at HF level of theory, according to Koopman’s the-
orem (Koopmans, 1934). We also tested the equivalent
approximation with the MP2 and DFT levels of theory,
which include electron correlation effects (Maksic &
Vianello, 2002; Politzer & Abu-Awwad, 1998; Salzner &
Baer, 2009; Stowasser & Hoffmann, 1999).

In a second stage, we considered the four types of sin-
gle-stranded homo-nucleobase stacks, that is, poly-Ade,
poly-Cyt, poly-Gua, and poly-Thy, from dimer to decamer
in standard A- and B-conformation. We also considered
the corresponding double-stranded homo-nucleobase
stacks, poly-Ade =Thy, and poly-Gua≡Cyt, from dimer
to octamer. Single-stranded and double-stranded nucleo-
base stacks with alternating Gua and Cyt bases, that is,
poly-Gua/Cyt and poly-Gua ≡Cyt/Cyt ≡Gua, in standard
Z-DNA conformations, were also analyzed; like for the
A- and B- conformations, dimers to decamers were con-
sidered for single-stranded stacks and dimers to octamers
for double-stranded stacks. The energy calculations were
performed with the method and basis set that gave the best
results on the individual nucleobases and provide the best

compromise between accuracy and time consumption, that
is, M06-2X and 6-31G⁄, as discussed in the results
section.

The geometries of the nucleobase stacks were built
with Insight 2000 (Accelrys Inc.); they are based on early
fiber X-ray diffraction studies by Arnott and co-workers
(Arnott, 1970; Arnott, Hukins, Rubin, Brennan, &
Sundaralingam, 1972; Arnott et al., 1972). The global
geometry of these stacks was not optimized, but rather,
the isolated nucleobases, individually optimized at the
M06-2X/6-31G⁄ level, were superimposed onto the origi-
nal bases forming the stacks, so as to minimize their root
mean square deviation of atomic positions using the
U3BEST algorithm (Kabsch, 1976). These optimized
bases were hence taken to replace the original nonoptim-
ized ones in the stacks. The Cartesian coordinates of the
structures so obtained are given as PDB files (Berman
et al., 2000) in the Supporting Information section.

The gas phase energies of the single-stranded and
double-stranded stacks of optimized nucleobases, for the
neutral and radical cationic species, were calculated at
the M06-2X level with the 6-31G⁄ basis set, using the
same geometry for both species. Convergence problems
of energy calculations were observed for the cationic
state of some of the longer single-stranded and double-
stranded nucleobase stacks. To avoid these problems, we
used the wave function obtained for the neutral species,
stored in the checkpoint file, as initial guess for the cat-
ionic state wave function. Moreover, we performed the
energy calculations on the cationic species in two steps:
first, we applied the simple 6-31G basis set and then
used the resulting wave function as initial guess for a
refined calculation using the 6-31G⁄ set.

To calculate the vIP in gas phase of all considered
nucleobase stacks, we used the method that works best
for the individual nucleobases, which consists of consid-
ering the difference between the energy of the radical
cationic species and of the neutral species, both adopting
the (partially) optimized geometry of the neutral mole-
cule. Finally, the charge distribution on the cationic mol-
ecules was estimated from the Mulliken population
analysis (Mulliken, 1955). Similarly, the spin density,
defined as the density difference of electrons of α-spins
and β-spins, was also estimated from the Mulliken popu-
lation analysis.

The omission of the sugar-phosphate backbone in all
our calculations is primarily justified by the fact that
their inclusion would require so much additional com-
puter time and computer memory that the calculations on
the long molecules considered here would be basically
impossible. Besides this pragmatic reason, we have more
fundamental justifications. In particular, calculations on
Cyt and Thy indicated that the ionization energy is
strongly affected by the presence of the sugar and phos-
phate moieties in gas phase, but much less upon bulk
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hydration, due to the screening ability of the aqueous
solvent (Slavíček, Winter, Faubel, Bradforth, &
Jungwirth, 2009). Moreover, ab initio calculations and
experimental data showed that the lowest ionization
pathway originates from the nucleobase rather than
sugar-phosphate backbone (Fernando et al., 1998;
Slavíček et al., 2009).

We also chose to disregard the solvent and to per-
form all calculations in gas phase, although solvation is
described as impacting the electronic properties of DNA
molecules (Cerón-Carrasco, Requena, Perpète, Michaux,
& Jacquemin, 2010). We made this choice primarily to
reduce computing requirements, but also because gas
phase calculations appear suitable for comparing the vIP
values of various nucleobase stack sequences and confor-
mations. Indeed, calculations on individual nucleobases
highlighted the effect of the solvent in lowering the vIP
values while maintaining the relative ordering between
the bases (Cauët, Valiev, & Weare, 2010; Close, 2004).
Moreover, as discussed above, dropping both the sugar-
phosphate backbone and the solvent have opposite
effects that tend to cancel out (Slavíček et al., 2009).

Results and discussion

VIP of individual nucleobases

We first proceeded to the identification of an appropriate
level of theory to properly compute the vIPs of isolated
nucleobases, for which experimental data are available.
Figure 1a shows the vIPs of the four nucleobases,
computed as the energy difference between neutral and
radical-cationic species with the same geometry, at differ-
ent levels of calculation and with different basis sets.
These results are compared with the experimental vIP
ranges taken from the literature (Dougherty & McGlynn,
1977; Dougherty, Wittel, Meeks, & McGlynn, 1976;
Dougherty, Younathan, Voll, Abdulnur, & McGlynn,
1978; Hush & Cheung, 1975; Lauer, Schäfer, &
Schweig, 1975; Lias et al., 1988; Lin et al., 1980a; Lin
et al., 1980b; Orlov, Smirnov, & Varshavsky, 1976;
Padva, O’Donnell, & LeBreton, 1976; Roca-Sanjuán
et al., 2006; Urano, Yang, & LeBreton, 1989; Yu, Peng,
Akiyama, Lin, & LeBreton, 1978).

HF and BLYP calculations with a medium-size basis
set (6-31G⁄ and 6-31G⁄⁄) were found to underestimate
vIP values by about 1 eV on average, in accordance with
previous works (Cauët et al., 2006; Crespo-Hernández
et al., 2004; Roca-Sanjuán et al., 2006). MP2 and
B3LYP with the same basis sets also gave
underestimated vIP values, by about 0.5 eV. When
adding diffuse functions to the basis set, in particular
when using 6-311++G⁄⁄, calculations at the MP2 and
M06-2X levels gave better results but now slightly
overestimate the vIPs: such overestimation occurs for

two of the four nucleobases with MP2, and for three
with M06-2X. The best results were obtained with
M06-2X coupled to the medium-size basis sets 6-31G⁄

or 6-31G⁄⁄. Indeed, the vIPs of Ade, Cyt, and Thy are
in the range of experimental vIPs and the vIP of Gua is
underestimated by 0.1 eV only. Basically, no difference is
observed between the basis sets 6-31G⁄ and 6-31G⁄⁄

combined with M06-2X.
We thus use in all subsequent calculations the hybrid

DFT method M06-2X with the simplest of the two basis
sets, 6-31G⁄. Note that this result is in agreement with pre-
vious findings demonstrating that the M06-2X method, a
DFT method with 54% HF exchange contribution, is
effective for accurately estimating energies of stacked
DNA base pairs (Gus, Wang, Leszczynski, Xie, & Schae-
fer, 2008; Hohenstein, Chill, & Sherrill, 2008; Kumar &
Sevilla, 2011), as well as electron affinities and ionization
potentials for DNA bases (Paukku & Hill, 2011).

Not only is M06-2X/6-31G⁄ the best of the methods
tested for our purposes, it is also less computer time-
and memory consuming than MP2. This advantage is
not clear for individual nucleobases, but it becomes obvi-
ous when considering large DNA stacks in various con-
formations, for which MP2 calculations are unable to
converge on our computer cluster.

Finally, we also tested the approximation of calculat-
ing the vIPs as minus the HOMO energy of the (closed-
shell) neutral species. The results are given in Figure 1b.
Not any of the hybrid DFT calculations give satisfactory
results; they all strongly underestimate the vIPs, in
agreement with previous tests (Maksic & Vianello, 2002;
Politzer & Abu-Awwad, 1998; Salzner & Baer, 2009;
Stowasser & Hoffmann, 1999). MP2/6-31G⁄ and MP2/6-
31G⁄⁄ calculations do better but are not in the
experimental range (Maksic & Vianello, 2002).
MP2/6-311++G⁄⁄ calculations fall in the experimental
range for two of the four nucleobases, and so do
HF/6-31G⁄, and HF/6-31G⁄⁄ calculations. The HOMO-
based approach with MP2/6-311++G⁄⁄, HF/6-31G⁄ and
HF/6-31G⁄⁄ calculations performs thus well for estimat-
ing vIPs, but not as well as the straightforward method
described above, consisting of computing the difference
between the energies of the cationic and neutral species
with M06-2X/6-31G⁄. Note, however, that the HOMO-
based method has the advantage of being much faster –
it does not require computing the energy of the radical
cationic species. In spite of this advantage, and given
that the cationic state calculations are in any case neces-
sary to study the charge and spin density distributions,
we continue to estimate the vIPs as the energy difference
between cationic and neutral species, using M06-2X/6-
31G⁄. This choice is, moreover, also motivated by the
fact that HF calculations are known to be inadequate for
estimating dispersion energies and hence stacking inter-
actions (Hobza, Šponer, & Polasek, 1995). This is an
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obvious shortcoming for our purposes, which cannot be
detected from calculations on individual bases, and defi-
nitely disqualifies HF.

VIP of poly-nucleobase stacks

The vIPs for single-stranded poly-Ade, poly-Gua, poly-
Cyt, poly-Thy and poly-Gua/Cyt stacks, consisting of
one to ten stacked nucleobases, were computed at the

M06-2X level using the basis set 6-31G⁄. The results are
given in Figure 2a and Table S1 of Supporting Informa-
tion. Clearly, nucleobase stacking significantly lowers the
vIP values in all the modeled stacks. The vIP decreases
as the length of the stacks increases, but the decrease is
strongest for shorter stacks, in agreement with previous
calculations (Kumar & Sevilla, 2011; Saito et al., 1995;
Saito et al., 1998; Sugiyama & Saito, 1996). The

Figure 1. Vertical ionization potential computed (a) as the difference between the energies of the radical-cationic and neutral species
in the same geometry and (b) as minus the HOMO energy of the neutral species, at different levels of theory and with different basis
sets.
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Gua-stacks reach by far the lowest vIPs (6.3 eV for
the decamer in A-form), followed by Ade-stacks (7.1 eV
for the decamer in both forms), Cyt-stacks (7.3 eV
for the decamer in B-form), and Thy-stacks (7.6 eV for
the decamer in A-form). For Gua- and Thy-stacks, the
A-forms reach lower vIPs than the B-forms. For
Ade-stacks, both forms yield the same vIPs, whereas for
Cyt-stacks, the B-form yields lower vIPs than the A-
form. The Gua/Cyt-stacks, in Z-conformation, yield vIPs

in the same range as Ade-stacks for short strands, and as
Cyt-stacks for longer strands. Here, the vIP’s decrease
with length is less pronounced: it decreases when a Gua
base is added, and remains almost constant when a Cyt
base is added.

Both the nucleobase sequence and conformation are
thus found to affect the vIPs. However, the vIP variation
due to sequence changes are larger than those due to
conformational changes, at least for the sequences and

Figure 2. Vertical ionization potential for homo-nucleobase stacks in standard A-, and B-conformation, and for alternating Gua/Cyt
nucleobase stacks in standard Z-conformation, computed at M06-2X/6-31G⁄ level of theory. (a) single-stranded nucleobase stacks
from monomer to decamer; (b) double-stranded nucleobase tracts from monomer to octamer.
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conformations tested. Indeed, the largest vIP difference
observed between two sequences is equal to 1.3 eV and
occurs between decameric poly-Gua and poly-Thy
stacks, whereas the largest vIP differences observed
between two conformations is 0.4 eV and occurs between
decameric poly-Cyt stacks in A- and B-form. The
conformation can thus roughly be estimated to influence
vIPs three times less than the sequence. Note that a
previous computational study had reported a smaller vIP
difference (0.04 eV instead of 0.12 eV) between A- and
B-form for a di-nucleobase pair Gua ≡Cyt stack, using
HF level of theory and Koopman’s theorem (Sugiyama
& Saito, 1996). Here, on the basis of an exhaustive anal-
ysis on much longer nucleobase stacks, and with an
appropriate level of theory for studying stacking interac-
tions, we highlighted a significant effect of DNA confor-
mation.

The vIPs for double-stranded poly Ade = Thy, poly
Gua ≡Cyt and poly Gua ≡Cyt/Cyt ≡Gua tracts, contain-
ing one up to 8 stacked nucleobase pairs, are depicted in
Figure 2b and given in Table S2. The decrease in the
vIP with the number of stacked bases is similar to that
for the single-stranded stacks: it is quite pronounced for
all stacks except for the Z-form Gua ≡Cyt/Cyt ≡Gua
tracts. B-form Gua ≡Cyt tracts reach the lowest vIPs
(5.7 eV for the octamer), followed by A-form Gua ≡Cyt
tracts (5.9 eV), A-form Ade =Thy tracts (6.6 eV), and B-
form Ade =Thy tracts (6.7 eV). In Z-conformation, the
Gua ≡Cyt base pair has the lowest vIP of all individual
base pairs (7.3 eV), and the octameric Gua ≡Cyt/
Cyt ≡Gua tract reaches ex æquo the highest vIP (6.7 eV).

Clearly, two single-stranded DNA stacks have sepa-
rately higher vIPs than when they are associated to form
a double-stranded tract. For example, a Gua-stack and a
Cyt-stack of 5 nucleobases each, in B-form, have vIPs
equal to 6.8 and 7.6 eV, respectively, whereas the corre-
sponding double-stranded B-form Gua≡Cyt tract has a
vIP of 5.9 eV. Even a single-stranded Gua stack of 10
bases has a higher vIP (6.5 eV) than a Gua ≡Cyt tract of
5 base pairs (5.9 eV). So, the association of two single-
stranded stacks into a double-stranded tract significantly
lowers the vIP.

We observe, thus, a double effect in double-stranded
nucleobase tracts, consisting of the vIP lowering both by
base stacking and by H-bonding to the complementary
strand. The relative strength of these effects can be esti-
mated from individual nucleobases: the vIP values of
Gua and Cyt bases are equal to 7.9 and 8.8 eV, respec-
tively, of a Gua ≡Cyt pair to 7.4 eV, and of a Gua/Gua
and Cyt/Cyt stack to 7.3 and 8.2 eV. Hence, we can esti-
mate the stacking effect to decrease the vIP by 0.6 eV,
and the H-bonding effect to decrease the lowest of the
two bases’ vIP by 0.5 eV. These estimations depend
slightly on the type of sequence and conformation and
diminish with the number of nucleobases involved. We

can, thus, conclude that the effects of stacking and
H-bonding on the vIP’s decrease are of the same order
of magnitude.

Mulliken charge and spin density distributions on
nucleobase stacks

The charge distribution on all the radical-cationic single-
and double-stranded nucleobase stacks was estimated
from the Mulliken population analysis. The spin density,
representing the distribution of unpaired electrons, was
estimated in a similar way.

For single-stranded stacks, the results are given in
Figures 3 and 4a, Table S3 and Figure S1. The charge
distribution basically coincides with the spin density
distribution, up to a few percent at most. It differs accord-
ing to both sequence and structure, but larger variations
are observed according to sequence. The charge is more
localized at the 5′-terminus for Gua-stacks and at the 3′-
end for Cyt-stacks. This tendency is more pronounced for
A-form than for B-form stacks. For Ade- and Thy-stacks,
the charge is quite delocalized over all nucleobases, with
a smaller amount on the terminal bases, especially the 5′
base. For Z-DNA, the partial charges are essentially
located on the Gua bases, with a larger fraction on the 5′-
end Gua.

For double-stranded stacks, the charge and spin den-
sity distributions are given in Figures 3 and 4b, Table S4
and Figure S2. They appeared to be very different from
the distributions on single strands. For Ade = Thy tracts,
the charge is essentially distributed over the whole Ade-
strand, with a smaller amount on the 3′-Ade and even less
on the 5′-Ade. On the Thy-strand, the bases carry a very
small positive, vanishing, or even negative charge. For
Gua ≡Cyt tracts, a small but non-negligible fraction of
the positive charge is distributed almost evenly on the
Cyt-strand. Yet, the vast majority of the charge is on the
Gua strand, mostly toward the 5′-end. The maximum of
the distribution is on the first Gua for the dimer, on the
second Gua from trimer to pentamer, and on the third
Gua from hexamer to octamer in B-form tracts; for A-
form tracts, the maximum remains on the second Gua.
The Gua base at the 3′-end even carry a slightly negative
partial charge for the longer stacks. Note finally that the
charge delocalization is somewhat more pronounced on
the B-form than on the A-form for Gua ≡Cyt tracts and
that the opposite is observed for the Ade = Thy tracts.

For the double-stranded Z-form nucleobase tracts, the
charge is essentially localized on the two 5′-terminal Gua
bases for tracts with an even number of nucleobase pairs,
and on the 5′-terminal Gua and somewhat on the 3′-ter-
minal Gua for tracts with an uneven number of base
pairs. Some bases, mostly cytosines but sometimes gua-
nines, carry a small negative partial charge.

The spin density distribution is significantly different
from the charge distribution in double-stranded tracts, in
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contrast to what is observed for single-stranded stacks.
Indeed, although both strands carry a – although uneven
– part of the charge, only one of the strands carries the
spin density, for homo-base pair stacks. More precisely,
the spin density is basically exactly zero on the
Thy-strand of all the considered Ade =Thy tracts, and on
the Cyt-strand of all the Gua ≡Cyt tracts in A- and

B-form. Hence, according to our calculations, only the
Ade- and Gua-strands show chemical reactivity. In
the Z-form tracts, there is also an important difference
between charge and spin density distributions: both are
distributed over the two strands, but exclusively on Gua
bases for the spin and with some small part on the Cyt
bases for the charge.

(a)

(b)

Figure 3. Mulliken charge and spin density distribution (in %) of B-form single-stranded homo-Gua and Cyt stacks, from one to 10
bases, and of B-form double-stranded Gua ≡Cyt tracts, from one to 8 base pairs, calculated at M06-2X level of theory with 6-31G⁄

basis set; n indicates the number of successive bases for single strands and of base pairs for double strands; for double strands, the
densities are given for the first strand, from 5′ to 3′, on white background, and then for the second strand, from 5′ to 3′, on gray
background. (a) Charge density; (b) Spin density.

Ionization potential of nucleobase stacks 539



The delocalized nature of the electron hole distribu-
tion is supported by numerous experimental and theoreti-
cal works (Barnett et al., 2001; Blancafort & Voityuk,
2006; Bravaya, Kostko, Ahmed, & Krylov, 2010;
Conwell & Basko, 2001; Conwell, 2005; Golubeva &
Krylov, 2009; Henderson, Jones, Hampikian, Kan,
& Schuster, 1999; Improta, 2008; Kubar & Elstner,
2009; Kumar & Sevilla, 2011; Kurnikov, Tong, Madrid,
& Beratan, 2002; Lange & Herbert, 2009; Lewis, Chea-
tham, Starikov, Wang, & Sankey, 2003; Santoro, Barone,
& Improta, 2009; Schuster, 2009; Shao, Augustyn, &
Barton, 2005; Steinbrecher, Koslowski, & Case, 2008;
Voityuk, 2005). Being the most easily oxidized base,
Gua-stacks have been the most studied. In a
double-stranded Gua ≡ Cyt tract of two base pairs, it is

experimentally established that the hole is mainly local-
ized on the 5'-Gua (Hall et al., 1996; Sugiyama & Saito,
1998), in agreement with our calculations. Electron spin
resonance experiments at 77K on Gua =Cyt tracts of
three base pairs also located preferentially the hole at the
5′-Gua, but with significant amounts on the middle and
the 3'-end guanines (Adhikary, Khanduri, & Sevilla,
2009). Our results slightly deviate from the latter find-
ings: in Gua ≡ Cyt tracts of three base pairs, the positive
charge is essentially located on the first two Gua’s, with
a maximum on the second. These discrepancies might
partly be attributed to differences in nucleobase stack
conformations.

Furthermore, a previous computational results on
optimized single-stranded Ade-stacks of 1 to 8 bases

(a)

(b)

Figure 4. Mulliken charge distribution per nucleobase for homo-5-nucleobase stacks in standard A-, and B-conformation, and for
alternating Gua/Cyt 4- and 5-nucleobase stacks in standard Z-conformation, computed at M06-2X/6-31G⁄ level of theory. (a) single-
stranded DNA; (b) double-stranded DNA. The color ramp is given at the bottom of the figure.
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showed a preferential localization of the hole on the sec-
ond Ade base from 5′-end (Kumar & Sevilla, 2011),
whereas we found it rather evenly distributed over the
whole length of the stack except the terminal bases. The
difference can be attributed to the fact that these authors
use optimized B-form stacks and, moreover, optimize
both the neutral and cationic species; this interpretation
is again consistent with our findings that the charge dis-
tribution varies according to the conformation of the
stacks.

We also analyzed the charge distribution on the dif-
ferent atoms that constitute the nucleobases. Figure 5
and S3 show the difference in charge distribution
between the charged and neutral molecular species. In
double-stranded Gua ≡Cyt tracts, the additional positive
charge carried by the cationic species is mostly located
on the H-atom attached to C8 of Gua, on the O-atom
linked to C6 and on N2 and N3. Some differences are
visible according to whether DNA is in A- or B- or Z-
conformation, or according to the position in the stack.
For example, the N7 and/or C5 atoms carry an extra
positive partial charge on the nucleobases that carry such
a charge and carry a negative partial charge otherwise
instead of being neutral like other atoms. In double-
stranded tracts, the Cyt bases carry no charge, but in sin-
gle-stranded stacks, they carry the extra positive charge
on the extracyclic O- and H-atoms except those linked to
N4–C4, and on the N3 atom and sometimes the N1 and
C5 atoms of the cycle.

Finally, note that most of our results are in agreement
with existing experimental data and previous calculations
and those that are not may be attributed – at least in part
– to different calculation levels or to the fact that the
studied conformations are not identical, which, as we
have shown, may entail significant variations of the elec-
tronic properties.

Concluding remarks

We found that the M06-2X hybrid density functional the-
ory with the 6-31G⁄ basis set is particularly suitable for
the calculation of the properties resulting from one-elec-
tron oxidation, as previously noted (Paukku & Hill,
2011). This level of theory allows obtaining reliable vIP
values, as compared to experimental values obtained for
individual nucleobases, in a relatively short computa-
tional time. All the molecules we consider are built from
individual nucleobases whose structures are optimized at
M06-2X/6-31G⁄ level of theory. In contrast, we chose
not to optimize the stacks themselves, but to use the
stacks modeled in standard conformations. Indeed, the
optimization of stacks in the absence of the sugar-phos-
phate backbone and the solvent are likely to lead to
unphysical structures that may be very different from the
standard conformations. Note that another approach
developed to select relevant geometries and to monitor
their fluctuations is based on molecular dynamics simula-
tions (Svozil, Hobza, & Šponer, 2010).

Our main conclusion is that the vIPs are not only
extremely sensitive to the nucleobase sequence, but also
depend significantly on the conformation. For single-
stranded stacks, differences of 0.2 eV are observed
between A- and B-forms Gua- or Thy-stacks of 10 bases,
and of 0.4 eV for 10-base Cyt-stacks. For double-
stranded tracts, the difference between A- and B-forms is
of 0.3 eV for 8-base pair Gua ≡Cyt tracts, and of 0.1 eV
for Ade =Thy tracts. We must emphasize, however, that
the vIPs depend less crucially on conformation than on
sequence. Indeed, differences of 1.3 eV are observed
between single-stranded 10-base Gua- and Thy-stacks,
and of 1.0 eV between double-stranded 8-base pair
Gua ≡Cyt and Ade = Thy tracts.

Similarly, the charge and spin density distributions
on the cationic species vary with both sequence and

Figure 5. Difference in charge distribution between the radical-cationic nucleobase stacks and the corresponding neutral stacks: 4-
nucleobase stacks in B-conformation. The figures are drawn using PYMOL (DeLano, 2002). Left: double-stranded Gua≡Cyt tract;
middle: single-stranded Gua-stack; right: single-stranded Cyt-stack. The color ramp used is depicted at the bottom of the figure.
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structure. For single-stranded stacks, the charge is high-
est at the 5′-terminus for Gua-stacks, and at the 3′-termi-
nus for Cyt-stacks. For Ade- and Thy-stacks, it is
basically distributed over all bases. Variations of these
trends are observed between the A- and B-forms. For Z-
form Gua/Cyt stacks, the densities are essentially local-
ized on Gua bases, with a preference for those positioned
near the 5′-end. For double-stranded tracts, the charge is
almost completely distributed on the Gua strand for
Gua ≡Cyt tracts, and on the Ade strand for Ade =Thy
tracts; the Thy strand is even slightly negatively charged.
For Z-form tracts, it is preferentially located on the Gua
bases situated at the 3′-end and especially at the 5′-end.
The distributions of charge and spin densities are very
similar for single-stranded stacks, but display significant
differences for double-stranded tracts. For example, the
spin density is equal to zero on the Thy- and Cyt-strand
of Ade =Thy and Gua ≡Cyt tracts, both in B- and in A-
form, and on the Cyt-bases of the Z-form tracts, which
is not the case for the charge density. The localization is
thus much more clear-cut for spin density – and thus for
chemical reactivity – than for charge.

In conclusion, our results show that the vIP, charge
and spin density distributions change along DNA strands
or duplexes as a function of the nucleobase sequence, in
agreement with earlier findings. This may be viewed as
a spatial dependence: given a DNA molecule with a spe-
cific sequence – for example, a genome – the vIP, charge
and spin density vary as a function of the position along
it. The novel result is that, in addition, the vIP, charge
and spin density vary at each position of the DNA mole-
cule according to the conformation – even though this
variation is roughly three times smaller. This may be
viewed as a time dependence: the flexibility of the DNA
molecule, or at least of some regions, entail conforma-
tional variations and thus continuous changes in vIP,
charge and spin density. This time dependence may have
biological implications. Indeed, many transcription fac-
tors modify the conformation of DNA upon binding and
thus its electronic properties. On the other hand, many
transcription factors bind DNA through positively
charged amino acids, often forming cation-π interactions
with the nucleobases (Rooman, Liévin, Buisine, & Win-
tjens, 2002; Wintjens, Liévin, Rooman, & Buisine,
2000); as a consequence, the protein/DNA-binding affini-
ties are affected by the time-varying electronic properties
of DNA.
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