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This study aims to explore the application value of big data technology (BDT) in enterprise information 
security (EIS). Its goal is to develop a risk prediction model based on big data analysis to enhance the 
information security protection capability of enterprises. A big data analysis system that can monitor 
and intelligently identify potential security risks in real-time is constructed by designing complex 
network analysis algorithms and machine learning models. For different types of security threats, 
the system uses feature engineering and model training processes to extract key risk indicators and 
optimize model prediction performance. The experimental results show that the constructed risk 
prediction model has excellent performance on the test set, and its Area Under the Curve reaches 0.95, 
indicating that the model has good differentiation ability and high prediction accuracy. In addition, in 
the multi-class risk identification task, the model achieves an average precision of 0.87. Compared with 
the traditional method, it has remarkably improved the early warning accuracy and response speed of 
enterprises to various information security incidents. Therefore, this study confirms the effectiveness 
and feasibility of applying BDT to EIS risk management, and the successfully constructed prediction 
model provides strong technical support for EIS protection.
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Research background and motivations
Today, with the deepening of globalization and informatization, all walks of life have been deeply embedded 
in the tide of digitalization1–3. To maintain competitiveness, enterprises have accelerated the pace of digital 
transformation, achieving seamless connection and intelligent upgrading of production, operation, sales, 
customer service, and other links4,5. In this process, a large number of business data, user information, and other 
key digital assets flow at high speed in cyberspace, forming an unprecedented data deluge6–8.

At the same time, the accompanying problems of information security (IS) have become increasingly 
prominent9. The means of network attacks are changing with each passing day, seriously threatening the security 
of enterprise core information assets10–12. According to statistics, the amount of economic losses caused by IS 
incidents is staggering every year. Not only that, the incident can also trigger a series of chain reactions such as 
a crisis of trust, legal disputes, and brand reputation damage13–15.

In the face of such a severe security situation, the traditional information security management system 
(ISMS) and technical means are unable to cope with security threats of massive data and dynamic changes16–18. 
This is the moment when big data technology (BDT) comes to the fore. With its ability to efficiently collect, store, 
process, and intelligently analyze large-scale datasets, BDT enables deep insight into security threat patterns, 
predicts risks ahead of time, and takes timely action19–21.

Especially in the field of enterprise information security (EIS), BDT helps to improve security defense 
mechanisms. Moreover, BDT also realizes real-time monitoring, accurate positioning, and intelligent early 
warning of potential security threats through deep integration and analysis of various data sources such 
as network traffic, system logs, and user behavior. Thus, enterprises’ traditional cognition and practice of IS 
prevention and control can be completely changed22–24. However, how to deeply integrate it with the existing 
ISMS of enterprises and construct a new information security management (ISM) architecture that not only 
adapts to the characteristics of the big data era but also takes into account the individual needs of enterprises is 
a task that combines theoretical challenges and practical innovations25.
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Research Objectives and Innovation Point
Building upon the current development frontier of BDT and the actual needs of EIS, this study is committed 
to deeply exploring and mining the innovative application path and implementation strategy of BDT in EIS 
management (EISM). The main objectives are divided into the following points. (1) Theoretical construction: It 
is necessary to systematically sort out the application scenarios of BDT in EISM, and try to construct a set of big 
data-driven ISM models suitable for enterprise environments. (2) Empirical analysis: Typical enterprise cases 
are selected, combined with actual business scenarios, and BDT is used to conduct empirical research on ISM 
to verify its effectiveness in risk identification and security situation awareness. (3) Technical solution design: 
The BDT-based EIS solution is proposed, including the selection of data sources, the design of data processing 
processes, and the establishment of security early warning systems.

In recent years, the importance of risk management in IS has become increasingly prominent, with several 
internationally recognized standards and frameworks providing references for enterprises’ IS risk assessment 
and management. ISO/IEC 27,005 is a standard designed for IS risk management, covering the entire lifecycle of 
risk identification, assessment, treatment, and monitoring. However, its application process is highly dependent 
on manual decision-making and static assessments, which are limited in efficiency when dealing with massive 
and dynamically changing data. The NIST Cybersecurity Framework offers a security management framework 
based on the five stages of “Identify, Protect, Detect, Respond, Recover,” emphasizing rapid response to risks 
through the detection and response modules. However, it still falls short in terms of large-scale real-time 
data processing and dynamic optimization capabilities. In response to the limitations of the aforementioned 
frameworks and research objectives, this study introduces BDT and ML models to design a dynamic analysis 
and real-time response system. Innovative improvements are achieved in the following areas:

1) Enhanced real-time monitoring and anomaly detection capabilities: The system adopts multi-source data 
fusion technology, integrating data sources such as system logs, network traffic, and user behavior. Moreover, it 
combines real-time stream processing technologies like Apache Spark to achieve dynamic analysis and anomaly 
detection of high-frequency data. Compared to the traditional framework’s reliance on periodic analysis reports, 
the system markedly improves the identification efficiency of potential threats.

2) Closed-loop automated response mechanisms: With the aid of intelligent alarm engines and automated 
response modules, the system can quickly trigger isolation, traceback, and recovery operations after threat 
identification. Additionally, optimizing the manual response processes in traditional frameworks into a closed-
loop automated process significantly reduces response time and labor costs.

3) Refined risk prediction capabilities: Through deep learning (DL) models and feature engineering, the 
system can accurately predict the occurrence probabilities of different types of security events. Meanwhile, it has 
combined quantitative indicators to verify its efficiency in multi-class risk identification tasks. This prediction 
capability further strengthens the system’s early warning functions, giving enterprises more time for defense.

4) Broad applicability verified across industries: The effectiveness of the methods has been validated in actual 
cases in industries such as manufacturing, finance, and information technology, distilling universal security 
management strategies.

Literature review
In recent years, in terms of big data-driven IS, many studies have focused on the potential of big data analysis in 
detecting network abnormal behaviors and predicting security events26–28. For example, Alomari et al. (2023) 
used machine learning (ML) algorithms combined with big data platforms to conduct real-time analysis of 
network traffic, effectively improving the accuracy and response speed of identifying malicious activities29. In 
addition, Li et al. (2023) and Sánchez-Zas et al. (2023) improved enterprises’ ability to understand and control 
the overall security environment by implementing a security situational awareness model based on big data30,31.

However, although some achievements have been made in theoretical research and technical application, 
there are still some problems to be solved. On the one hand, when dealing with complex and mixed security 
threats, existing big data security solutions often face problems such as uneven data quality and large noise 
interference, which affect the accuracy of threat detection and prediction32–34. On the other hand, Dhirani et 
al. (2023) and Ke & Sudhir (2023) argued that with the increasing strictness of privacy protection regulations, 
ensuring user privacy and personal IS while utilizing big data to enhance IS was a dilemma35,36. For instance, 
Nguyen & Tran (2023) discussed the impact of jurisdictional differences in global cybersecurity rules, focusing 
on issues arising from international data flows and multinational governance37. Moreover, although many 
enterprises attempted to introduce BDT, in practical operation, the high difficulty of technology integration and 
the prominent problem of data silos were not fully realized the value of big data in the IS field38.

For instance, Gonzalez-Granadillo et al. (2021) pointed out that security information and event management 
systems were widely deployed as powerful tools to prevent, detect and respond to cyber-attacks. These security 
system solutions evolved into comprehensive systems that provided broad visibility to identify high-risk areas39. 
Meanwhile, these systems focused on mitigation strategies designed to reduce the cost and time of incident 
response. Mirtsch et al. (2020) applied Web mining to explore the adoption of ISO/IEC 27,001. They estimated 
a probability model and found that larger, more innovative enterprises were more likely to obtain ISO/IEC 
27,001 certification40. In addition, nearly half of the certified enterprises belonged to the information and 
communication technology services industry. In terms of cybersecurity incidents, Ahmad et al. (2020) drew 
on organizational learning theory to develop a conceptual framework explaining how to better integrate ISM 
and incident response functions. It was found that, in turn, a strong integration of ISM and incident response 
functions created learning opportunities, thereby providing organizations with a security advantage41. This 
advantage included increasing awareness of security risks, compiling threat intelligence, eliminating deficiencies 
in security defenses, assessing the logic of security defenses, and enhancing security responses.
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Overall, the application of BDT in EISM has gradually gained recognition, with many studies indicating that 
big data can effectively improve the detection and prediction capabilities of security incidents. Especially, by 
combining ML algorithms with big data platforms, enterprises can conduct real-time analysis of massive data, 
promptly identifying anomalous behaviors and potential threats. Applications such as network traffic analysis 
and security situational awareness have achieved certain progress. However, despite technological advancements, 
real-world issues persist and require further resolution. Firstly, existing big data security solutions still face issues 
such as unstable data quality and significant noise interference when dealing with complex and variable security 
threats, directly affecting the precision of threat detection.

Secondly, privacy protection and data security have become a prominent contradiction in the application 
of big data. With increasingly strict data privacy regulations in various countries and internationalized data 
governance requirements, how to protect user privacy while effectively using BDT to enhance IS has become a 
significant challenge for enterprises. Particularly in multinational corporations and global operations, the legal 
conflicts between data flow and privacy protection are more complex, and designing a security architecture 
that meets global standards remains an unresolved issue. Furthermore, although BDT has been introduced into 
ISM systems, many enterprises have not fully exploited the potential of BDT in actual operations due to the 
complexity of technology integration and data silo problems.

In view of the above problems, this study aims to fill the following gaps. On the one hand, by combining 
big data and other ML algorithms, the existing security threat detection model is optimized to improve its 
identification ability and accuracy of complex and diverse security threats. On the other hand, based on the 
contradiction between privacy protection and data utilization, how to design a compliant data processing 
process is discussed. This can ensure that the dual goals of privacy protection and IS are achieved in big data 
applications. In addition, given the problem of technology integration and data island, the ISM system based 
on big data architecture is studied. Also, how to break the data island and improve the cross-system and cross-
department data sharing and collaboration efficiency is explored, to provide more intelligent solutions for the 
security management of enterprises. Through these innovations and practices, this study hopes to provide 
enterprises with feasible improvement schemes in the big data security field and promote the technological 
innovation of ISM.

Research methodology
The BDT framework
The BDT framework is a collection of tools and techniques for processing large-scale data42,43. In this study, a 
comprehensive BDT framework based on the Hadoop ecosystem is carefully constructed, which consists of four 
interrelated and progressive core components, aiming to achieve efficient management and intelligent analysis 
of large-scale security-related data. The specific architecture is displayed in Fig. 1:

Figure 1presents the deployment of a distributed log collection system in the data collection phase. They act 
as a real-time data pipeline to continuously capture and transmit raw security event data from diverse internal 
information systems, network devices, server logs, and other security devices within the enterprise. Following 
this, to meet the storage requirements, the Hadoop Distributed File System (HDFS) is chosen as the underlying 
large-scale distributed storage infrastructure44,45. HDFS not only accommodates massive data but also ensures 

Fig. 1.  The BDT architecture.
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data’s high availability and reliability through redundant replication. Additionally, for complex-structured non-
structured and semi-structured data, NoSQL databases are further utilized. Leveraging their flexible data model 
and efficient column-family storage characteristics, they meet various data management needs in different 
scenarios.

In the data processing phase, two complementary technical paths are employed to address diverse business 
scenarios. On one hand, the classical MapReduce programming model is used for batch processing jobs, excelling 
in partitioning large datasets into independent subtasks and parallel execution of data cleaning, transformation, 
and preliminary analysis on cluster nodes46. On the other hand, considering scenarios with high demands for 
real-time and low latency, the Apache Spark framework is introduced to enable real-time response and dynamic 
analysis of security events.

Finally, in the data analysis phase, a range of advanced tools and technologies are fully utilized to uncover 
potential patterns of security threats. For instance, Apache Hive provides a SQL-like query interface for 
structured querying and statistical analysis of processed data, revealing patterns and trends hidden within vast 
amounts of data. Simultaneously, Apache Pig offers a high-level data flow language, simplifying the writing 
and execution of large-scale data processing scripts. Crucially, Spark’s built-in MLlib library and mature tools 
like Mahout are employed for deep learning and ML modeling of pre-processed data. Thus, it develops precise 
threat detection and prediction models, effectively enhancing the recognition and prevention capabilities against 
network security threats. Through the BDT framework, enterprises can achieve efficient processing and analysis 
of massive data, enabling real-time monitoring, threat warning, and rapid response in ISM.

 The architecture of the ISM model
To explore in depth how the BDT framework supports EISM, the following is a detailed analysis of the ISM 
model architecture. This model architecture employs BDT to improve the IS level of enterprises, mainly through 
real-time monitoring, abnormal behavior detection, and risk prediction. The specific model architecture is 
presented in Fig. 2. In the ISM model architecture, risk identification and feature extraction are the core links, 
which run through the data and processing layers. They can provide strong support for subsequent security 
management through the integration and intelligent analysis of multi-source data.

In Fig. 2, a closed-loop is formed between the layers through data flow and feedback, where the upper layers 
depend on the data and analysis results from the lower layers to drive the entire security management process.

This study utilizes data sources such as “system logs,” “network traffic records,” “user behavior,” and “external 
threat intelligence” to support threat detection. (1) System logs leverage log information generated by operating 
systems, applications, databases, etc., to monitor and analyze system activities in real-time, identifying potential 
anomalous behaviors and security vulnerabilities. System logs can provide early signs of attack behaviors, such 
as illegal login attempts, unauthorized access, and more. (2) Network traffic records analyze the incoming and 
outgoing data packets through real-time monitoring of network traffic. Special attention is paid to abnormal 
traffic and data transmission patterns, identifying potential DDoS attacks, network scanning, and other malicious 
activities. Traffic records assist in detecting security threats at the network layer through feature analysis and 
behavior recognition. (3) User behavior data, such as user login activities, access permission changes, and file 
operation records are used to analyze account anomalies. These data help identify whether users exhibit abuse 
of permissions, abnormal logins, and other behaviors, and through behavioral analysis models, determine 
if there are potential internal threats. (4) External threat intelligence data provides information on the latest 
security vulnerabilities, malicious attack activities, and their patterns, aiding in cross-domain threat detection. 
By integrating this intelligence with internal system data for comprehensive threat analysis, the accuracy 
and timeliness of detection are enhanced. These multidimensional data are converged through a distributed 

Fig. 2.  The ISM model architecture.
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collection framework, achieving comprehensive awareness of the system’s operational status and ensuring the 
timeliness and integrity of the data.

In the data preprocessing sub-layer of the processing layer, the initial step involves cleansing and optimizing 
raw data to ensure its suitability for subsequent analysis requirements. Data preprocessing includes multiple 
stages, beginning with filtering the data to remove redundant information unrelated to security events, thereby 
reducing the interference of noise on the model’s analytical results. Subsequently, denoising techniques are 
applied to eliminate unnecessary fluctuations in the data, ensuring stable data quality and enhancing the 
accuracy of subsequent analysis. Additionally, the preprocessing process involves data format conversion 
and standardization to better integrate data from different sources. Standardized data can be unified into 
specific structures or formats, making it more suitable for use in various models and algorithms, ensuring the 
compatibility of multi-source data.

After preprocessing, the data enters the feature extraction sub-layer. At this stage, the system extracts features 
from the processed data that are meaningful for the detection of security threats. These features include, but are 
not limited to, anomalies in user login patterns, changes in access frequency, and anomalies in resource access 
patterns. These features can reveal potential threats in system operations. For instance, unusual login times or 
locations may indicate misuse of user accounts, and frequent access requests may be signs of system scanning 
or penetration testing. Feature extraction helps enhance the model’s precision in identifying potential threats by 
recognizing high-value security information from large volumes of raw data.

Once feature extraction is complete, the process moves to the model training and evaluation sub-layer. In 
this sub-layer, ML and data mining techniques are utilized to construct a security threat detection model. Two 
ML algorithms. Support Vector Machine (SVM) and Random Forest (RF), are employed. SVM is a supervised 
learning algorithm particularly adept at classifying high-dimensional data. In this study, SVM is used as the 
primary classifier. The fundamental concept is to find an optimal hyperplane (or, in non-linear cases, map 
data into high-dimensional space using kernel functions) that can effectively distinguish between normal and 
abnormal behaviors (i.e., potential security threats). The advantage of SVM lies in its ability to handle high-
dimensional data and its strong generalization abilities, making it especially suitable for situations with high 
feature dimensions. During the training phase, SVM utilizes historical data (such as system logs, network traffic 
records, etc.) to learn the characteristics of security events and implement a classification model. The trained 
SVM model can promptly identify potential security threats with new data inputs.

RF is an ensemble learning method that builds multiple decision trees and determines the final classification 
result through a voting mechanism. RF is used in this study to improve the model’s robustness and to select the 
most discriminative feature among multiple security event features. RF algorithms can effectively handle large 
datasets, especially in the face of noisy or redundant characteristics, and can reduce overfitting by integrating the 
results of multiple trees. Through continuous random sampling and feature selection, RF can extract information 
useful for threat identification from high-dimensional complex security event data.

In the process of model training and evaluation, firstly, historical data (such as system logs, user behavior data, 
network traffic records, etc.) are used to train the two models. The data preprocessing and feature extraction sub-
layers ensure the quality and validity of the input data, after which the threat detection model is trained using 
SVM and RF algorithms. The training process continuously optimizes the model’s hyperparameters (e.g. kernel 
type of SVM, number of trees of RF, etc.) to ensure that the model can adapt to different security threat scenarios. 
In the model evaluation phase, many performance indicators (such as accuracy, recall, F1 score, Area Under the 
Curve (AUC), etc.) are employed to evaluate the model’s detection effectiveness. For example, by comparing the 
performance of SVM and RF models on different datasets, these two algorithms’ advantages and disadvantages 
can be analyzed in specific scenarios, thus adjusting and optimizing the model. In the process of continuously 
optimizing the algorithm and adjusting the parameters, the model gradually improves the detection ability of 
security threats. Furthermore, the model can make timely and accurate responses in the face of new and complex 
security events.

By integrating both SVM and RF algorithms, this study not only achieves stable performance across various 
security threat detection scenarios but also effectively addresses the evolving security threats. The results of 
model training and evaluation are passed to the decision layer, where they enter the real-time monitoring 
subsystem for immediate analysis. Within this subsystem, the system conducts statistical analysis of the output 
results from the processing layer to monitor anomalies in networks and systems in real-time. The intelligent alert 
engine can detect and trigger security threat alarms promptly based on predefined thresholds. Once abnormal 
behavior or attack activities are detected, the system immediately sends alerts to security administrators to take 
corresponding defensive measures. During this process, the system can also dynamically adjust security policies. 
For example, based on historical analysis results and real-time security intelligence, the system can automatically 
adjust firewall rules, access control lists, etc., to counter current or potential threats. In addition to these preset 
security measures, the system enhances overall defense capabilities through optimized security policies.

Furthermore, the decision layer includes an emergency response mechanism to handle security incidents 
that occur. Once a security threat is confirmed, the system can automatically initiate response procedures based 
on the type and severity of the security event. These procedures include isolating affected systems, implementing 
repair measures, and even tracking attack paths to determine the source of the attack and its propagation 
methods. This mechanism can be activated automatically or manually, ensuring that in the event of a security 
incident, it can be handled swiftly and effectively, minimizing potential losses and impacts. Through this dynamic 
response mechanism, enterprises can maintain system security and stability in the face of changing security 
threats, ensuring timely responses to various complex security challenges. Through the organic combination and 
seamless connection of these links, the system can realize real-time response, efficient defense, and monitoring 
of IS threats. Thus, it can enhance overall security management capabilities and efficiency in dealing with 
complex threats.
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Ultimately, the visualization and interaction layers are responsible for presenting the final results. The 
visualization display subsystem uses forms such as data dashboards, heatmaps, and network topologies to 
transform complex analysis results into a visual interface that is easy to understand and operate. The interaction 
operation subsystem allows security administrators to customize queries, filter, and drill down for in-depth 
analysis through the interface, and formulate, execute, and adjust security protection strategies based on visual 
results. Through this model architecture, enterprises can more effectively utilize BDT to enhance the efficiency 
and effectiveness of ISM, enabling rapid identification, accurate assessment, and effective response to IS threats.

Threat prediction and management optimization of Big Data-driven EIS
This study adopts a diversified strategy in enterprise management optimization methods, cleverly integrating both 
quantitative and qualitative analysis research paradigms to comprehensively explore and analyze the practical 
effectiveness and challenges of BDT in EISM. The quantitative analysis applies statistical principles and ML 
algorithms to deeply mine large-scale security-related data. By constructing a security threat prediction model, 
specifically a logistic regression model47–49, this study predicts the probability of security events occurring. The 
equation for the prediction model is as follows:

	 y = f(x; θ )� (1)

y represents the probability of the predicted occurrence of a security event. The feature vector x includes a 
series of attributes related to security threats, such as user login behavior, network traffic features, system state 
parameters, etc. θ is the learning parameter of the model, obtained through the training process to achieve the 
optimal solution, reflecting the mapping relationship between features and predicted results. The function f is 
the ML model’s specific expression. The ML model’s training process is illustrated in Fig. 3.

Qualitative analysis focuses on gaining a deep understanding of the causes, mechanisms, and contexts behind 
phenomena. In this study, industry experts and frontline security management personnel are invited for in-
depth interviews to understand how they apply BDT in their practical work, the challenges they face, and their 
evaluations of existing solutions along with improvement suggestions. In the selection of experts, this study pays 
special attention to the industry background and practical experience of the experts. Experts are selected based 
on the following criteria. First, senior security executives with extensive experience in the ISM field are selected, 
including security architects, system security engineers, and heads of IS departments with more than a decade 
of industry experience; Second, academic experts who have made outstanding contributions to the research and 
development of safety technology are invited. These experts have in-depth research in the application of BDT 
technology and the construction of safety management system. To ensure that the selected experts can provide 
representative feedback, all experts come from industries with highly complex security requirements, including 
finance, manufacturing, and information technology. This diverse selection of experts ensures a comprehensive 
understanding of the application needs and challenges of BDT in different industries.

In the process of understanding the insights of experts, a semi-structured interview questionnaire is designed, 
and the interview content revolves around the following aspects. Firstly, experts evaluate the application of BDT 
technology in practical ISM, and explore how they combine BDT for security threat detection, risk assessment, 
and decision support in their work; Secondly, experts share specific challenges they have encountered in applying 
BDT, such as the complexity of data processing, the difficulty of real-time analysis, and compatibility issues with 
existing security management systems. Finally, the experts propose suggestions to improve the existing BDT 
technology solutions, encompassing how to improve the efficiency of data processing, enhance the ability of 
model prediction, and customize the solutions in different industries. To ensure the depth and breadth of the 
interview, the interview time of each expert is limited to about one hour. This can ensure that the experts are free 
to express their views, and provide specific cases and personal experience in real work.

Additionally, in terms of case analysis, representative enterprises from various industry sectors are selected 
for detailed study. The selected cases span multiple domains including manufacturing, financial services, and 
information technology, where these enterprises have high demand and practical experience in ISM. By analyzing 
these enterprise cases, the study examines how they apply BDT technology in actual operations. Concurrently, it 
focuses on the difficulties encountered, resolution strategies, and outcomes during the implementation process, 
thereby distilling general security management strategies applicable to a wide range of industries. The insights 
from these experts and the analysis of enterprise cases provide not only practical insights for this study but 
also help further optimize the BDT model. Thus, it ensures it better meets the security management needs of 
different fields. Firstly, the experts’ suggestions help identify practical obstacles in applying BDT in the security 
management process, providing valuable references for model optimization and subsequent analysis; Secondly, 
the improvements suggested by the experts play a direct role in adjusting and expanding the model’s functions, 
ensuring the research outcomes are closely aligned with industry demands.

Experimental design and performance evaluation
Datasets Collection
The dataset for this study is sourced from five enterprises, covering manufacturing, financial services, information 
technology, and other critical infrastructure sectors. Each enterprise signs a confidentiality agreement and 
performs de-identification processing on the raw data to protect the privacy of the enterprises and individuals. 
The selection criteria for these enterprises include the following. The selected enterprises must span important 
industries such as manufacturing, financial services, information technology, and critical infrastructure to 
ensure the model’s broad applicability in EIS. Enterprises are required to provide ample historical data, especially 
log data regarding security events, such as transaction records, network logs, employee communications, etc., 
which are crucial for model training and testing. The selected enterprises are willing to share anonymized data 
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under strict confidentiality agreements, ensuring the privacy and security of the data. The chosen enterprises 
should have different security needs and challenges to comprehensively assess the model’s performance in 
various operational environments. These criteria ensure that the dataset covers security events from different 
domains. These allow for a comprehensive evaluation of the proposed big data model’s performance across 
multiple industry contexts, thereby ensuring the broad applicability of the research findings. Information on the 
five selected enterprises is presented in Table 1.

In terms of data types, this study constructs a rich and multidimensional dataset; It integrates structured data 
(such as transaction records from Enterprise Resource Planning (ERP) systems), semi-structured data (such as 
logs from web servers and firewalls), and unstructured data (such as employee email communications, social 
media texts, and web camera images). The total volume of the dataset is approximately 100GB, containing over 
500,000 transaction records, millions of network logs, and thousands of unstructured text data. The amount of 
data provided by each enterprise varies, but the overall dataset includes approximately 5,000 to 10,000 security-
related event records from each enterprise. These events cover various security events such as abnormal logins, 
permission changes, data leaks, and attack detections.

Fig. 3.  Training process of the ML model.
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Regarding the feature dimensions, the dataset includes about 50 to 100 features, involving user behavior, 
access patterns, system errors, transaction records, communication content, and more. Each event sample 
typically contains information from multiple dimensions, enabling the model to identify potential security 
risks in different contexts. Additionally, the data collection spans 12 to 18 months, covering different seasons 
and business cycles, ensuring that the model can recognize both long-term and short-term security trends. 
Through this diverse and rich data, the study aims to evaluate the application effects of big data models in 
security management across different types of enterprises, ensuring their good performance across various data 
scales. The multidimensionality and complexity of the dataset are crucial for enhancing the model’s robustness, 
improving the ability to identify security threats, and addressing complex security challenges.

Experimental environment
The technical configuration of the experimental environment is outlined in Table 2:

Parameters setting
Parameter settings are exhibited in Table 3:

Performance evaluation
This study designs a set of evaluation indicators, including accuracy, recall, F1 score, AUC, and Average Precision 
(AP), to measure the efficiency of the IS protection model. Accuracy assesses the proportion of all predictions 
the model correctly predicts; Recall reflects the model’s ability to identify positive (threatening events); F1 score 
is the harmonic average of precision and recall, comprehensively measuring the model’s performance; AUC 
evaluates the model’s overall capability by calculating the classification performance of the model under different 
thresholds; AP provides a more stable evaluation indicator in the unbalanced dataset. Figure 4depicts different 
ISM models’ performance comparisons. The comparison models include rule-based security detection (such as 
signature-based detection techniques)50, AI-driven (SVM)51, collaborative defense52, Dl-based (CNN)53, and 
hybrid security models54.

The comparison results indicate that the proposed big data-based model performs best on several evaluation 
indicators, especially in the accuracy (90.3%) and AUC (0.92) advantages, showing its superior ability in dealing 
with complex security threats. This advantage is due to the ability of big data models to delve into hidden features 

Parameter name Optional range or set value

Learning rate 0.001, 0.005, 0.01, 0.05

The maximum depth of the tree 5, 10, 15, 20

Regularization intensity 0.001, 0.01, 0.1, 1.0

Number of feature selections Top 10, Top 20, Top 30

Table 3.  Parameter settings.

 

Technical configuration items Specific parameters or configurations

Platform hardware Intel Xeon processors and NVIDIA Tesla GPU acceleration card

Storage system A distributed storage system, with a total capacity of PB level

Operating system CentOS 7.9, 64-bit

Big data framework Apache Hadoop v3.2.1, Spark v3.1.2

Database system MySQL 8.0 is applied for relational data storage, and MongoDB 4.4 is used for non-relational data

Actual deployment situation All components are implemented for cluster deployment on the cloud platform

Table 2.  The technical configuration of the experimental environment.

 

Corporate name Industry field
Number of 
employees Data type Remark

Manufacturing Enterprise A Manufacturing 8,000 Transaction records, production data, network logs Transnational enterprise, involving 
multiple national markets

Financial Services Enterprise B Financial service 2,000 Transaction records, customer behavior data, logs Regional financial service providers

Information Technology Enterprise C information technology 1,500 Network security logs, employee communication data Focusing on cloud computing 
services

Energy Enterprise D Critical infrastructure 4,000 Operation records, equipment monitoring data Leading enterprises in the domestic 
energy sector

Medical Startup Enterprise E medical technology 150 Medical data, network communication data Focusing on the field of intelligent 
medical technology

Table 1.  Detailed information on research subjects.
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in data through DL algorithms, overcoming the limitations of traditional models and single AI-driven models. It 
can be found that using BDT can provide remarkable performance gains when handling large amounts of data. 
The reasons are as follows. Firstly, the distributed storage and computing capabilities provided by Hadoop and 
Spark greatly improve the efficiency of data processing; Secondly, ML algorithms based on big data platforms can 
efficiently process multi-dimensional and large-scale data, which traditional technology stacks often struggle to 
handle. Finally, HiveQL and Pig, as big data analysis tools, can simplify the data query and processing process, 
thus further improving the efficiency and effect of model training.

In contrast, the traditional rule-based model lacks flexibility and expansibility, its accuracy and recall are 
low, and it is difficult to deal with complex network attacks. Although the SVM model has strong classification 
ability, especially in feature space, it has limited processing ability for high-dimensional data and is susceptible 
to noise. As a result, its application effect in a complex security environment is not good. The Convolutional 
Neural Network (CNN), as a representative model of DL, has advantages in extracting spatial features. CNN 
can effectively identify potential threats from logs, traffic, and other data. The model’s performance is relatively 
stable, with an accuracy of 87.6%, an AUC of 0.89, and an F1 score of 84.2%. However, the processing of time 
series data is relatively weak, making it difficult to fully meet the needs of real-time security detection.

Collaborative defense models enhance defense capabilities by integrating different security mechanisms, 
with the advantage of being able to handle multiple types of threats simultaneously. However, its accuracy 
(85.3%) and F1 score (86.5%) are relatively low, reflecting that the interplay between multiple defense layers may 
introduce unnecessary complexity, thus affecting precision. Although its recall is high (89.2%), it still faces the 
issue of false positives. The hybrid security model achieves a better balance by fusing different technologies, but 
there is still room for improvement in terms of real-time performance and scalability. Overall, the proposed big 
data-based DL model, through efficient feature extraction and intelligent analysis, has remarkable advantages 
in terms of accuracy and real-time response capabilities, being better equipped to handle dynamic and complex 
security threats.

The key differences, advantages, and limitations of different security models are further compared, as detailed 
in Table 4:

The performance of big data models under different configurations is then assessed based on a series of 
empirical tests and theoretical foundations. The criteria for parameter grouping primarily consider key factors 
affecting model efficiency, including dataset size, the time window length for event detection, and the type of ML 
algorithms used. Parameters are grouped according to dataset size to evaluate the model’s performance when 
dealing with data of different scales. This factor is crucial for understanding how the model copes with large-
scale data in practical applications. The length of the time window is an important factor in time series analysis 
when predicting security events. Different time window lengths are selected to observe the model’s sensitivity 
to temporal changes and how it adapts to different data input frequencies. Parameters related to ML algorithms 

Fig. 4.  Performance comparison of diverse ISM models.
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(such as learning rates or the number of layers and other hyperparameters) are also included in the grouping to 
assess the impact of diverse configurations on the model’s prediction accuracy and efficiency. Selecting only four 
groups of parameters is to maintain appropriate simplicity in the analysis while ensuring coverage of the most 
critical variables affecting model performance. Such grouping can fully reflect the model’s performance under 
various configurations without adding excessive complexity. The big data model’s performance under different 
parameter groups is plotted in Fig. 5:

In Fig.  5, the performance differences of the big data model under diverse parameter combinations are 
observed. For instance, parameter group 1 gets the highest F1 score of 0.87 when the learning rate is 0.01, the 
depth of the tree is 10, the regularization intensity is 0.1, and the feature selection is Top 20. It indicates that this 
parameter group may be one of the best configurations for the big data model. However, although the accuracy 
of parameter group 4 is 92%, the recall is slightly lower, at 86%. It suggests that while pursuing high accuracy, it 

Fig. 5.  Performance of the big data model with various parameter groups.

 

Characteristic Big data model
Traditional rule-
based Model SVM Collaborative defense model CNN

Hybrid security 
model

Model type Based on big data (ML) Based on rule Supervised learning External threat sharing DL Integrating 
multiple models

Data processing Multiple types of data 
(structured and unstructured) Main structured data Structured data External intelligence and logs Image, video, and 

other data
Multiple data 
types

Threat detection 
methods Big Data Analysis and ML Rule-driven 

detection
Based on ML 
classification

Combining external with 
internal testing

Pattern 
recognition

Integration of 
multiple methods

Scalability High, supporting distributed Restricted by rules Secondary Medium, dependent on 
collaboration High High

Adaptability High, supports real-time 
learning Poor adaptability Secondary secondary High High

Real-time processing 
capability

Supporting real-time analysis 
and alerts More restrictions More restrictions High latency Strong Strong

Privacy protection Data sensitization Many privacy issues Limited privacy 
protection Shared data risk Support privacy 

protection
Privacy protection 
needs attention

Table 4.  Key differences between different security models.
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should also pay attention to the balanced performance of the model in terms of recall. The impact of the time 
window on the big data model’s performance is drawn in Fig. 6:

Figure 6 denotes that model performance fluctuates with the change in time window length. For example, 
with a 14-day time window, the model reaches 90% accuracy and an 85% recall, illustrating that the 14-day 
time window may be the most beneficial time scale for the model to catch and predict security threats. The 
contribution of different data sources to the big data model’s performance is suggested in Fig. 7:

Figure 7 illustrates the contribution of different data sources to the accuracy of big data models. Among them, 
system logs play the most significant role in enhancing the accuracy of big data models, with an improvement 
of 5%. System logs provide the model with a wealth of operational historical data, including records of system 
startups, user logins, file accesses, and more. By thoroughly analyzing this log information, anomalies within the 
system can be identified, such as frequent failed login attempts or unauthorized privilege changes. These insights 
offer crucial clues for the early detection of security threats, thereby effectively enhancing the model’s predictive 
abilities. Network traffic records contribute the most to the model’s enhancement, with an accuracy increase of 
8%. These data sources offer detailed information about the flow of packets within the network, encompassing 
the size, type, source, and destination of incoming and outgoing packets. Through in-depth analysis of network 
traffic, the model can detect network-level security threats such as DDoS attacks, malicious scanning, or data 
breaches. The contribution of this data source indicates that monitoring and analysis of network traffic are 
indispensable in threat detection and are key factors in improving overall security protection effectiveness.

External threat intelligence improves the model’s accuracy by 4%. These external data sources include 
real-time information about emerging attacks, vulnerabilities, and malware signatures, typically published by 
professional threat intelligence providers. This intelligence aids in identifying the strategies, techniques, and 
tools of external attackers and cross-referencing this information with behaviors within the internal network, 
thereby enhancing the model’s cross-domain threat detection capabilities. The contribution of these data 
sources reflects the importance of multi-source data in threat detection. Different types of data sources offer 
a multi-dimensional perspective, ranging from system logs to external threat intelligence. By conducting an 
in-depth analysis and integration of the characteristics of these data sources, the model’s detection capabilities 
and prediction accuracy can be comprehensively enhanced. The varying contributions of different data sources 
in security threat prediction indicate that in practical applications, data fusion and analysis strategies must 
be formulated based on specific business scenarios and data characteristics to achieve more precise security 
protection.

Discussion
The above has delved into the application effectiveness of big data models in the IS domain and the extent to 
which they are influenced by several key variables, as evidenced by a series of empirical data analyses. The 
big data-driven security management model, compared to traditional rule-based models and other AI models, 
demonstrates superiority in core indicators such as recall, accuracy, and F1 score. Although traditional rule-based 
security models have been widely used in past applications, they have obvious limitations. Rule-based models rely 
on manually defined security rules and known threat characteristics, which makes them slow and less accurate 
in the face of unknown, complex security threats. For example, traditional signature-based intrusion detection 
systems often cannot cope with new types of attacks, especially zero-day attacks and advanced persistent threats. 
In addition, rule-based models also have problems in real-time and scalability, particularly in large-scale data 
environments, where they often struggle to handle large amounts of complex data. Therefore, although these 

Fig. 6.  The effect of the time window on the performance of the big data model.
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methods have advantages in detecting historical data and known threats, their effectiveness and adaptability are 
limited in a dynamically changing network environment.

In contrast, the big data-driven security management model demonstrates significant advantages, especially 
when dealing with massive, complex, and diverse security data. By utilizing the distributed storage and computing 
power of BDT, the model can process more security data in a shorter time, improving the accuracy and efficiency 
of detection. ML algorithms such as SVM, RF, and DL can self-learn from large amounts of historical data and 
identify potential security threats. This gives big data models unique advantages in detecting unknown threats 
and identifying new attack patterns. This aligns with the viewpoint emphasized in previous research literature 
by Himeur et al. (2023), stating that the data processing capabilities of big data contribute to enhancing threat 
detection efficiency55. It is noteworthy that the model performance reaches its optimum under specific time 
window lengths, a conclusion echoing the critical role of time series analysis in security event prediction as 
indicated in existing research by Kaffash et al. (2021)56. System logs have been confirmed as the most influential 
data source, aligning with recent studies by George (2023) and Vadhil et al. (2021), emphasizing the irreplaceable 
value of internal system logs in identifying potential security threats57,58. Simultaneously, this also serves as a 
reminder for researchers and practitioners to comprehensively consider the integration of various data sources 
to maximize the effectiveness and accuracy of threat detection.

However, big data models also face several challenges in the application process. First, the data quality 
and noise interference remain significant issues, especially when dealing with security data from diverse 
sources and non-uniform formats; Ensuring the accuracy and consistency of data is key to improving model 
performance. Second, privacy protection issues are becoming increasingly severe. With the strictness of global 
privacy protection regulations, how to protect user privacy and avoid data breaches while utilizing big data for 
threat detection has become an urgent problem. Additionally, technical integration and data silo issues limit the 
comprehensive application of big data models in practical operations. Although many enterprises have begun 
to introduce BDT, data silo problems still prevail in the technical implementation process, preventing the full 
potential of big data from being realized.

From a management and practical perspective, big data-driven security management models have 
important application value and practical significance. By effectively integrating and analyzing various data 
sources, enterprises can achieve early warning and real-time response to security threats, greatly improving 
the efficiency and effectiveness of ISM. Moreover, big data-based threat detection models can dynamically 
adjust and optimize to adapt to the constantly changing security environment, thereby better addressing various 
complex cybersecurity challenges. This flexibility and adaptability enable big data models to be widely applied 
in enterprises of different scales and types, providing stronger support for ISM. In summary, big data-driven 
security management models have significant advantages in enhancing the accuracy, real-time responsiveness, 

Fig. 7.  Analysis of the contribution of diverse data sources to the performance of the big data model.
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and adaptability of security threat detection. However, they also face challenges such as data quality, privacy 
protection, and technical integration. Future research should focus on how to address these issues to further 
improve the application value of big data models in the IS field and promote their widespread application in 
practical operations.

Conclusion
This study proposes a big data analysis-based risk prediction model for EIS, which improves the detection 
accuracy and coverage of security threats by mining various data resources. Compared to traditional methods, 
the model performs better in the AUC value, demonstrating stronger discriminative power. The study also 
showcases the advantages of BDT in ISM, effectively integrating and analyzing enterprises’ historical and real-
time data, especially in early warning, anomaly detection, and risk quantification. Experimental results indicate 
that optimizing model parameters and feature engineering markedly enhances model performance, improving 
enterprises’ response speed and decision-making effectiveness to potential risks. Although this study has 
achieved certain results, there is still room for improvement. Future research could explore the impact of different 
industries and company sizes on model performance and design more adaptive security models. Additionally, 
integrating emerging DL technologies, such as graph neural networks and self-attention mechanisms, may 
enhance the model’s performance. This study has limitations in data quality and dataset representativeness. 
Future work should expand the dataset and optimize verification and testing methods to ensure the model’s 
reliability in practical scenarios.

Data availability
The datasets used and/or analyzed during the current study are available from the corresponding author Limin 
Zhang on reasonable request via e-mail zlmin2024@163.com.
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