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A B S T R A C T   

Background: Significant advancements in the field of information technology have influenced the 
creation of trustworthy explainable artificial intelligence (XAI) in healthcare. Despite improved 
performance of XAI, XAI techniques have not yet been integrated into real-time patient care. 
Objective: The aim of this systematic review is to understand the trends and gaps in research on 
XAI through an assessment of the essential properties of XAI and an evaluation of explanation 
effectiveness in the healthcare field. 
Methods: A search of PubMed and Embase databases for relevant peer-reviewed articles on 
development of an XAI model using clinical data and evaluating explanation effectiveness pub-
lished between January 1, 2011, and April 30, 2022, was conducted. All retrieved papers were 
screened independently by the two authors. Relevant papers were also reviewed for identification 
of the essential properties of XAI (e.g., stakeholders and objectives of XAI, quality of personalized 
explanations) and the measures of explanation effectiveness (e.g., mental model, user satisfaction, 
trust assessment, task performance, and correctability). 
Results: Six out of 882 articles met the criteria for eligibility. Artificial Intelligence (AI) users were 
the most frequently described stakeholders. XAI served various purposes, including evaluation, 
justification, improvement, and learning from AI. Evaluation of the quality of personalized ex-
planations was based on fidelity, explanatory power, interpretability, and plausibility. User 
satisfaction was the most frequently used measure of explanation effectiveness, followed by trust 
assessment, correctability, and task performance. The methods of assessing these measures also 
varied. 
Conclusion: XAI research should address the lack of a comprehensive and agreed-upon framework 
for explaining XAI and standardized approaches for evaluating the effectiveness of the explana-
tion that XAI provides to diverse AI stakeholders.   
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1. Introduction 

With the revolution of data-intensive information technologies, there has been increased interest in the healthcare field in 
obtaining meaningful insights from the massive amount of clinical data through use of artificial intelligence (AI). Despite attempts to 
make AI models more intelligible, they remain opaque and are seldom employed in clinical practice [1–3]. The expectations of users 
have not been fulfilled due to a lack of transparency in AI models [2]. The challenges in interpreting the inner process of AI algorithms 
can lead to biased outcomes or even dangerous conclusions regarding patient care. For example, IBM Watson for Oncology (WFO) has 
been criticized for suggesting incorrect or harmful medical treatments [4,5]. 

According to the High-Level Expert Group (HLEG) on AI principles, development of a trustworthy AI system that will have a 
beneficial impact on human life requires transparency, human values, governance, and accountability at all stages [6–9]. In addition, 
the General Data Protection Regulation (GDPR) is an important example of Europe’s growing demands regarding explainable artificial 
intelligence (XAI). Data security and privacy laws for all European Union (EU) residents and organizations are enforced by the GDPR 
using personal information for automated decision-making [10,11]. According to its mandate, organizations must disclose how the AI 
algorithm reaches ultimate decisions, so that users can detect any potential bias [12–14]. 

According to the Defense Advanced Research Projects Agency (DARPA), XAI is defined as AI systems that communicate reasoning 
to users, with identification of benefits and drawbacks for prediction of future behavior [13]. XAI techniques are intrinsically suited for 
explaining an AI model developed from massive amounts of complex medical data [15]. This unique aspect of XAI is expected to lead to 
acceleration of data-driven care [5]. 

Ensuring the safety of patients is the primary concern in decision-making processes involving AI in the field of healthcare [16]. 
However, due to concerns regarding the safety of the decisions generated, numerous AI models have failed to instill sufficient con-
fidence in healthcare users [17]. Given that clinical data can be highly distorted and noisy, in addition to its explainability, the 
robustness of an AI model is fundamental for building the trust and acceptance of users [17,18]. The robustness of a model refers to its 
capacity to produce consistent and reliable results, even when there are minor variations in the input data [17,19,20]. 

Although the significance of explainability has generally been acknowledged, only a few studies have proposed criteria for XAI that 
add value to XAI models for users [21–23,23]. In particular, one study suggested three essential properties of XAI: stakeholders, 
objectives, and quality of personalized explanations (see Table 1) [22,25]. 

The DARPA’s XAI program placed emphasis on evaluation of explanation effectiveness [13]. The DARPA also announced specific 

Table 1 
Synthesis criteria and definitions.  

Criterion Definition 

A. Essential Properties of XAI [22] 
a. Stakeholders of XAI 

AI regulators Evaluate an AI system for certification under the legal requirements. 
AI developers Focus on performance optimization, debugging, and validation using a system engineering approach based on root-cause 

analysis. 
AI managers Control an AI system and supervise its compliance. 
AI users Understand explanations and compare the XAI decision-making process to know whether it is accurate, reliable, or 

trustworthy (e.g., physicians). 
Individuals affected by AI-based 

decisions 
Determine whether AI’s decisions are acceptable with the help of explanations (e.g., patients). 

b. Objectives of XAI 
Explainability to evaluate AI Verifies if the system’s behavior is sufficiently understood to uncover potential vulnerabilities. 
Explainability to justify AI Acquires essential knowledge necessary to justify AI, while making illogical judgments. 
Explainability to improve AI Pursues to improve AI by gaining more excellent knowledge of its inner workings and enhancing the system’s accuracy 

and utility. 
Explainability to learn from AI Enables learning from AI when explanations acquire a lot of information on how AI works and what it achieves. 
Explainability to manage AI Facilitates the implementation of AI into organizational processes and its use in work routines. 

c. Quality of Personalized Explanations 
Fidelity Describes how closely the explanations adhere to the models’ input-output mapping. 
Generalizability Indicates the range of a model that an XAI approach can be explained or applied to. 
Explanatory Power Demonstrates a scope of possible queries that can be responded to. 
Interpretability Explains the degree to which an explanation is understandable to users. 
Comprehensibility Refers to the objective ability of an explanation to help a user complete a task. 
Plausibility Refers to understanding as a subjective measure to accept the explained information. 
Effort Indicates the work necessary to understand an explanation. 
Privacy The extent to which information is obtained, kept, and used. 
Fairness The measure of how equitable an explanation can be delivered. 

B. Measures of Explanation Effectiveness [13] 

Mental model Known as the user’s understanding to examine how users understand an XAI model. 
User satisfaction Identifies the explanations’ clarity and utility. 
Trust assessment Assesses reliability that impacts the user’s performance when hard-edge scenarios are present. 
Task performance Enhances the user’s decisions and task accomplishment. 
Correctability Detects errors and evaluates explanations’ correctness, completeness, and consistency.  
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criteria for measurement of explanation effectiveness: mental model, user satisfaction, trust assessment, task performance, and cor-
rectability (see Table 1) [13]. However, these criteria have rarely been applied to the healthcare sector. The lack of thorough eval-
uations of the explanation effectiveness of XAI models has delayed the broad adoption of XAI techniques [26,27]. 

A systematic review of XAI studies in the field of healthcare that evaluated explanation effectiveness was conducted. The primary 
purpose of this study was to examine the essential properties of XAI and the methods used for evaluation of explanation effectiveness, 
based on criteria suggested in previous studies (see Table 1) [13,22]. This study was conducted in order to provide a broad overview of 
the trends and gaps in development of a successful XAI model in a clinical setting. 

2. Material and methods 

2.1. Data sources and search strategy 

This systematic review was conducted according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses 
(PRISMA) guidelines [28]. A search of the PubMed and Embase databases for potentially relevant studies published between 
January 1, 2011, and April 30, 2022, was conducted. A broad range of keyword-based queries were created for searching titles and 
abstracts (see Appendix A). Duplicates were eliminated after the retrieved articles had been exported into the EndNote reference 
manager. 

2.2. Inclusion and exclusion criteria 

All primary source studies found to be in accordance with the inclusion criteria were initially included: (1) year of publication; (2) 
XAI studies in healthcare; (3) studies on development of an XAI model using clinical data; and (4) studies that evaluated explanation 
effectiveness. Studies that met at least one of the following exclusion criteria were eliminated: (1) duplicate publication; (2) non- 
English-language; (3) non-peer-reviewed primary articles; and (4) review papers. 

2.3. Screening 

Screening of the title/abstract and the full-text article was performed independently by two reviewers (JJ and HL), and discrep-
ancies were resolved by reaching a consensus between the two reviewers. 

2.4. Data synthesis and analysis 

A review of the papers that passed the screening process was performed for identification of the essential properties of XAI and the 
measures of explanation effectiveness adopted in the studies based on the criteria shown in Table 1. In addition, we attempted to 
determine whether a particular property of XAI was associated with a specific measure of explanation effectiveness. 

3. Results 

3.1. Overview of search results 

The literature selection process is depicted in Fig. 1. After conducting a full-text screening based on the inclusion and exclusion 
criteria, only six articles met the purpose of this review as shown in Table 2, out of the initial 586 unique articles. The 340 articles that 
did not mention XAI models or clinical use in the title or abstract were excluded during the title/abstract screening process. In five 
studies, the aim was to develop an explanatory model to assist healthcare providers in diagnosing a patient’s disease [29–33]. The aim 
of the remaining study was to examine the explainability of the model in order to identify variables that have an important influence on 
the prediction results [34]. Four of the six studies utilized publicly available clinical data [29–32], and the other two studies utilized 
electronic health record (EHR) data [33,34]. The studies mainly used image and multimedia data, such as computed tomography (CT) 
scans [33], pathogen images [32], electrocardiogram (ECG) [29,31], ultrasound videos [30], and operation videos [34]. 

Various types of AI algorithms, including the rule-based algorithm [29], K-Nearest Neighbors (KNN) [31], Convolutional Neural 
Network (CNN) [30–32], conventional image processing algorithm [33], and Support Vector Machine (SVM) [34] were used in the 
studies. The performance of the algorithms was presented using accuracy, balanced accuracy, sensitivity or recall, specificity, Positive 
Predictive Value (PPV) or precision, Negative Predictive Value (NPV), F1-score, Area Under the Receiver Operating Characteristic 
Curve (AUROC), Area Under the Precision-Recall Curve (AUPRC), Matthew’s Correlation Coefficient (MCC), and error rate. 

The studies adopted the following explanation approaches: the Permutation Feature Importance (PFI) [31], Local Interpretable 
Model-agnostic Explanation (LIME) [31], SHappley Additive exPlanation (SHAP) [31], faster Region with Convolutional Neural 
Network (R-CNN) [33], Class Activation Map (CAM) [30], Cumulative Fuzzy Class Membership Criterion (CFCMC) [32], 
pseudo-coloring methodology [29], and value permutation and feature-object semantics [34]. Brief definitions of these explanation 
approaches are included in Appendix B. 
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3.2. Essential properties of XAI 

3.2.1. Stakeholders of XAI 
All six studies included an evaluation of the explainability primarily for physicians as the target AI users (Table 3) [30–34]. Only 

one study included comments from patients, individuals affected by AI-based decisions, by presenting the explanations for the XAI model 
[29]. 

3.2.2. Objectives of XAI 
An illustration of four of the five objectives of XAI is shown in Table 1 – explainability to evaluate AI, explainability to justify AI, 

explainability to improve AI, and explainability to learn from AI – were relevant to all six studies [29–34]. In two studies, explanations of 
the XAI model were used for evaluation of the AI decision-making process, determining how the AI algorithm distinguishes between 
normal and abnormal ECG rhythms [29,31]. In the other studies, analysis of images and video clips was performed for diagnosis of a 
specific disease or to predict a particular outcome in order to explain the rationales [30,32–34]. The aim of all of the studies was to 
improve AI by providing more convincing explanations; the intention was to attain additional knowledge through discovery of hidden 
information [29–34]. None of the studies attempted to assess the explainability to manage AI through integration of XAI models into 
actual clinical practice. 

Fig. 1. The PRISMA flow presents identification, screening, and inclusion.  
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Table 2 
Summary of final articles.  

Authors, Year Research aims Data resources Data types Input Output AI methods AI 
Performance 

metrics 

Explainable 
techniques 

Alahmadi, A. 
et al., 
2021 
[29] 

To develop an explainable rule- 
based decision tree classification 
model to automate the detection 
of QT-prolongation at risk of 
Torsades de Pointes (TdP) 

Public dataset, clinical 
trial approved by Food and 
Drug Administration 
(FDA) in 2014 

ECG image data ECG Classification of 
Torsade de Pointes 
(TdP) 

Rule-based 
algorithm 

Accuracy 
Balance 
Sensitivity 
Specificity 
PPV 
F1-score 
ROC (AUC) 
Precision- 
Recall (AUC) 
MCC 
Error rate 

Pseudo-coloring 
methodology 

Born, J. et al., 
2021 
[30] 

To develop an explainable 
classification model for 
differential COVID-19 diagnosis 

Public dataset, 
Lung Point-Of-Care 
Ultrasound (POCUS) 

Ultrasound video 
data 

Ultrasound Classification of 
COVID-19 

CNN Precision 
Recall 
F1-score 
Specificity 
MCC 

CAM 

Neves, I. 
et al., 
2021 
[31] 

To develop an explainable ECG 
classification model on time 
series 

Public dataset, 
Massachusetts Institute of 
Technology-Beth Israel 
Hospital (MIT-BIH) 
Arrhythmia 

ECG image data ECG Classification of 
arrhythmia 

KNN 
CNN 

F1-score 
Precision 
Recall 
AUC 

PFI 
LIME 
SHAP 

Sabol, P. 
et al., 
2020 
[32] 

To develop an explainable 
classification model for 
colorectal cancer diagnosis 

Public dataset, 
Colorectal cancer 
pathology image 

Histopatho-logical 
image data 

Colorectal cancer 
pathology image 
data 

Classification of 
colorectal cancer 

CNN Accuracy 
Precision 
Recall 
F1-score 

CFCMC 

Tan, W. et al., 
2021 
[33] 

To develop an explainable deep 
learning model for the automatic 
diagnosis of fenestral OS 

EHR data, the Fudan 
University 

CT scan image data Temporal bone 
high-resolution 
computed 
tomography (HRCT) 

Classification of 
fenestral otosclerosis 

Conventional 
image processing 
algorithm 

Accuracy 
Sensitivity 
Specificity 
PPV 
NPV 

Faster-RCNN 

Derathé, A. 
et al., 
2021 
[34] 

To explain the previously 
developed prediction model for 
surgical practice quality 

EHR data, the CHU 
Grenoble Alpes Hospital 

Laparoscopic sleeve 
gastrectomy (LSG) 
operation video 
data 

Laparoscopic 
operation videos 

Extraction of the most 
important variables to 
predict the quality of 
surgical practice 

SVM Accuracy 
Sensitivity 
Specificity 

Value- 
permutation and 
Feature-object 
semantics  
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3.2.3. Quality of personalized explanations 
The quality of personalized explanations can be measured using fidelity, generalizability, explanatory power, interpretability, 

comprehensibility, plausibility, effort, privacy, and fairness (Table 1). The accuracy, precision, and recall of AI algorithms were examined 
for assessment of fidelity [29–34]. Determination of interpretability and explanatory power was based on how well an AI model answered 
questions in a human-understandable way [29–34]. Plausibility was confirmed mainly by scoring of the acceptance of XAI explanations 
by users [29–32,34]. By contrast, determination of comprehensibility was based on the average accuracy of the user’s decision per-
formance using the AI model with and without descriptions of XAI [33]. The time required to perform a task is an indication of the 
user’s effort to understand explanations of XAI [31]. None of the XAI studies included discussion of privacy or fairness. Because the six 
studies were designed for application of known explainable techniques rather than development of new ones, generalizability was 
non-applicable. 

3.3. Evaluation of explanation effectiveness 

The five criteria were used in measurement of explanation effectiveness, as shown in Table 3. The most examined measure was user 
satisfaction [29–32,34]. Three articles evaluated task performance [31,32,34] and correctability [30,32,34], and two articles evaluated 
trust assessment [29,32]. None of the six studies included consideration of a mental model. A summary of the details regarding the 
approaches to evaluation of explanation effectiveness is shown in Table 4. A questionnaire survey was used for assessment of the task 
completion time, performance accuracy, usefulness, and typicalness of explanations [30–32,34]. One study compared the diagnostic 
performance of the AI model, clinicians, and clinicians with AI assistance [33]. Opinions on explanations of XAI were discussed openly 
in focus groups or using open-ended questions in four studies [29–31,34]. 

3.4. Association between properties of XAI and measures of explanation effectiveness 

The association between an XAI property of interest and a measure of explanation effectiveness that was applied is shown in 
Table 5. The most common measure for user satisfaction and trust assessment was plausibility of participants’ satisfaction and reliability 
with explanations of XAI [29–32,34]. However, examination of multiple qualities of personalized explanations, including fidelity, 
comprehensibility, plausibility, and effort, was performed for measurement of task performance [31–33]. Users were asked to identify 
errors in XAI explanations that need correcting for evaluation of correctability through fidelity [30,32,34]. 

4. Discussion 

XAI has captured the attention of professionals in the field of healthcare, resulting in the creation of numerous XAI models. XAI 
studies have focused on improving state-of-the-art explainable techniques [35]. However, there is an urgent need for XAI models that 
can be applied to real-world practice [36–38]. This systematic review examined the essential properties of XAI and included an 
evaluation of explanation effectiveness in order to inform efforts to facilitate the use of XAI models in clinical practice. 

Table 3 
Assessments of the essential properties of XAI and the measures of explanation effectiveness.   

[29] [30] [31] [32] [33] [34] 

Essential properties 
of XAI 

Stakeholders of XAI AI regulators       
AI developers       
AI managers       
AI users ✓ ✓ ✓ ✓ ✓ ✓ 
Individuals affected by AI-based decisions ✓      

Objectives of XAI Explainability to evaluate AI ✓ ✓ ✓ ✓ ✓ ✓ 
Explainability to justify AI ✓ ✓ ✓ ✓ ✓ ✓ 
Explainability to improve AI ✓ ✓ ✓ ✓ ✓ ✓ 
Explainability to learn from AI ✓ ✓ ✓ ✓ ✓ ✓ 
Explainability to manage AI       

Quality of personalized explanations Fidelity ✓ ✓ ✓ ✓ ✓ ✓ 
Generalizability N/A N/A N/A N/A N/A N/A 
Explanatory power ✓ ✓ ✓ ✓ ✓ ✓ 
Interpretability ✓ ✓ ✓ ✓ ✓ ✓ 
Comprehensibility     ✓  
Plausibility ✓ ✓ ✓ ✓  ✓ 
Effort   ✓    
Privacy       
Fairness       

Measures of explanation effectiveness Mental model       
User satisfaction ✓ ✓ ✓ ✓  ✓ 
Trust assessment ✓   ✓   
Task performance   ✓ ✓ ✓  
Correctability  ✓  ✓  ✓  
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4.1. Accommodating more diverse stakeholders of XAI 

We found that the reported stakeholders of XAI in the field of healthcare were not a monolithic group, rather each group had 
different expectations for an XAI model [39]. According to the findings of this review, AI users (e.g., physicians, nurses, and phar-
macists) were the primary focus, although fulfillment of several legal, legislative, ethical, social, and technical prerequisites will be 
required before XAI models can be employed in clinical practice [40–42]. Based on these entry requirements, close cooperation be-
tween AI managers, AI regulators, and AI developers is required. In addition, contemporary individuals affected by AI-based decisions (e.g., 
patients, families, and caregivers) can accept innovative medical technologies while requiring adequate explanations for the treat-
ments [43]. Nonetheless, providing user-friendly explanations of XAI that can be easily understood by non-experts remains challenging 
[39,44]. 

4.2. Extended objectives of XAI 

Although application of XAI models within the hospital system has an impact on real-time EHR systems, no studies included in this 
review examined the effects of XAI integration on a clinical pathway. Uncertainty regarding the infrastructure for clinical deployment 
is a significant obstacle to the explainability to manage AI, along with a lack of access to big data or a lack of engagement with clinical 
workflows [45,46]. Furthermore, there are no agreed-upon objectives of XAI, and the criteria presented in this study do not include all 
critical objectives regarding use of XAI in the healthcare system. For example, explanations of XAI can be focused on prevention of 
harmful consequences. Acquiring additional information from explanations of XAI ensures transparency so that errors can be avoided 
[47]. Thus, adding the objective of explainability to control AI can prevent erroneous outcomes and enable debugging, which reduces 
the risk of patient harm [24]. 

4.3. Including data privacy and AI bias in the quality of XAI explanations 

The two requirements – privacy and fairness – were outlined as complimentary notions in the HLEG presented by the Ethics 
Guidelines for Trustworthy AI in 2019 [48,49]. In this review, personal information obtained from clinical data was used for devel-
opment of XAI models. However, none of the studies included an attempt to determine how easily sensitive data could be inferred or to 

Table 4 
Summary of evaluating explanation effectiveness.   

Participant Methods Measurement/Instruments Limitation/Future work 

Alahmadi, A. 
et al., 
2021 [29] 

7 cancer 
patients, 
2 female nurses, 
1 male 
physician 

Two focus group discussions Understandability, 
Usefulness, 
Reliability 
: Guidance for Reporting 
Involvement of Patients and 
Public (GRIPP) reporting 
checklists 

The focus groups included a limited 
number of participants mentioning the 
need for a more diversified clinical 
population. Evaluating explanation 
effectiveness is essential to demonstrate 
the technique’s applicability in clinical 
practice. 

Born, J. et al., 
2021 [30] 

2 physicians A user study 
: a questionnaire and comments 

Scoring of − 3 (the heatmap is 
only distracting) to 3 (the 
heatmap is very helpful for 
diagnosis), 
The average ratio of correctly 
explained patterns 

Explanation parts of the incorrectly 
highlighted visible patterns were detected. 

Neves, I. et al., 
2021 [31] 

1 expert 
cardiologist, 
1 graduate 
medical student, 
1 resident 

A user study 
: an online questionnaire in random 
order of 20 ECGs and free-text 
comments 

Performance accuracy, 
Task completion time, 
Usefulness levels: a 5-point scale, 
Typicalness levels: a 5-point scale 

There was a lack of agreement on 
evaluating the quality of explanations and 
usefulness of model outputs. 

Sabol, P. et al., 
2020 [32] 

14 pathologists A clinical trial 
: a questionnaire 

Objectivity, 
Details, 
Reliability, 
Quality 
: average score 

The broad experiment to include other 
pathologists from varied domains was 
necessary. 

Tan, W. et al., 
2021 [33] 

2 chief 
physicians, 
3 associate chief 
physicians, 
1 attending 
physician, 
1 resident 

An experiment for the diagnostic 
performance assisted by the LNN 
model comparing to otosclerosis-LNN, 
otologists, and XAI-assisted otologists 

Average accuracy, 
Sensitivity, 
Specificity 

During the experiment, otologists often 
combine clinical diagnoses utilizing 
diverse patient information, including CT 
scans, clinical complaints, medical 
records, and audiological examinations. 

Derathé, A. 
et al., 
2021 [34] 

6 experienced 
digestive 
surgeons 

A survey 
: a questionnaire and comments 

Level of agreement with the 
statement for each surgeon 
: a 5-level Likert scale 

Due to the ambiguity of the survey 
questions, the respondents provided 
responses that were inconsistent with the 
question’s intent.  
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what degree XAI explanations were secured. In addition, discovery of health inequalities resulting from a biased dataset that affects 
minorities and for application of equitable treatments is difficult due to the complex nature of health data [50,51]. A previous study 
demonstrated that XAI techniques can be used for detection of bias [52]. For example, a visual analytic system known as FariSight was 
developed for determination of fairness in AI decisions and to explain implicit bias [53]. In other words, measurement of fairness can be 
performed using XAI techniques to safeguard against potential discrimination in the healthcare context [54]. Therefore, fairness of the 
AI model should be regarded as an important quality of the explanation generated by an XAI model in pursuit of health equity. 

4.4. Requiring a standardized approach to the evaluation of explanation effectiveness of XAI 

Non-standardized, heterogeneous methods were used for evaluation of explanation effectiveness in all screened studies. A different 
measurement was utilized in each study for evaluation of explanation effectiveness. The findings of this study, for example, 
demonstrated that in evaluation of the trust assessments, a questionnaire with scoring from 1 to 6 was used in one study [32], and 
another study asked for open comments [29]. Furthermore, although the mental model is one of the most important criteria for 
measurement of explanation effectiveness, particularly when using XAI techniques on users who were unfamiliar with an XAI model, it 
was not considered in any studies [52,55]. 

4.5. Limitations 

Our systematic review has several limitations. First, because the majority of relevant research on XAI has neglected to evaluate the 
effectiveness of the explanation, this review included only six studies. While we were able to assess the essential properties of XAI and 
the measures of explanation effectiveness, six studies were not sufficient for generalization of its characteristics in research on XAI. 
Second, because there was no consensus regarding the essential properties of XAI in the field of healthcare, the screened papers were 
categorized according to the suggested properties of XAI based on the previous research. 

Table 5 
Association between XAI properties and explanation effectiveness measures.  

Essential properties of XAI Measures of explanation effectiveness 

Mental 
model 

User 
satisfaction 

Trust 
assessment 

Task 
performance 

Correctability 

Stakeholders of XAI AI regulators      
AI developers      
AI managers      
AI users  [29] 

[30] 
[31] 
[32] 
[33] 

[32] [31] 
[32] 
[33] 

[30] 
[32] 
[34] 

Individuals affected by AI-based 
decisions  

[29] [29]   

Objectives of XAI Explainability to evaluate AI     [30] 
[32] 
[34] 

Explainability to justify AI   [29] 
[32]   

Explainability to improve AI  [29] 
[30] 
[31] 
[32] 
[34]  

[31] 
[32] 
[33]  

Explainability to learn from AI      
Explainability to manage AI      

Quality of personalized 
explanations 

Fidelity    [33] [30] 
[32] 
[34] 

Generalizability N/A N/A N/A N/A N/A 
Explanatory power      
Interpretability      
Comprehensibility    [33]  
Plausibility  [29] 

[30] 
[31] 
[32] 
[34] 

[29] 
[32] 

[32]  

Effort    [31]  
Privacy      
Fairness       
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5. Conclusion 

This study included a critical review of existing literature on creation of XAI models using clinical data as well as an evaluation of 
explanation effectiveness. The screened papers were evaluated for the essential properties of XAI and the measures of explanation 
effectiveness. Understanding of the complex aspects of XAI is required for implementation of XAI models in healthcare services, which 
may go beyond the properties presented in this review. In addition, ensuring explanation effectiveness is particularly important for 
implementation of XAI in the field of healthcare. Additional efforts are needed for development of a comprehensive and agreed-upon 
framework that explains the core properties of XAI, along with standardized approaches to measurement of the effectiveness of 
explanation produced by an XAI model. 
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Appendix A. Keyword-based queries.  

Database Query Results 

PubMed “explainable artificial intelligence" [Title/Abstract] OR “xai" [Title/Abstract] OR “explainable ai" [Title/Abstract] OR “interpretable ai" 
[Title/Abstract] OR “interpretable artificial intelligence" [Title/Abstract] 

532 

Embase ‘explainable artificial intelligence’:ab,ti OR xai:ab,ti OR ‘explainable ai’:ab,ti OR ‘interpretable ai’:ab,ti OR ‘interpretable artificial 
intelligence’:ab,ti 

350   

Appendix B. Definitions of explainable techniques.  

Explainable techniques Mechanism 

Permutation Feature Importance (PFI) The PFI is a technique for overall interpretability by examining the model score after shuffling a single feature value 
[31]. 

Local Interpretable Model-agnostic 
Explanation (LIME) 

The LIME is a perturbation-based strategy that uses a surrogate interpretable model to substitute the complex 
model locally, providing local interpretability [31]. 

SHappley Additive exPlanation (SHAP) The SHAP is a method for determining how each feature contributes to a specific outcome [31]. 
Faster Region with Convolutional Neural 

Network (R-CNN) 
The faster R-CNN presented the Region Proposal Network [RPN], which speeds up the selective search. RPN 
adheres to the last convolution layer of CNN. Proposals from RPN are given to a region of interest pooling (RoI 
pooling), then classification and bounding-box regression [56]. 

Pseudo-coloring methodology The pseudo-coloring methodology employs a range of colors to represent continuously changing values [29]. 
Class Activation Map (CAM) The CAM uses global average pooling to generate class-specific heatmaps that indicate discriminative regions [30]. 
Value permutation and Feature-object 

semantics 
The permutation of values is analyzed for their impact on predictions, and the most significant variables are then 
translated into statements using feature-object semantics [34]. 

Cumulative Fuzzy Class Membership 
Criterion (CFCMC) 

The CFCMC offers a confidence measure for a test image’s classification, followed by a representation of the 
training image and the most similar images [32].  
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