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A B S T R A C T   

Background: The recent use of artificial intelligence (AI) in medical research is noteworthy. 
However, most research has focused on medical imaging. Although the importance of laboratory 
tests in the clinical field is acknowledged by clinicians, they are undervalued in medical AI 
research. Our study aims to develop an early prediction AI model for pneumonia mortality, 
primarily using laboratory test results. 
Materials and methods: We developed a mortality prediction model using initial laboratory results 
and basic clinical information of patients with pneumonia. Several machine learning (ML) models 
and a deep learning method—multilayer perceptron (MLP)—were selected for model develop
ment. The area under the receiver operating characteristic curve (AUROC) and F1-score were 
optimized to improve model performance. In addition, an ensemble model was developed by 
blending several models to improve the prediction performance. We used 80,940 data instances 
for model development. 
Results: Among the ML models, XGBoost exhibited the best performance (AUROC = 0.8989, ac
curacy = 0.88, F1-score = 0.80). MLP achieved an AUROC of 0.8498, accuracy of 0.86, and F1- 
score of 0.75. The performance of the ensemble model was the best among the developed models, 
with an AUROC of 0.9006, accuracy of 0.90, and F1-score of 0.81. Several laboratory tests were 
conducted to identify risk factors that affect pneumonia mortality using the "Feature importance" 
technique and SHapley Additive exPlanations. We identified several laboratory results, including 
systolic blood pressure, serum glucose level, age, aspartate aminotransferase-to-alanine amino
transferase ratio, and monocyte-to-lymphocyte ratio, as significant predictors of mortality in 
patients with pneumonia. 
Conclusions: Our study demonstrates that the ensemble model, incorporating XGBoost, CatBoost, 
and LGBM techniques, outperforms individual ML and deep learning models in predicting 
pneumonia mortality. Our findings emphasize the importance of integrating AI techniques to 
leverage laboratory test data effectively, offering a promising direction for advancing AI appli
cations in medical research and clinical decision-making.  
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1. Introduction 

Pneumonia is generally recognized as a disease with high morbidity. According to a report from OECD countries, pneumonia 
accounts for 30 % of all respiratory deaths [1]. Pneumonia was the ninth leading cause of death in the United States in 2020, and it has 
been demonstrated that COVID-19 contributed significantly to this statistic [2]. However, it is important to recognize that COVID-19 
pneumonia has unique characteristics that may not fully represent the full spectrum of pneumonia cases. This distinction is critical in 
interpreting the findings and applying them to a broader range of pneumonia types. Furthermore, early assessment of the severity of 
pneumonia, such as through mortality prediction, can help ensure that patients receive optimal care and that limited healthcare re
sources are allocated appropriately. In fact, when the COVID-19 pandemic was declared, an unprecedented medical overload occurred 
worldwide, resulting in many casualties as patients requiring immediate intensive care were not admitted to intensive care units in a 
timely manner [3,4]. 

Recent advances in artificial intelligence (AI) have had a significant impact on medical research, notably on imaging data such as x- 
rays, computed tomography (CT), and magnetic resonance imaging [5,6]. While these imaging tests are highly accurate and infor
mative, their frequency is limited owing to potential side effects associated with patient transportation [7]. Laboratory tests, by 
contrast, are easily accessible, frequently used, and can provide an initial critical assessment of a patient’s condition prior to imaging. 
Early laboratory testing offers several distinct advantages in terms of predicting pneumonia mortality. First, laboratory tests are 
generally accessible and can be performed quickly, providing timely insight into the patient’s physiologic status. This immediacy is 
useful in critical care settings, where rapid decision-making can have a significant impact on patient outcomes. Second, because 
laboratory tests cover a wide range of physiologic parameters, from blood counts to indicators of organ function, they provide a 
comprehensive overview of a patient’s health status. This breadth of data can be extremely useful for risk stratification for premature 
death. Third, laboratory tests are less invasive and less risky than other imaging tests, making them more suitable for repeated 
assessment to monitor disease progression. Despite these advantages, the potential of laboratory tests in AI research is relatively 
unexplored and their application in healthcare AI has not been studied extensively [8]. Several factors contribute to this relative 
neglect. First, the sheer volume and complexity of laboratory data present significant challenges for data processing and model 
development. Second, models developed solely from laboratory data are perceived as lacking interpretability and clinical relevance, 
which may discourage researchers from focusing on this area. Finally, AI applications in healthcare have historically been focused on 
areas with more immediate visual or diagnostic impact, such as imaging [9]. Despite these challenges, the potential of laboratory tests 
to provide valuable insights into patient care is increasingly recognized, highlighting the need for more focused research in this area 
[10,11]. 

In this study, we aimed to develop an AI model for the early prediction of pneumonia mortality; early prediction is defined as the 
model’s ability to predict outcomes based on the initial set of laboratory tests taken within the first 24 h of hospital admission. This 
approach is designed to assist clinicians in making timely and informed decisions regarding the urgency and nature of treatment 
required, potentially improving patient outcomes by facilitating early interventions. 

2. Materials and methods 

2.1. Patients and data collection 

The study included patients aged 19 years and older who were diagnosed with pneumonia and required inpatient treatment at 
Ewha Womans University Mokdong Hospital, a tertiary care hospital, from September 2020 to March 2022. Pneumonia was diagnosed 
through confirmatory diagnostic tests. The following diagnostic tests were used.  

• Chest radiography: pneumonia was identified by the presence of infiltrates or consolidations on chest x-rays. Radiographic findings 
were reviewed and confirmed by an experienced radiologist.  

• Chest CT: if chest radiography was inconclusive, a chest CT scan was utilized for more detailed evaluation. The diagnostic criteria 
for CT included identifying lung glass opacities, consolidation, or other signs suggestive of pneumonia. 

• Sputum culture: microbiologic confirmation was sought through sputum culture, particularly if bacterial pneumonia was sus
pected. Positive culture results indicating the presence of pathogenic bacteria were used to confirm the diagnosis. For patients with 
suspected COVID-19 pneumonia, polymerase chain reaction (PCR) testing for the SARS-CoV-2 virus was used to confirm the 
diagnosis. 

Patients diagnosed with pneumonia but not requiring hospitalization were excluded based on exclusion criteria. We also excluded 
patients with coexisting conditions that could independently affect mortality risk, such as advanced cancer and tuberculosis. This 
retrospective data collection involved extracting relevant information from patient records, with a particular focus on data obtained on 
the day of hospitalization. The following data were collected. Clinical information, which includes basic demographic and clinical data 
such as sex, age, and COVID-19 PCR results, are fundamental to understanding the patient population and potential risk factors 
associated with pneumonia mortality. Vital signs are essential in assessing the overall condition of the patient and include parameters 
such as blood pressure and heart rate. Hematologic parameters include white blood cell count (WBC, × 103/μL), red blood cell count ( 
× 106/μL), hemoglobin (g/dL), hematocrit (%), and related metrics. Hematologic parameters are crucial for indicating infection or 
inflammation, which are common in pneumonia, and can provide insights into its severity and type. Biochemical markers used 
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encompass liver function tests, such as aspartate aminotransferase (AST, IU/L) and alanine aminotransferase (ALT, IU/L); renal 
function tests, such as blood urea nitrogen (BUN, mg/dL) and creatinine (mg/dL); and markers, such as lactate dehydrogenase (LDH, 
IU/L) and C-reactive protein (mg/dL). Biochemical markers help assess the systemic impact of pneumonia and identify complications 
including liver or kidney involvement. Respiratory and metabolic parameters include the arterial blood gas analysis (ABGA), which 
provides essential information about respiratory efficiency and gas exchange, a key concern in pneumonia. The data included a wide 
range of parameters, as summarized in Supplementary Table S1. While the retrospective nature of this study is advantageous for 
accessing a large amount of existing patient data, some challenges and limitations exist. One major challenge is the potential for 
incomplete or inconsistent record keeping, which can affect the completeness and accuracy of the collected data. In addition, historical 
data may not fully capture the dynamic nature of clinical practice and patient care, which changes over time. To mitigate these 
limitations, we applied strict criteria for data inclusion and conducted a thorough review to ensure the reliability and consistency of the 
data used in the model. 

2.2. Data preprocessing 

The 80,940 data instances used in this study consisted of 76 parameters. We acquired 64,388 laboratory results and clinical in
formation samples and 16,552 (20.4 %) missing values were preprocessed as the median value. During the preprocessing step, the 
range of parameters was standardized and scaled using “scikit-learn,” which is a Python library. 

2.3. Feature extraction 

Various features were extracted using the collected data to improve the prediction performance of the model. Feature extraction 
provides new features (parameters) that can be used for AI training, thereby improving prediction performance. We obtained the 
following parameters through feature extraction: absolute monocyte count (AMC, × 103/μL), monocyte-to-lymphocyte ratio 
(monocyte/lymphocyte), AST-to-ALT ratio (AST/ALT), and pulse rate-to-respiratory rate ratio (PR/RR). 

2.4. Model selection and development 

We used several machine learning (ML) models—CatBoost, eXtreme gradient boosting (XGBoost), light gradient boosting machine 
(LGBM), random forest (RF), support vector machine (SVM), and K-nearest neighbor (KNN)—with good classification performance. In 
addition, multilayer perceptron (MLP), a deep learning (DL) method, was used. All collected data, including those generated through 
feature extraction, were split into a training set (80 %) and test set (20 %). K-fold cross validation (n_split:5) was performed to avoid 
data loss during model training and to improve model prediction performance. 

The performance of all the models was evaluated in terms of the area under the receiver operating characteristic curve (AUROC), 
accuracy, precision, recall, and F1-score. In developing the prediction models, AUROC and F1-score were optimized for each individual 
model. AUROC was optimized by tuning the hyperparameters, considering the validation loss during the model training process. In the 
case of MLP, AUROC was optimized by stacking two hidden layers and using a dropout technique. In addition, the F1-score was 
optimized on the data used to develop our model because of the data imbalance between the survival and nonsurvival groups. The F1- 
score is the harmonic average of precision and recall, and it is an important predictive performance evaluation index, as important as 
accuracy and AUROC in evaluating model performance. In this study, F1-score was optimized through a cut-off adjustment for each 
AUROC-optimized model. 

2.5. Utility and calibration 

We used the expected calibration error (ECE) and standardized net benefit (SNB) in model development. The ECE score for cali
bration evaluation is the expected value of the difference between confidence and actual accuracy [12]. A higher ECE score indicates a 
larger difference between the output reliability (pseudo-probability) and the actual model accuracy of the predictions. SNB is a 
state-of-the-art utility metric used to evaluate the performance of a decision model or process in specific situations [13]. 

2.6. Development of ensemble model 

We attempted to improve performance by developing an ensemble model based on a combination of the developed models. The 
AUROC-optimized ensemble model was developed using three models (XGBoost, CatBoost, and LGBM) that exhibited a high AUROC 
and a weighted soft-voting technique using the probability value. To develop the F1-score-optimized ensemble model, we used three 
models (XGBoost, CatBoost, and RF) with a high F1-score, and a hard-voting technique was applied. 

2.7. SHapley Additive exPlanations (SHAP) method 

The SHapley Additive exPlanations (SHAP) method was used to analyze laboratory results to evaluate the impact of feature pa
rameters on pneumonia mortality. The SHAP method is a novel technique that estimates the impact of each feature using a proba
bilistic game rule [14,15]. The SHAP method for MLP decomposes the output prediction of a neural network for a specific input by 
backpropagating all features to extract the contributions of all neurons [16]. Therefore, we obtained the feature impact using the SHAP 
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method for the ML models and MLP. 

2.8. Feature importance 

We extracted the features of the ML models with excellent performance based on their importance using the “Feature importance” 
technique, which allocates a score to the input parameters (features) based on the importance of predicting a target variable 
(mortality). 

3. Results 

This study was conducted between September 2020 and March 2022; it involved 1065 patients diagnosed with pneumonia and 
categorized into survival (877 patients) and nonsurvival (188 patients) groups. 

3.1. Performances of ML and DL models by AUROC optimization 

The AUROC of the developed XGBoost model was the best (0.8989), followed by LGBM (0.8968), CatBoost (0.8962), RF (0.8586), 
and DL (0.8498). In terms of accuracy, XGBoost, CatBoost, LGBM, and RF were the best (0.88), followed by SVM (0.86), DL (0.86), and 
RF (0.85). For the F1-score, XGBoost (0.76) was the best, followed by CatBoost, LGBM, RF (0.74), and DL (0.73). The overall per
formance of XGBoost was the best (Table 1 and Fig. 1). 

XGBoost achieved the best ECE score (0.026), followed by MLP (0.027), LGBM (0.033), CatBoost (0.035), RF (0.037), SVM (0.038), 
and ensemble model (0.040). KNN (0.798) was the best in terms of SNB, followed by CatBoost (0.781), LGBM (0.781), RF (0.781), 
XGBoost (0.776), and ensemble models (0.776). 

3.2. Improved performance of ML and DL models by F1 score optimization 

Cut-off adjustments were performed for each model to optimize the F1-score. Consequently, the AUROC and accuracy were the 
same, and as the precision and recall changed, the F1-score increased. The F1-score increased from 0.76 to 0.80 in XGBoost, 0.74 to 
0.78 in LGBM, 0.74 to 0.80 in CatBoost, 0.72 to 0.75 in SVM, 0.74 to 0.80 in RF, and 0.63 to 0.70 in KNN. The F1-score of MLP also 
slightly increased from 0.74 to 0.75 (Table 2 and Fig. 1). 

3.3. Performance of ensemble model 

To improve AUROC, we developed an ensemble model using three models (XGBoost, CatBoost, and LGBM) with excellent AUROC. 
We used a weighted soft-voting technique that differentially assigns weights to the results of the three models, resulting in an AUROC 
of 0.9006, which was the highest among the models we developed (Table 1 and Fig. 1). In addition, to improve the F1-score, the three 
models (XGBoost, CatBoost, and RF) with high F1-score were used. A hard-voting method based on the voting results of the three 
models of the output class was used. An ensemble model was developed using the voting results of two or more of the above three 
models. The F1-score was 0.81, and the accuracy was 0.90, which was the best among the models we developed (Table 2 and Fig. 1). 

3.4. Feature impact by SHAP for ML and DL models 

Fig. 2 shows the top 20 feature impacts for the prediction performance of each model using the SHAP method. Systolic blood 
pressure (SBP) had the most impact on the performance of XGBoost, followed by serum glucose level, age, AST/ALT, and body 
temperature. For CatBoost, SBP was the highest, followed by serum glucose level, AST/ALT ratio, mean arterial blood pressure (MBP), 
and age. For LGBM, SBP was the highest, followed by serum glucose level, AST/ALT ratio, total protein, and age. AST/ALT and AMC, 

Table 1 
Performance of developed models by AUROC optimization.  

Model AUROC Accuracy Precision Recall F1-score ECE SNB 

XGBoost 0.8989 0.88 0.84 0.72 0.76 0.026 0.776 
SVM 0.8224 0.86 0.79 0.69 0.72 0.038 0.764 
CatBoost 0.8962 0.88 0.84 0.70 0.74 0.035 0.781 
LGBM 0.8968 0.88 0.84 0.70 0.74 0.033 0.781 
KNN 0.7732 0.85 0.87 0.60 0.63 0.086 0.798 
RF 0.8586 0.88 0.84 0.70 0.74 0.037 0.781 
MLP 0.8498 0.86 0.78 0.70 0.73 0.027 0.759 
Ensemble 0.9006a 0.90 0.84 0.79 0.81 0.040 0.776 

Abbreviations: AUROC, Area under the receiver operating characteristic curve; ECE, Expected calibration error; SNB, standardized net benefit; 
XGBoost, eXtreme gradient boosting, SVM: Support vector machine, LGBM: Light gradient boosting machine, KNN: K-nearest neighbor, RF: Random 
forest, MLP: Multilayer perceptron. 

a Improved AUROC by blending of XGBoost, CatBoost, and LGBM. 
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which were generated through feature extraction in the three ML models, were included in the top 10. The feature impact of the MLP 
model using the SHAP method was highest in COVID-19 positive finding (positive correlation), followed by age, SBP, MBP, diastolic 
blood pressure (DBP), and total protein. For the MLP model, AMC and AST/ALT were in the top 20. For the four models using the SHAP 
method, O2 saturation, serum glucose level, total protein, BUN, LDH, AMC, and AST/ALT were included in the top 20. 

3.5. Feature importance for ML models 

The “Feature importance” technique was performed for four ML models with excellent performance among the developed models 
(top 20, Fig. 3). XGBoost exhibited feature importance in the order of SBP, MBP, PT (INR), DBP, O2 saturation, and COVID-19 PCR 
results. AMC and AST/ALT, which were generated through feature extraction, were also included in the top 20. LGBM exhibited 
feature importance in the order of SBP, monocyte (%), AMC, body temperature, AST, age, and serum glucose level. RF exhibited 
feature importance in the order of SBP, MBP, DBP, pulse pressure, AMC, base excess, and monocyte (%); AST/ALT was also included in 
the top 20. Among the laboratory results, O2 saturation, AST/ALT, AMC, monocyte (%), and BUN were commonly included in the top 
20 among the four ML models. 

4. Discussion 

We developed a high-performance pneumonia mortality prediction model using only the most easily accessible laboratory results 
and basic clinical information (sex, age, vital signs, etc.) in the clinical field. In addition, we confirmed that the performance was 
improved by implementing an ensemble model using the ML and MLP models. It is important to acknowledge that our model was 
specifically developed and validated on a patient cohort primarily composed of pneumonia cases, including COVID-19 patients, within 
a specific time frame and healthcare setting. This specialization may contribute to the model’s high performance in terms of the metrics 
and also suggests that the model may be finely tuned to the characteristics of this particular patient population. By contrast, the Acute 
Physiology and Chronic Health Evaluation (APACHE) II, Simplified Acute Physiology Score (SAPS) 3, and Sequential Organ Failure 

Fig. 1. Performance of each model. (A) Area under the receiver operating characteristic curve (AUROC) (B) Rador plot visualization for each model.  

Table 2 
Performance of developed models by F1-score optimization.  

Model AUROC Accuracy Precision Recall F1-score 

XGBoost 0.8989 0.88 0.80 0.79 0.80 
SVM 0.8224 0.86 0.77 0.74 0.75 
Catboost 0.8962 0.88 0.83 0.78 0.80 
LGBM 0.8968 0.88 0.77 0.79 0.78 
KNN 0.7732 0.85 0.75 0.67 0.70 
RF 0.8586 0.88 0.83 0.78 0.80 
MLP 0.8498 0.86 0.76 0.75 0.75 
Ensemble 0.9006 0.90 0.84 0.79 0.81a 

Abbreviations: AUROC, area under the receiver operating characteristic curve; XGBoost, eXtreme gradient boosting, SVM: support vector machine, 
LGBM: Light gradient boosting machine, KNN: K-nearest neighbor, RF: Random forest, MLP: Multilayer perceptron. 

a Improved F1-score by blending of XGBoost, CatBoost, and RF. 
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Fig. 2. Analysis of features contributing to pneumonia mortality by Shapley Additive exPlanations (SHAP) method. (A) XGBoost (B) LGBM (C) 
CatBoost (D) MLP. 

Fig. 3. Analysis of features contributing to pneumonia mortality by “Feature importance technique.” (A) XGBoost (B) LGBM (C) CatBoost (D) RF.  
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Assessment (SOFA) scores have been validated across a broader range of patient populations and clinical settings [17]. This extensive 
validation imparts a level of generality and robustness to these models, which may not yet be fully established for our AI model. 
Additionally, differences in data collection protocols, such as the time frame of data collection and the specific parameters measured, 
can also influence the performance metrics. Another consideration is the evolution of medical practice and patient demographics over 
time, which may affect the comparability of these models. For instance, the patient population and clinical practices during the 
COVID-19 pandemic may differ significantly from those in the periods when APACHE II, SAPS 3, and SOFA were developed and 
validated. Therefore, while our AI model shows promising results, we must be cautious in directly comparing its performance with 
those of these well-established models. Further validation studies, particularly in diverse clinical settings and with varied patient 
populations, are necessary to fully ascertain the model’s applicability and effectiveness in comparison with existing standards. 

The MLP used in this study consisted of an input layer, hidden layer, and output layer; the best results were obtained when two 
hidden layers were stacked rather than one, and overfitting with more than three or four hidden layers worsened the performance. In 
addition, when 1024 nodes of the first hidden layer and 128 nodes of the second hidden layer were used to set the number of nodes in 
the layer, more diverse features could be extracted compared with the 512 nodes of the first hidden layer and 64 nodes of the second 
hidden layer, thereby improving performance. In addition, we used the dropout technique when stacking the hidden layers. The 
dropout method can be used to avoid overfitting and secure diversity in DL, such as MLPs using neural networks [18–20]. In general, 
among the tree-based models, the boosting-type ML model is known to exhibit good classification [21–23]. In this study, the latest 
boosting models, XGBoost, CatBoost, and LGBM, exhibited better AUROC than RF, which is a classic tree model bagging technique. 
Tree-based models solve this problem by creating trees through various questions; however, XGBoost, CatBoost, and LGBM are 
somewhat different in terms of tree depth. While XGBoost and CatBoost build a tree with all the data and deepen the tree branch by 
increasing the number of questions, LGBM tends to build a deeper tree with only the data corresponding to the question that comes out 
in favor of asking the question. This LGBM learning method is known as “Greedy algorithm.” In this study, the AUROCs of XGBoost, 
CatBoost, and LGBM did not show significant differences (Tables 1 and 2). However, because of optimizing the F1-score through cut-off 
adjustment, LGBM’s F1-score was slightly lower than those of the other two models, which is thought to be due to the above-mentioned 
“Greedy algorithm” of LGBM (Table 2). In this study, which mainly used numerical data, including laboratory tests, the performance of 
MLP was not as good as that of the latest boosting models; however, it exhibited better results than KNN and SVM. Therefore, the use of 
an MLP in the development of an AI model using formal hospital data composed mainly of numerical data is also worthy of 
consideration. 

An ensemble model refers to the blending of various AI models to improve performance [24,25]. In this study, an ensemble model 
was developed using two methods. First, a weighted soft-voting technique was used for AUROC improvement; it assigned weight to 
each probability value using XGBoost, CatBoost, and LGBM, which exhibited good AUROC. As a result, we obtained an AUROC of 
0.9006, which was the best among our models. Second, the class result values of XGBoost (0.80), CatBoost (0.80), and RF (0.80), which 
exhibited excellent F1-score by adjusting the cut-off, were used, and a hard-voting method that selects the results voted by two or more 
out of the three models was used to obtain the optimal F1-score (0.81) (Table 2). The choice of MLPs along with ML models such as 
XGBoost, CatBoost, and LGBM for the ensemble AI model in this study was to leverage the strengths of each model. MLPs are good at 
identifying complex patterns in data, which is essential in a healthcare application like ours. MLPs excel at recognizing complex re
lationships that are not immediately apparent, making them well-suited to the subtle task of predicting pneumonia mortality. For the 
ML component, we chose models like XGBoost, CatBoost, and LGBM because of their ability to handle diverse datasets robustly and 
effectively, and each has a proven track record in classification tasks, particularly in healthcare prediction. These models bring 
different advantages: XGBoost for speed and performance on imbalanced data, CatBoost for excellent performance on categorical data, 
and LGBM for efficiency on large datasets. By combining these models in an ensemble approach, we were able to build a system that 
not only provides accurate predictions but is also reliable and versatile in a variety of clinical scenarios. We believe that this com
bination can complement the strengths of each model to improve the overall predictive ability of the AI system for pneumonia 
mortality. This combination of DL and ML models was driven by the goal of developing a comprehensive and effective tool that can 
accurately predict pneumonia mortality and meet the complexity of medical data analysis. 

Although the ranking of “Feature importance” in the laboratory results for each model was different, the types of parameters 
included were similar (Fig. 3). For four models (XGBoost, LGBM, CatBoost, and RF), O2 saturation, AST/ALT, AMC, monocyte (%), and 
BUN were included in the top 20. In general, ABGA results are important for respiratory diseases such as pneumonia [26,27]. In
formation such as pH, PaCO2, PaO2, and O2 saturation can be obtained using ABGA. In general, PaO2 is considered more important 
than O2 saturation in respiratory diseases such as pneumonia because PaO2 is more sensitive to hypoxemia than O2 saturation, as 
shown by the oxyhemoglobin dissociation curve [28]. Nevertheless, it is very characteristic that the most important feature affecting 
the performance of our prediction model was O2 saturation and not PaO2. The importance of BUN has also been confirmed, and BUN 
levels are closely related to kidney function. Pneumonia is a major cause of sepsis and may require adequate fluids [29]. The fact that 
early BUN levels are an important feature of mortality from respiratory diseases such as pneumonia suggests that clinicians should 
consider BUN levels when initially evaluating patients with pneumonia. Feature extraction AMC and AST/ALT, which were performed 
to improve the predictive performance of the model, were also included in the top 20 ML models. Therefore, AMC and AST/ALT may be 
considered when assessing severity, such as pneumonia mortality, and related studies can be conducted. 

Although laboratory results of risk factors affecting pneumonia mortality can be confirmed through “Feature importance,” positive 
or negative correlation could not be confirmed. Therefore, we obtained a more detailed feature impact by using the SHAP method 
(Fig. 2). In addition, “Feature importance” could not be applied to MLP; however, the feature impact was obtained using the SHAP 
method. Consequently, we obtained the feature impact using the SHAP method by targeting XGBoost, LGBM, CatBoost, and MLP. 
Among the laboratory results of the four models using the SHAP method, O2 saturation, serum glucose level, total protein, BUN, LDH, 
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AMC, and AST/ALT were commonly included in the top 20. Except for O2 saturation, laboratory tests for serum glucose, total protein, 
BUN, LDH, AMC, and AST/ALT levels were not specific for respiratory diseases, such as pneumonia. High serum glucose (positive 
correlation), low total protein (negative correlation), and high BUN levels (positive correlation) are commonly observed in stressful 
situations, such as infection and sepsis [29–31]. LDH is a laboratory test that is not specific to a particular disease because it can be 
elevated in a wide variety of diseases, such as sepsis and cancer [32,33]; however, LDH showed an important feature impact in the 
pneumonia mortality prediction model. Furthermore, the discovery of AMC and AST/ALT generated through feature extraction, which 
contributed to the performance improvement of the predictive model, was a characteristic result of this study. In general, because 
monocytes (%) are checked in the clinical field, the actual AMC may vary depending on the WBC count, even if the % value is the same. 
In clinical practice, monocyte values tend to be overlooked when evaluating pneumonia severity. However, since the declaration of the 
COVID-19 pandemic, several studies have reported that monocytes are related to COVID-19 pneumonia [34,35]. Therefore, AMC may 
be related to the initial evaluation of the severity of other bacterial or viral pneumonia, as well as COVID-19 pneumonia, and hence a 
follow-up study on this should be considered. It is also a feature of our study that the feature extracted AST/ALT used to improve the 
prediction performance of the model showed high feature impact in both “Feature importance” and the SHAP method. In general, liver 
enzymes such as AST and ALT are easily overlooked during the initial evaluation of respiratory disease. The APACHE II, SAPS 3, and 
SOFA scores measure total bilirubin levels instead of AST and ALT levels for liver function assessment [36–38]. Although there are few 
studies on the correlation between AST and ALT and pneumonia mortality, some studies on the correlation between COVID-19 and AST 
and ALT levels have been reported [39]. In our study, the AST/ALT levels were positively correlated with mortality. This result in
dicates that the elevation of AST was more pronounced than that of ALT. Some studies have reported that there is a significant increase 
in AST levels in patients with severe COVID-19; however, these studies did not target all types of pneumonia cases [40–43]. Therefore, 
studies on liver enzymes, such as AST and ALT, should be considered when evaluating pneumonia severity. 

In our study, the identification of features such as O2 saturation, AST/ALT ratio, and AMC as significant predictors of mortality in 
pneumonia patients is both novel and clinically insightful. Discussing the implications of these findings enhances the interpretability 
and applicability of our AI model in the context of pneumonia severity and patient management. O2 saturation, a critical parameter for 
respiratory function, is essential in assessing the severity of pneumonia. Low O2 saturation levels can indicate severe respiratory 
compromise, which is common in advanced pneumonia stages. Clinically, this parameter’s prominence in our model suggests the need 
for vigilant monitoring of respiratory status in pneumonia patients, guiding timely interventions to prevent severe outcomes. The AST/ 
ALT ratio’s relevance highlights the impact of pneumonia on systemic inflammation and liver function. This finding may prompt 
clinicians to consider broader systemic involvement in pneumonia, especially in cases of severe infection or complications such as 
COVID-19 pneumonia. Regular monitoring of liver function tests, including AST/ALT ratios, could become an important aspect of 
comprehensive patient assessment, aiding in the early detection of systemic complications. Moreover, the significance of AMC in our 
model sheds light on the role of the immune system in pneumonia progression. Elevated AMC levels could signify an intensified 
immune response, often seen in severe infections. This insight can be instrumental in identifying high-risk patients early on, enabling 
clinicians to tailor treatment strategies more effectively. These novel findings, particularly concerning AMC and AST/ALT ratios, 
enhance our understanding of pneumonia severity and have practical implications for clinical practice. Incorporating these parameters 
into routine patient evaluations could lead to more personalized and effective treatment approaches, aligning with the goals of pre
cision medicine. Such integration of AI model predictions with clinical insights holds the promise for improving patient outcomes in 
pneumonia care, offering a more nuanced approach to disease management and treatment decision-making. 

To ensure the practical application of our AI model in clinical settings, it is essential to outline how it can be integrated into the 
existing healthcare infrastructure to assist health professionals. Our AI model leverages routinely collected laboratory data and patient 
information to predict mortality risk of patients with pneumonia upon their initial presentation. This early prediction capability allows 
healthcare providers to identify high-risk patients early, optimizing care prioritization and potentially improving survival rates. 
Additionally, the model aids in optimizing resource allocation in resource-limited settings by identifying high-risk patients, which 
helps in the management of intensive care resources and personnel. Furthermore, the model’s output can inform tailored treatment 
strategies based on predicted risk levels, enhancing personalized care practices. The model can also be part of a dynamic system that 
reassesses risk as new laboratory results become available during a patient’s hospital stay, allowing for ongoing optimization of 
treatment plans. 

Although our study presents significant findings in the development of an AI model for pneumonia mortality prediction, it is 
important to acknowledge its limitations and suggest directions for future research. One of the primary limitations is the bias potential 
inherent in the dataset. Our study relies on retrospective data from a single tertiary care hospital, which may not fully represent the 
broader population of patients with pneumonia. This limitation could impact the generalizability of our model to different healthcare 
settings or patient demographics. Future studies should aim to validate and refine the model using multicenter data, encompassing a 
more diverse patient population. Another concern is the quality and completeness of the data used. As with any retrospective study, 
there is the risk of missing or inaccurately recorded data, which can affect the model’s accuracy and reliability. Efforts to minimize data 
quality issues through rigorous data cleaning and validation processes were undertaken; however, these concerns cannot be entirely 
eliminated in retrospective analyses. Furthermore, although our model showed promising results in predicting pneumonia mortality, 
its real-world applicability requires further exploration. This includes addressing practical challenges in integrating the model into 
clinical workflows and ensuring its adaptability to different electronic health record systems. Future research should also focus on 
expanding the model’s capabilities, such as incorporating additional relevant variables, including patient comorbidities, treatment 
regimens, and longer-term outcomes. This expansion would enhance the model’s comprehensiveness and applicability in clinical 
practice. In addition, although this study provides important insights into the predictive value of laboratory tests in determining 
pneumonia mortality, we acknowledge the potential impact of post-COVID-19 status as a limitation. The inclusion of COVID-19 
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infection status as an input variable was an important decision to accurately reflect the impact of the pandemic; however, potential 
bias may arise given the unique pathophysiologic mechanisms and clinical presentation associated with COVID-19 pneumonia. This 
factor may affect the generalizability of our findings to non-COVID-19 pneumonia cases. We recommend that future studies further 
explore the distinctive features of COVID-19 pneumonia and their impact on AI-based prediction models to ensure a comprehensive 
understanding of risk factors for pneumonia mortality post-pandemic. Finally, as a minor limitation, the exclusion of individuals under 
19 years of age limits the applicability of our findings to the pediatric population. Future studies could aim to develop and validate 
similar predictive models specific to pediatric pneumonia, which would be extremely useful for improving care in all age groups. 

5. Conclusion 

The development of an AI model that primarily utilizes laboratory test results to predict pneumonia mortality represents an 
important step forward in the application of AI in clinical settings. Our study showed that an ensemble model incorporating techniques 
such as XGBoost, CatBoost, and LGBM significantly outperformed other tested AI models in predicting pneumonia mortality. This 
model not only provided the highest accuracy but also showed robustness in handling a wide variety of clinical data, making it a 
particularly useful tool for clinicians seeking to improve treatment outcomes. Our findings support the adoption of this ensemble 
approach as a reliable predictor of mortality in patients with pneumonia and highlight the potential of advanced ML techniques in 
improving patient care. 

The immediate implication for clinicians is the potential of AI-based tools to improve decision-making in the treatment of pneu
monia. This model demonstrates how the risk of death can be predicted with high accuracy by utilizing routine laboratory data that are 
readily available in clinical settings. This can help clinicians stratify risk early on, enabling more personalized and timely in
terventions, especially for high-risk patients. Integrating these AI models into clinical workflows can augment traditional diagnostic 
and prognostic methods to improve patient outcomes. 

Researchers in the field of healthcare AI can leverage our approach to model development, including using ensemble techniques 
that combine multiple AI methodologies to improve predictive accuracy. Emphasizing explainability and clinical relevance in AI model 
design is another key aspect that can guide future research efforts. Moreover, this study highlights the importance of focusing on lesser- 
known data types, such as laboratory results, in healthcare AI research to open new avenues for innovation. 

Ultimately, the study suggests a shift to a more data-driven, precise, and patient-centered approach when managing pneumonia. 
The insights gained here have the potential to influence current clinical practice by introducing AI as a complementary tool in patient 
care. However, it is important to note that AI should augment clinical judgment not replace it. Future research should focus on further 
validating these models in different clinical settings and exploring integration with existing healthcare systems. 
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